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#### Abstract

Multiplicative updates have been widely used in approximative Nonnegative Matrix Factorization (NMF) optimization because they are convenient to deploy. Their convergence proof is usually based on the minimization of an auxiliary upper-bounding function, the construction of which however remains specific and only available for limited types of dissimilarity measures. Here we make significant progress in developing convergent multiplicative algorithms for NMF. First, we propose a general approach to derive the auxiliary function for a wide variety of NMF problems, as long as the approximation objective can be expressed as a finite sum of monomials with real exponents. Multiplicative algorithms with theoretical guarantee of monotonically decreasing objective function sequence can thus be obtained. The solutions of NMF based on most commonly used dissimilarity measures such as $\alpha$ - and $\beta$-divergence as well as many other more comprehensive divergences can be derived by the new unified principle. Second, our method is extended to a non-separable case that includes e.g. $\gamma$-divergence and Rényi divergence. Third, we develop multiplicative algorithms for NMF using second-order approximative factorizations, in which each factorizing matrix may appear twice. Preliminary numerical experiments demonstrate that the multiplicative algorithms developed using the proposed procedure can achieve satisfactory KKT optimality. We also demonstrate NMF problems where algorithms by the conventional method fail to guarantee descent at each iteration but those by our principle are immune to such violation.
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## I. Introduction

NONNEGATIVE Matrix Factorization (NMF) has attracted a lot of research effort in the past decade. Since Lee and Seung [1], [2] advocated the use of nonnegativity constraint in approximative matrix factorization with two convenient algorithms, much progress has been made by adopting various dissimilarity measures, approximation schemes, and constraints to this problem (e.g. [3], [4], [5], [6], [7], [8], [9], [10]). NMF has also been successfully applied in many fields, including text, speech, music, bioinformatics, neuroinformatics, etc. (e.g. [11], [8], [12], [13]). See [14] for a survey.

When computing the low-rank factorization, many existing NMF algorithms employ multiplicative updates where the new estimate is obtained by element-wise product with nonnegative factors. A generic principle for forming the multiplying factors is widely used: the gradient of the approximation error with

[^0]respect to one of the factorizing matrices is first computed and then the sums of positive and unsigned negative terms of the gradient are respectively placed in the numerator and denominator of a ratio. The same principle can in turn be applied to the other factorizing matrices. The resulting multiplicative update rules have some advantages over conventional additive gradient descent approach. Firstly, the rules naturally maintain the nonnegativity of the factorizing matrices without any extra projection steps. Secondly, the fixed-point algorithm that iteratively applies the update rule requires no user-specified parameters such as the learning step size, which facilitates its implementation and applications. Though recently faster additive optimization methods for particular NMF objectives, especially for the least-square errors, have been developed (e.g. [15], [13], [16], [17]), multiplicative updates as a more convenient optimization method are still widely adopted by many NMF applications.

The above heuristic principle was previously justified by using the Karush-Kuhn-Tucker (KKT) conditions [5], [6] or the natural gradients [18]. However, these justifications cannot provide theoretical guarantee that the resulting updates will monotonically decrease the approximation error. A counterexample is the NMF based on the $\alpha$-divergence. On the other hand, it is known that some multiplicative update rules which do guarantee monotonicity do not use this form of multiplying with ratios, for example, the NMF based on the dual Idivergence (see e.g. [5]).

To obtain a theoretical guarantee of the monotonic decrease, a commonly used method is to construct an auxiliary function that globally upper bounds the objective, and then the multiplicative update should minimize the auxiliary function. Previously the construction of such an auxiliary function seemed to be challenging and only successful for a few types of objectives. For example, Lee and Seung employed two different inequalities for NMF based on the Euclidean distance and the I-divergence, respectively, where the first approach uses an inequality for the positive quadratic term, while the second one uses the Jensen inequality on the logarithm function.

Recently, two unifying methods have been introduced that make further use of convexity and employ the Jensen inequality beyond the logarithm. Dhillon and Sra [5] presented a general auxiliary function for Bregman divergences between the approximation $\widehat{\mathbf{X}}$ and the input $\mathbf{X}$, i.e. $D_{\phi}(\mathbf{X} \| \widehat{\mathbf{X}})$ or $D_{\phi}(\widehat{\mathbf{X}} \| \mathbf{X})$. Their method is nevertheless only applicable to particular Bregman divergences, especially the latter case
$D_{\phi}(\widehat{\mathbf{X}} \| \mathbf{X})$. In another work [6], Cichocki et al. proposed multiplicative update rules for the family of $\alpha$-divergences, except the dual I-divergence, by using convexity of the $\alpha$ function.

Despite these efforts, there are a number of problems remaining. Firstly, there are many NMF objectives that are not convex, for example the $\beta$-divergence with very large (or very small) $\beta$ [4], [14]. Then these two methods do not apply. Secondly, even for convex objectives, the above approaches may still fail because they require that the derivative of the underlying convex function must be decomposable. Otherwise the solution of the stationary point equation in general has no analytical form; see Eq. 3.3 in [5] for an example. Moreover, the monotonicity proofs for objectives that are non-separable over matrix elements, for example the $\gamma$-divergence [19] and Rényi divergence are still lacking.

To address such problems, we present here a novel unified procedure for developing multiplicative NMF algorithms. After this introductory part and a brief review in the next section, we propose in Section III a much more general principle for deriving multiplicative update rules that guarantee monotonically decreasing approximation errors. Our method works for any separable NMF objective as long as it can be expressed as a finite sum of monomials with real exponents. With such expressions, all we need for most commonly used NMF objectives are two well-known inequalities based on the convexity or concavity of each monomial. For comprehensive objectives that comprise more than two convex monomials, we introduce a novel inequality by which one can merge the monomials into two terms. Using this generic principle, we derive the ensuing multiplicative update rules with theoretical monotonicity guarantee for a large number of objectives with various divergence measures. Our rules match all the existing ones whose monotonicity has been earlier proven in literature using a number of specific approaches. Furthermore, novel rules for many other NMF problems can be obtained.

In Section IV, the proposed technique is extended to a non-separable case where the power operation appears over the sum of approximating matrix elements. As a result, the multiplicative update rules as well as their auxiliary functions of most existing NMF optimization problems can be derived using the proposed principle, including the $\alpha$-divergence, $\beta$ divergence and all their special cases. Furthermore, many new multiplicative update rules with theoretical guarantee are given for NMF based on $\gamma$-divergence and Rényi divergence, their special cases including normalized Kullback-Leibler divergence, and some other more comprehensive approximation error measures.

In Section V, we generalize the proposed principle to NMF using quadratic factorizations where a factorizing matrix may appear twice in the approximation. This may be useful e.g. in the graph isomorphism problem. A multitude of multiplicative algorithms with monotonicity guarantee for both symmetric and asymmetric quadratic NMF problems can be obtained.

Finally, empirical results in Section VI show that (1) most multiplicative algorithms derived by using our method can asymptotically achieve the KKT optimality; (2) there exist NMF problems where multiplicative algorithms by the con-
ventional heuristic principle can cause undesired increase of approximation error, whereas those by our method always guarantee descent. In Section VII we conclude the paper and discuss the future work.

## II. Nonnegative Matrix Factorization and Multiplicative Updates

Given an input matrix $\mathbf{X} \in \mathbb{R}_{+}^{m \times n}$, Nonnegative Matrix Factorization (NMF) seeks its low-rank approximation in the form $\widehat{\mathbf{X}}=\mathbf{W H}$, where $\mathbf{W} \in \mathbb{R}_{+}^{m \times r}$ and $\mathbf{H} \in \mathbb{R}_{+}^{r \times n}$, with $r<\min (m, n)$. Besides the linear factorization where each factorizing matrix only appears once in the approximation, the factorization can be of higher-order where each factorizing matrix may appear more than once (see Section V).

The approximation error between the input matrix and its approximation can be measured by various divergences $D(\mathbf{X} \| \widehat{\mathbf{X}})$. Typical measures include the Euclidean distance (Frobenius norm) and the non-normalized Kullback-Leibler divergence (I-divergence). NMF was later generalized to other divergences such as $\alpha$-divergence [6], $\beta$-divergence [4], [20], Csiszár divergences [21] and Bregman divergences [5]. More example divergences are summarized in Table IV. For brevity, in this paper we only consider minimization over the matrix $\mathbf{W}$, while exactly the same technique can be applied to other factorizing matrices in a very similar way, leading to alternating minimization algorithms. In the derivation, we use $\mathbf{W}, \mathbf{W}^{\text {new }}$, and $\widetilde{\mathbf{W}}$ to distinguish the current estimate, the new estimate and the variable, respectively. Accordingly, we also use $\widetilde{\mathbf{X}}$ in place of $\widehat{\mathbf{X}}$ wherever we emphasize that the approximation contains the variable.

The conventional gradient descent method does not work for the NMF problem because the updated estimate after each iteration is not necessarily nonnegative. Projecting the estimate back to the positive hyper-quadrant is therefore needed after each update. Line search by a number of objective evaluations is often needed to guarantee descent after each update, which can be expensive for NMF problems and thus only works for a few particular types of objectives (e.g. [15], [16], [17]).

Using multiplicative updates is a more convenient optimization method for NMF, because it can be easily adapted from the gradient while naturally maintaining the nonnegativity. It requires no extra efforts to tune learning parameters such as the step size.

Let $\nabla$ be the gradient of the approximation objective function with respect to $\mathbf{W}$, and denote by $\nabla^{+}$and $\nabla^{-}$the sums of positive and unsigned negative terms, i.e. $\nabla=\nabla^{+}-\nabla^{-}$. It used to be common belief that the multiplicative update

$$
\begin{equation*}
W_{i k}^{\text {new }}=W_{i k} \frac{\nabla_{i k}^{-}}{\nabla_{i k}^{+}}, \tag{1}
\end{equation*}
$$

can minimize the NMF objectives (see e.g. [22]). The above update rule is connected to the steepest gradient descent method $W_{i k}^{\text {new }}=W_{i k}-\mu_{i k}\left(\nabla_{i k}^{+}-\nabla_{i k}^{-}\right)$by assuming that each matrix element has its own learning rate $\mu_{i k}=W_{i k} / \nabla_{i k}^{+}$. A recent similar justification [18] interprets the multiplicative update rule as a natural gradient descent with a unitary learning rate, where the underlying Riemannian manifold is
defined by the tensor $[\mathcal{G}(\mathbf{W})]_{i j k l}=\delta_{i j} \delta_{k l} \frac{\nabla_{i k}^{+}}{W_{i k}}$, with $\delta_{i j}$ the Kronecker delta. Yet another way to suggest the principle (1) is by rearranging the Karush-Kuhn-Tucker (K.K.T.) conditions $\left(\nabla^{+}-\nabla^{-}\right)_{i k} W_{i k}=0$ [5], [6]. However, actually none of the above justifications can provide theoretical guarantee that the resulting updates will monotonically decrease the objective function. Counter-examples include $D_{\alpha}(\mathbf{X} \| \mathbf{W H})$ and $D_{\mathrm{EU}}\left(\mathbf{X} \| \mathbf{W} \mathbf{W}^{T} \mathbf{X}\right)$ (see Table IV), where the updates using Eq. (1) may increase the approximation error. Furthermore, it is known that some multiplicative update rules which do guarantee monotonicity do not take the form of Eq. (1), for example, the one for $D_{\mathrm{I}}(\mathbf{W H} \| \mathbf{X})$.

The monotonicity guarantee is very important for fixedpoint algorithms in non-convex optimization problems, including the multiplicative updates and also e.g. the wellknown Expectation-Maximization method. It is a basic fact that a lower-bounded monotonically decreasing sequence is convergent. Since the NMF approximation error is generally lower-bounded by zero, the proof of objective convergence in NMF is reduced to finding the theoretical guarantee of monotonicity. Unless otherwise stated, the term "convergence" in this paper generally refers to the objective function convergence or, equivalently, the monotonic decrease of the NMF approximation error. Numerical experiments for checking the point convergence, or the optimality conditions of the points of convergence, are provided in Section VI-A.

Currently the auxiliary function technique [2] is the most widely accepted approach for monotonicity proof of multiplicative updates. Given an objective function $\mathcal{J}(\mathbf{W})$ to be minimized, $G(\mathbf{W}, \mathbf{U})$ is called an auxiliary function if it is a tight upper bound of $\mathcal{J}(\mathbf{W})$, i.e. $G(\mathbf{W}, \mathbf{U}) \geq \mathcal{J}(\mathbf{W})$, and $G(\mathbf{W}, \mathbf{W})=\mathcal{J}(\mathbf{W})$ for any $\mathbf{W}$ and $\mathbf{U}$. Define

$$
\begin{equation*}
\mathbf{W}^{\text {new }}=\arg \min _{\widetilde{\mathbf{W}}} G(\widetilde{\mathbf{W}}, \mathbf{W}) \tag{2}
\end{equation*}
$$

By construction, $\mathcal{J}(\mathbf{W})=G(\mathbf{W}, \mathbf{W}) \geq G\left(\mathbf{W}^{\text {new }}, \mathbf{W}\right) \geq$ $G\left(\mathbf{W}^{\text {new }}, \mathbf{W}^{\text {new }}\right)=\mathcal{J}\left(\mathbf{W}^{\text {new }}\right)$, where the first inequality is the result of minimization and the second comes from the upper bound. Iteratively applying the update rule (2) thus results in a monotonically decreasing sequence of $\mathcal{J}$. Besides the tight upper bound, it is often desired that the minimization (2) has a closed-form solution. In particular, setting $\partial G / \partial \widetilde{\mathbf{W}}=0$ should lead to the iterative update rule in analysis. The above technique is also named Majorization-Minimization (MM) in the optimization literature (see e.g. [23]). Another related generic principle is Difference of Convex functions (DC) programming (see e.g. [24]). Especially, as a requirement for NMF problems, the factorizing matrices after applying the update rule should maintain the nonnegativity.

The majorization or construction of such an auxiliary function, however, has not been a trivial task so far. Though generic for a wide range of optimization tasks, there is, however, no specific principle in the MM or DC literature for deriving the auxiliary function by exploiting the structure and constraint of NMF problems. Improper majorization may lead to comprehensive programming steps instead of simple multiplicative update rules that are easy to implement. Another plausible approach is to construct a quadratic upper-bound
by using the Lipschitz constant if the NMF objective is a $C^{2}$ function, though the resulting updates are often very slow and require extra steps to maintain the nonnegativity. Some specific methods have been used in particular NMF objectives, for example, the fourth and fifth inequalities given in Appendix A for the quadratic terms (e.g. [2], [10], [25], [9]), the Jensen inequality on the logarithm [2] or $\alpha$-function [6], and the Concave-Convex Procedure (CCCP) for majorizing $\beta$-divergence [26], [20].

In the following we present a common principle that not only unifies the above proofs but also is easily generalized to other unproven objectives or higher-order factorizations. As a result, our method turns the auxiliary function construction that seemingly requires intense intelligent work into a simple symbolic manipulation procedure.

## III. Multiplicative algorithms for separable DIVERGENCES

Before going into details, we need generalized definitions of monomials and polynomials. In this work, a monomial with real-valued exponent, or monomial by short, of the scalar variable $z$ is of the form $a z^{b}$ where $a$ and $b$ can take any real value, without restriction to nonnegative integers. A sum of a (finite) number of monomials is called a (finite) generalized polynomial.

NMF objectives that can be expressed in the generalized polynomial form have two nice properties: 1 ) individual monomials, denoted by

$$
\begin{equation*}
\omega_{d}\left(\tilde{X}_{i j}\right)=f_{d i j} \tilde{X}_{i j}^{\tau_{d}} \tag{3}
\end{equation*}
$$

are either convex or concave with respect to $\widetilde{\mathbf{W}}$ and thus can easily be upper-bounded; 2) an exponential is multiplicatively decomposable, i.e. $(x y)^{\tau}=x^{\tau} y^{\tau}$, which is critical in deriving the multiplicative update rule. We thus apply a two-step strategy for obtaining a multiplicative algorithm with monotonic objective convergence: first, we construct individual upperbounds for each monomial according to its convexity or concavity; second, the auxiliary function is obtained by merging individual upper-bounds to monomials of two different exponents.

The finite generalized polynomial form covers a large variety of separable dissimilarity measures used in NMF, for example, the Euclidean distance (Frobenius norm), the Idivergence (non-normalized Kullback-Leibler divergence), the dual I-divergence, the Hellinger distance, the Itakura-Saito divergence, the Log-Quad cost, as well as many other unnamed Csiszár divergences and Bregman divergences. Some example objectives and their finite generalized polynomials are shown in Table IV.

Many information-theoretic divergences involve the logarithm function. We can unify it to our generalized polynomial form by using the limit

$$
\begin{equation*}
\ln z=\lim _{\epsilon \rightarrow 0^{+}} \frac{z^{\epsilon}-1}{\epsilon} . \tag{4}
\end{equation*}
$$

Notice that limits in $0^{+}$and $0^{-}$are the same. We use the former to remove the convexity ambiguity. In this way, the
logarithm can be decomposed into two monomials where the first contains an infinitesimal positive exponent. Because most existing divergences that contain the logarithm are smooth with respect to both the factorizing matrix $\widetilde{\mathbf{W}}$ and $\epsilon>0$, we can safely exchange the order of the logarithm limit and the derivative with respect to $\widetilde{\mathbf{W}}$. In other words, the deriving procedure is standard, after rewriting the logarithm as monomials. Upon upper-bounding and taking derivative with respect to $\widetilde{\mathbf{W}}$, the limit operator $\lim _{\epsilon \rightarrow 0^{+}} \frac{1}{\epsilon}\{\cdot\}$ is applied to obtain the gradient of the auxiliary function.

Next we formally show that multiplicative algorithms with monotonicity guarantee always exist as long as the approximation objective function is separable over matrix elements and can be expressed as a sum of a finite number of monomials with real-valued exponents.

## A. The auxiliary upper bounding function

Theorem 1: Denote $\widetilde{\mathbf{X}}=\widetilde{\mathbf{W}} \mathbf{H}, 2 \leq p<\infty, \tau_{d} \in \mathbb{R}$, $d=1, \ldots, p$ and $f_{\text {dij }}$ constants independent of $\widetilde{\mathbf{W}}$. Suppose

1) the approximation objective is separable over indices $i$ and $j$, i.e.

$$
\begin{equation*}
D(\mathbf{X} \| \widetilde{\mathbf{X}})=\sum_{d=1}^{p} \sum_{i=1}^{m} \sum_{j=1}^{n} f_{d i j} \widetilde{X}_{i j}^{\tau_{d}}+\text { constant } \tag{5}
\end{equation*}
$$

2) there is at least one non-zero stationary point of $D$ with respect to $\widetilde{\mathbf{W}}$; and
3) $\forall i, k, W_{i k}>0$.

There are real numbers $\psi_{\max }$ and $\psi_{\min }\left(\psi_{\max }>\psi_{\min }\right)$ such that

$$
\begin{align*}
G(\widetilde{\mathbf{W}}, \mathbf{W})= & \sum_{i k}\left[\frac{W_{i k}}{\psi_{\max }}\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\psi_{\max }} \nabla_{i k}^{+}\right. \\
& \left.-\frac{W_{i k}}{\psi_{\min }}\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\psi_{\min }} \nabla_{i k}^{-}\right]+ \text {constant } \tag{6}
\end{align*}
$$

is an auxiliary upper-bounding function of $D(\mathbf{X} \| \widetilde{\mathbf{X}})$, where $\nabla^{+}$and $\nabla^{-}$are the sums of positive and unsigned negative terms of $\nabla$, the gradient of the divergence with respect to $\widetilde{\mathbf{W}}$ at the current estimate $\mathbf{W}$, respectively (i.e. $\nabla=\nabla^{+}-\nabla^{-}$).

Proof:

## Step 1: Upper-bounding individual monomials

The objective function in the form (5) is a sum of either convex or concave monomials. The concave monomials can be upper bounded by using the first-order Taylor expansion at the current estimate:

$$
\begin{equation*}
\sum_{i j} \omega_{d}\left(\widetilde{X}_{i j}\right) \leq \sum_{i k} \partial_{d i k} \widetilde{W}_{i k}+\text { constant } \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\partial_{d i k} \triangleq \frac{\partial \sum_{a b} \omega_{d}\left(\widetilde{X}_{a b}\right)}{\partial \widetilde{W}_{i k}}\right|_{\widetilde{\mathbf{w}}=\mathbf{W}}=\sum_{j} f_{d i j} \tau_{d}(\mathbf{W H})_{i j}^{\tau_{d}-1} H_{k j} \tag{8}
\end{equation*}
$$

For convex monomials, we introduce $\lambda_{i j k}=\frac{W_{i k} H_{k j}}{(\mathbf{W H})_{i j}}$ and then obtain their upper bound by using the Jensen inequality:

$$
\begin{align*}
\sum_{i j} \omega_{d}\left(\widetilde{X}_{i j}\right) & \leq \sum_{i j} f_{d i j} \sum_{k} \lambda_{i j k}\left(\frac{\widetilde{W}_{i k} H_{k j}}{\lambda_{i j k}}\right)^{\tau_{d}} \\
& =\sum_{i k} \frac{W_{i k}}{\tau_{d}} \partial_{d i k}\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\tau_{d}} \tag{9}
\end{align*}
$$

## Step 2: Combining individual upper-bounds

A total upper-bounding function can be obtained by summing up individual ones obtained from the previous subsection. For $p=2$ and $\tau_{1} \neq \tau_{2}$, their sum already forms an auxiliary function of the form given in Theorem 1. This is the case for most existing NMF algorithms based e.g. $\alpha$ divergence [6], $\beta$-divergence [26], and their special cases.

However, when there are more than two monomials with distinct exponents, the summed upper-bound does not have the form given in Theorem 1. An example is the Log-Quad cost shown in Table IV. It is generally difficult to solve the equation by setting the derivative of the summed upper-bound to zero. The complexity of analytical form of the roots grows drastically when the number of such monomials increases and therefore does not lead to desired multiplicative update rules.

We therefore consider merging the individual upper-bounds into an upper-bounding function that contains monomials of only two different exponents such that the derivation can continue with the $p=2$ case. The merging is implemented by further upper-bounding the monomials. In Appendix B we prove the following result:

Lemma 2: Assume $c x^{a}$ convex. Then $c x^{a} \leq a c \frac{x^{b}}{b}+$ $c\left(1-\frac{a}{b}\right)$ if one of the following holds:

1) $a>1$ and $a<b$,
2) $a<1$ and $a>b$,
3) $a=1, c>0$ and $a<b$,
4) $a=1, c<0$ and $a>b$.

The equality holds if and only if $x=1$.
For our merging purpose, notice that all individual upperbounding monomials are convex and have the form

$$
\begin{equation*}
\frac{W_{i k} \partial_{d i k}}{\psi_{d}}\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\psi_{d}} \tag{10}
\end{equation*}
$$

where $\psi_{d}=\tau_{d}$ for the convex upper-bounds and $\psi_{d}=1$ for the concave upper-bounds. We can then further upper bound these individual monomials according to the cases in Lemma 2 as follows. Denote $\psi_{\text {max }}$ and $\psi_{\text {min }}$ the maximum and minimum of $\left\{\psi_{d}\right\}_{d=1}^{p}$, respectively.

- Up-Merging (UM): for 1) $\psi_{d}>1$ or 3) $\psi_{d}=1$ and $W_{i k} \partial_{d i k} / \psi_{d}>0$, up to some additive constant,

$$
\begin{equation*}
\frac{W_{i k} \partial_{d i k}}{\psi_{d}}\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\psi_{d}} \leq \frac{W_{i k} \partial_{d i k}}{\psi_{\max }}\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\psi_{\max }} \tag{11}
\end{equation*}
$$

- Down-Merging (DM): for 2) $\psi_{d}<1$ or 4) $\psi_{d}=1$ and $W_{i k} \partial_{d i k} / \psi_{d}<0$, up to some additive constant,

$$
\begin{equation*}
\frac{W_{i k} \partial_{d i k}}{\psi_{d}}\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\psi_{d}} \leq \frac{W_{i k} \partial_{d i k}}{\psi_{\min }}\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\psi_{\min }} \tag{12}
\end{equation*}
$$

Because the individual upper-bounding monomials are convex, we have $\partial_{d i k}>0$ if $d \in \mathrm{UM}$ and $\partial_{d i k}<0$ if $d \in$ DM. Moreover, by such assignment, UM and DM cases must both be present. Otherwise the gradient $\nabla_{i k}=\sum_{d i k} \partial_{d i k}$ would be always positive (or always negative) for all $\mathbf{W}$ and $(i, k)$, which makes the origin the only stationary point and therefore contradicts the second theorem assumption. We thus obtain the auxiliary function (6) with $\nabla_{i k}^{+}=\sum_{d \in \mathrm{UM}} \partial_{d i k}$ and $\nabla_{i k}^{-}=-\sum_{d \in \mathrm{DM}} \partial_{d i k}$.

Finally, all upper bounds used in the above steps come from one of the five inequalities given in Appendix A. It is worth to notice that all these upper-bounds are tight at $\widetilde{\mathbf{W}}=\mathbf{W}$, i.e. $G(\mathbf{W}, \mathbf{W})=\mathcal{J}(\mathbf{W})$. Therefore, the ultimate upper bound does form an auxiliary function.

## B. The multiplicative update rule

The derivative of the auxiliary function (6) with respect to $\widetilde{W}_{i k}$ is given by

$$
\begin{equation*}
\frac{\partial G(\widetilde{\mathbf{W}}, \mathbf{W})}{\partial \widetilde{W}_{i k}}=\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\psi_{\max }-1} \nabla_{i k}^{+}-\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\psi_{\min }-1} \nabla_{i k}^{-} \tag{13}
\end{equation*}
$$

For most cases, setting this derivative to zero yields the update rule

$$
\begin{equation*}
W_{i k}^{\mathrm{new}}=W_{i k}\left(\frac{\nabla_{i k}^{-}}{\nabla_{i k}^{+}}\right)^{\eta} \tag{14}
\end{equation*}
$$

where $\eta=1 /\left(\psi_{\text {max }}-\psi_{\text {min }}\right)$.
An exception is when the logarithm limit (4) is applied and $\lim _{\epsilon \rightarrow 0+}\left(\psi_{\max }-\psi_{\min }\right)=0$. In this case the limit of the derivative (13) has the form $\frac{0}{0}$. We thus apply the L'Hôpital's rule [27, pages 201-202] to obtain the limit before setting it to zero. See Section D-B for an example on the dual I-divergence.

The multiplicative update rule (14) also guarantees strictly positive descent as long as the current estimate is not a stationary point. Otherwise $\mathbf{W}$ will remain unchanged due to $W_{i k}=0$ or $\nabla_{i k}=0$ for all $(i, k)$.

Corollary 3: If $\mathbf{W}$ is not a stationary point of $\mathcal{J}(\mathbf{W})$, then for Eq. (14), $\mathcal{J}\left(\mathbf{W}^{\text {new }}\right)<\mathcal{J}(\mathbf{W})$.

Proof: Because $G$ is tangent to $\mathcal{J}$ at $\mathbf{W}$, which is not a stationary point of $\mathcal{J}, \mathbf{W}$ is not a stationary point of $G$ either. Meanwhile, $\mathbf{W}^{\text {new }}$ as the stationary point also achieves the minimum of $G$ because $G$ is a convex function in $\mathbf{W}$. Then by Theorem 1, $\mathcal{J}(\mathbf{W})=G(\mathbf{W}, \mathbf{W})>G\left(\mathbf{W}^{\text {new }}, \mathbf{W}\right) \geq$ $G\left(\mathbf{W}^{\text {new }}, \mathbf{W}^{\text {new }}\right)=\mathcal{J}\left(\mathbf{W}^{\text {new }}\right)$.

Besides the generalized monomials, there are two mild assumptions in Theorem 1: one requires that the objective has at least one non-trivial local minimum and the other constrains that $\mathbf{W}$ contains no zero entries such that $G$ is well-defined. The latter assumption is commonly needed by all multiplicative algorithms because multiplicative updates make no changes to zero entries. This requirement in practice can be easily fulfilled by positively initializing factorizing matrices such that everything on the right-hand side of Eq. (14) generally remains positive, and so does the updated $\mathbf{W}$.

## C. Summary of the derivation procedure

The principle of deriving a multiplicative update rule and the corresponding auxiliary function of a given separable objective is summarized as the following procedure.

1) Transform the objective function into the form of finite generalized polynomials. Use the limit form (4) wherever the objective comprises the logarithm.
2) Upper bound each monomial according to their concavity or convexity by using their first-order Taylor expansion (7) or the Jensen inequality (9), respectively.
3) If there are three or more individual upper-bounds, combine them into two monomials using (11) or (12) according to their exponents. Form the auxiliary function.
4) Take the derivative of the auxiliary function with respect to the factorizing matrix variable.
5) Apply the logarithm limit if needed. Employ L'Hôpital's rule when the limit has the form $\frac{0}{0}$.
6) Obtain the multiplicative update rule by setting the derivative to zero.

In Appendix D, we present the derivation details of five example multiplicative update rules for readers' better understanding of the deriving procedure.

It is interesting to see that the derived rules using our generic principle match all existing ones whose objective monotonicity has been theoretically proven using other specific approaches [2], [5], [6], [4], [20]. For other separable divergences listed in Table IV, the multiplicative update rules take the form in Eq. (14) with $\eta=1$ for Log-Quad cost and $\eta=1 /(\alpha-\beta+1)$ for $\alpha \beta$-Bregman divergence. The corresponding update rules for the examples is given in Table V .

A couple of remarks should be addressed for the resulting exponent $\eta$ in Eq. (14). Firstly, although $\eta$ plays a role similar to step size, it has two distinguishing properties from the conventional methods such as exponentiated gradient descent (see e.g. [28]): (1) users need no extra effort to tune $\eta$, as it is uniquely determined by the NMF objective and our proof procedure; (2) $\eta$ is not required to approach zero for monotonicity guarantee, as shown by the examples in Appendix D. This is a major difference between our multiplicative algorithms and the conventional exponential gradient descent method because in the latter method, to our knowledge, there is no means to obtain a constant learning rate that guarantees monotonic objective decrease and one has to choose a very small step size to avoid monotonicity violation. This advantage also provides the base for an acceleration strategy using adaptive exponents, for example, to use more aggressive exponents and switch back to the safe choice whenever ascent occurs (see e.g. [29]).

Secondly, $\eta$ actually defines the upper bound of a safe interval of exponents that guarantee monotonicity given our mild assumption and majorization steps based on convexity/concavity. That is, the update rule (14) still makes the objective function converge when $\eta$ is replaced with a smaller positive $\eta^{*}$. To see this, one can apply an even further upper
bound

$$
\begin{equation*}
\frac{W_{i k} \partial_{d i k}}{\psi_{\max }}\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\psi_{\max }} \leq \frac{W_{i k} \partial_{d i k}}{\psi^{*}}\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\psi^{*}} \tag{15}
\end{equation*}
$$

with $\psi^{*}>\psi_{\text {max }}$. This leads to a multiplicative update rule similar to (14) except the exponent $\eta=\frac{1}{\psi_{\text {max }}-\psi_{\text {min }}}$ changes to $\eta^{*}=\frac{1}{\psi^{*}-\psi_{\text {min }}}$, which is still an update rule with monotonicity guarantee. Similar looser bounding can be applied by replacing $\psi_{\text {min }}$ to obtain the same result. Nevertheless, a smaller exponent corresponds to more conservative multiplicative learning steps, which often leads to slower descent speed in practice. In this sense, $\eta$ is the most aggressive and safe constant exponent provided by our method.

Note that unlike the heuristic rule (1), there is no ambiguity when decomposing the gradient into positive and negative parts in our method. The decomposition is uniquely determined by the proposed procedure. If one adds and subtracts the same positive constant to the gradient, the resulting multiplicative update rule essentially requires a looser upper bound and thus leads to slower convergence.

## IV. A NON-SEPARABLE CASE

We also consider a non-separable case

$$
\begin{equation*}
D(\mathbf{X} \| \widetilde{\mathbf{X}})=\sum_{d} \Omega_{d}\left(\sum_{i j} g_{d i j} \widetilde{X}_{i j}^{\phi_{d}}\right) \tag{16}
\end{equation*}
$$

where $\Omega_{d}(z)=\nu_{d} \cdot z^{\tau_{d}}$ with $\nu_{d}, \tau_{d}, g_{d i j}$ and $\phi_{d}$ constants independent of $\widetilde{\mathbf{W}}$. A typical example is the family of $\gamma$ divergences, with the original or normalized Kullback-Leibler divergence as its special case when $\gamma \rightarrow 0$.

When $\Omega_{d}(z)$ is concave with respect to $z$, the term can be upper bounded by its first-order Taylor expansion at $\sum_{a b} g_{d a b} \widehat{X}_{a b}^{\phi_{d}}$ : up to some additive constant,

$$
\begin{align*}
\Omega_{d}\left(\sum_{i j} g_{d i j} \widetilde{X}_{i j}^{\phi_{d}}\right) & \leq\left(\sum_{i j} g_{d i j} \widetilde{X}_{i j}^{\phi_{d}}\right) \Omega_{d}^{\prime}\left(\sum_{a b} g_{d a b} \widehat{X}_{a b}^{\phi_{d}}\right) \\
& =\sum_{i j} f_{d i j} \widetilde{X}_{i j}^{\phi_{d}}, \tag{17}
\end{align*}
$$

where $f_{d i j} \triangleq \nu_{d} \tau_{d} g_{d i j} \cdot\left(\sum_{a b} g_{d a b} \widehat{X}_{a b}^{\phi_{d}}\right)^{\tau_{d}-1}$.
When $\Omega_{d}(z)$ is convex with respect to $z$, we can write $\theta_{d i j}=\frac{g_{d i j} \widehat{X}_{i j}^{\phi_{d}}}{\sum_{a b} g_{d a b} \widehat{X}_{a b}^{\phi_{d}}}$ and apply Jensen's inequality to obtain the upper bound

$$
\begin{align*}
\Omega_{d}\left(\sum_{i j} g_{d i j} \widetilde{X}_{i j}^{\phi_{d}}\right) & \leq \sum_{i j} \theta_{d i j} \Omega_{d}\left(\frac{g_{d i j} \widetilde{X}_{i j}^{\phi_{d}}}{\theta_{d i j}}\right) \\
& =\sum_{i j} f_{d i j} \widetilde{X}_{i j}^{\phi_{d} \tau_{d}} \tag{18}
\end{align*}
$$

where $f_{d i j} \triangleq \nu_{d} g_{d i j} \widehat{X}_{i j}^{\phi_{d}\left(1-\tau_{d}\right)}\left(\sum_{a b} g_{d a b} \widehat{X}_{a b}^{\phi_{d}}\right)^{\tau_{d}-1}$.
We can see that both convex and concave cases reduce to the same form for the separable objectives and thus continue with the same procedure in Section III. For the non-separable
divergences in Table (IV), we obtain the multiplicative update rules in the form Eq. (14) with $\eta=1$ for Kullback-Leibler divergence, $\eta=1 /(1+\gamma)$ for $\gamma$-divergence when $\gamma>0$, $\eta=1 /(1-\gamma)$ when $\gamma<0, \eta=1 / \rho$ for Rényi divergence when $\rho>1$, and $\eta=1$ for $0<\rho<1$.

Here we only present exponentials on the matrix sum for notational brevity, while the same technique can easily be applied to the cases of row-wise or column-wise sums. Objectives that are not separable over $d$ in Eq. (5) can be handled in a similar way.

## V. Quadratic factorizations

The previous discussion focused on the linear factorization $\mathbf{X} \approx \mathbf{W H}$, where the factorizing matrix $\mathbf{W}$ (or $\mathbf{H}$ ) appears only once in the factorizing expression. There exist other NMF problems in which a factorizing matrix may appear twice, which we call Quadratic Nonnegative Matrix Factorization (QNMF).

The Quadratic NMF has a wide range of applications. For example, the Projective Nonnegative Matrix Factorization (PNMF) is able to achieve high sparseness in both feature extraction and sample clustering [30], [31], [32]. Other applications include the graph isomorphism problem if the sparsity (or orthogonality) of $\mathbf{W}$ is enforced [33], as well as parameter estimation of hidden Markov chains [34].

Here we focus on two typical factorization forms of QNMF: (1) the asymmetric form (AQNMF) $\mathbf{X} \approx \mathbf{W} \mathbf{W}^{T} \mathbf{Y}$ and (2) the symmetric form (SQNMF) $\mathbf{X} \approx \mathbf{W} \mathbf{Y W}^{T}$. Note that other forms of quadratic factorization, e.g. $\mathbf{X} \approx \mathbf{Y} \mathbf{W} \mathbf{W}^{T}$, can equivalently be transformed to AQNMF or SQNMF. Here $\mathbf{Y}$ can be (i) a constant, for instance $\mathbf{Y}=\mathbf{X}$ that leads to PNMF and $\mathbf{Y}=\mathbf{I}$ that leads to Symmetric NMF (see e.g. [10]), (ii) an abbreviation for the product of other factorizing matrices that only appear once in the approximation, or (iii) shorthand for recursively defined quadratic factorizations, for instance $\mathbf{Y}=\mathbf{X U U} \mathbf{U}^{T}$ that leads to $\mathbf{X} \approx \mathbf{W} \mathbf{W}^{T} \mathbf{X} \mathbf{U U}^{T}$.

The quadratic factorizations usually give rise to more difficult optimization problems. As an example, consider the PNMF based on Euclidean distance:

$$
\begin{equation*}
\underset{\mathbf{W} \geq 0}{\operatorname{minimize}}\left\|\mathbf{X}-\mathbf{W} \mathbf{W}^{T} \mathbf{X}\right\|_{F}^{2} \tag{19}
\end{equation*}
$$

where the objective function is quartic with respect to $\mathbf{W}$ and therefore cannot be upper-bounded by the quadratic functions that were earlier proposed in [2], [10]. One must find an auxiliary function of at least the fourth power. To our knowledge, there has been no general principle of developing multiplicative algorithms with monotonicity guarantee for QNMF problems such as (19).

Our novel method now provides a straightforward way to include the second-order factorizations. Here we only show the derivation procedure for the symmetric and separable case, which can similarly be applied to the asymmetric and/or nonseparable cases. Denote

$$
\begin{equation*}
\partial_{d i k}=\left.\frac{\partial \sum_{a b} \omega_{d}\left(\widetilde{X}_{a b}\right)}{\partial \widetilde{W}_{i k}}\right|_{\widetilde{\mathbf{w}}=\mathbf{w}}=\sum_{j l}\left(S_{i j k l}^{(d)}+S_{j i l k}^{(d)}\right) W_{j l} \tag{20}
\end{equation*}
$$

where $S_{i j k l}^{(d)}=\tau_{d} f_{d i j}\left(\mathbf{W} \mathbf{Y} \mathbf{W}^{T}\right)_{i j}^{\tau_{d}-1} Y_{k l}$. We divide the monomials into the following four categories, each of which can be tightly upper-bounded (see Appendix C for derivation details).
(Case 1) For concave monomials and $S_{i j k l}^{(d)}>0$

$$
\begin{equation*}
\sum_{i j} \omega_{d}\left(\widetilde{X}_{i j}\right) \leq \sum_{i k} \frac{W_{i k} \partial_{d i k}}{2}\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{2}+\text { constant. } \tag{21}
\end{equation*}
$$

(Case 2) For concave monomials and $S_{i j k l}^{(d)}<0$,

$$
\begin{equation*}
\sum_{i j} \omega_{d}\left(\widetilde{X}_{i j}\right) \leq \lim _{\varepsilon \rightarrow 0^{+}} \sum_{i k} \frac{W_{i k} \partial_{d i k}}{\varepsilon}\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\varepsilon}+\text { constant } \tag{22}
\end{equation*}
$$

(Case 3) For convex monomials and $f_{d i j}>0$,

$$
\begin{equation*}
\sum_{i j} \omega_{d}\left(\widetilde{X}_{i j}\right) \leq \sum_{i k} \frac{W_{i k} \partial_{d i k}}{2 \tau_{d}}\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{2 \tau_{d}} \tag{23}
\end{equation*}
$$

(Case 4) For convex monomials and $f_{d i j}<0$

$$
\begin{equation*}
\sum_{i j} \omega_{d}\left(\widetilde{X}_{i j}\right) \leq \lim _{\varepsilon \rightarrow 0^{+}} \sum_{i k} \frac{W_{i k} \partial_{d i k}}{\varepsilon}\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\varepsilon}+\text { constant. } \tag{24}
\end{equation*}
$$

Particularly, when $S_{i j k l}^{(d)}+S_{j i l k}^{(d)}$ is negative semi-definite, i.e. $\sum_{i j k l}\left(S_{i j k l}^{(d)}+S_{j i l k}^{(d)}\right) U_{i k} U_{j l} \leq 0$ for any $\mathbf{U} \in \mathbb{R}^{n \times n}$, we have a tighter upper bound using the first-order Taylor expansion:
(Case 2a) For concave monomials and $S_{i j k l}^{(d)}+S_{j i l k}^{(d)}$ is negative semi-definite,

$$
\begin{equation*}
\sum_{i j} \omega_{d}\left(\widetilde{X}_{i j}\right) \leq \sum_{i k} \partial_{d i k} \widetilde{W}_{i k}+\text { constant } \tag{25}
\end{equation*}
$$

(Case 4a) For convex monomials and $S_{i j k l}^{(d)}+S_{j i l k}^{(d)}$ is negative semi-definite,

$$
\begin{equation*}
\sum_{i j} \omega_{d}\left(\widetilde{X}_{i j}\right) \leq \sum_{i k} \frac{W_{i k} \partial_{d i k}}{\tau_{d}}\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\tau_{d}}+\text { constant } \tag{26}
\end{equation*}
$$

The resulting individual upper bounds of all the above cases are in the form of Eq. (10). The derivation can therefore proceed to the combining step in Section III-A and onwards in the same way as for the linear factorization.

As examples, we present the multiplicative update rules for QNMF based on $\alpha$-divergence, $\beta$-divergence, $\gamma$-divergence and Rényi divergence. These families of divergences cover most commonly used dissimilarity measures, for example, the squared Euclidean distance ( $\beta=1$ ), Hellinger distance ( $\alpha=0.5$ ), $\chi^{2}$-divergence $(\alpha=2)$, I-divergence $(\alpha \rightarrow 1$ or $\beta \rightarrow 0$ ), dual I-divergence ( $\alpha \rightarrow 0$ ), Itakura-Saito divergence ( $\beta \rightarrow-1$ ) and Kullback-Leibler divergence $(\gamma \rightarrow 0$ or $\rho \rightarrow 1$ ).

In general, the multiplicative update rules take the following forms:

- for AQNMF

$$
\begin{equation*}
W_{i k}^{\mathrm{new}}=W_{i k}\left[\frac{\left(\mathbf{Q} \mathbf{Y}^{T} \mathbf{W}+\mathbf{Y} \mathbf{Q}^{T} \mathbf{W}\right)_{i k}}{\left(\mathbf{P} \mathbf{Y}^{T} \mathbf{W}+\mathbf{Y P}^{T} \mathbf{W}\right)_{i k}} \cdot \theta\right]^{\eta} \tag{27}
\end{equation*}
$$

TABLE I
Notations in the multiplicative update rules of QNMF based on $\alpha-, \beta-, \gamma-$, AND $\rho$ - (RÉNYI) DIVERGENCES, WHERE $\widehat{\mathbf{X}}=\mathbf{W} \mathbf{W}^{T} \mathbf{Y}$ FOR AQNMF AND $\widehat{\mathbf{X}}=\mathbf{W} \mathbf{Y} \mathbf{W}^{T}$ FOR SQNMF.

|  | $P_{i j}$ | $Q_{i j}$ | $\theta$ | $\eta$ |
| :---: | :---: | :---: | :---: | :---: |
| $\alpha$ | 1 | $\frac{X_{i j}^{\alpha}}{\widehat{X}_{i j}^{\alpha}}$ | 1 | $\begin{array}{ll} \frac{1}{2 \alpha} & \alpha \in(1,+\infty) \\ \frac{1}{2} & \alpha \in(0,1) \\ \frac{1}{2 \alpha-2} & \alpha \in(-\infty, 0) \end{array}$ |
| $\beta$ | $\widehat{X}_{i j}^{\beta}$ | $\frac{X_{i j}}{\widehat{X}_{i j}^{1-\beta}}$ | 1 | $\begin{array}{ll} \frac{1}{2+2 \beta} & \beta \in(0,+\infty) \\ \frac{1}{2-2 \beta} & \beta \in(-\infty, 0) \end{array}$ |
| $\gamma$ | $\widehat{X}_{i j}^{\gamma}$ | $\frac{X_{i j}}{\widehat{X}_{i j}^{1-\gamma}}$ | $\frac{\sum_{a b} \hat{X}_{a b}^{\gamma+1}}{\sum_{a b} X_{a b} \hat{X}_{a b}^{\gamma}}$ | $\begin{array}{ll} \frac{1}{2+2 \gamma} & \gamma \in(0,+\infty) \\ \frac{1}{2-2 \gamma} & \gamma \in(-\infty, 0) \end{array}$ |
| $\rho$ | 1 | $\frac{X_{i j}^{\rho}}{\widehat{X}_{i j}^{\rho}}$ | $\frac{\sum_{a b} \widehat{X}_{a b}}{\sum_{a b} X_{a b}^{\rho} \hat{X}_{a b}^{1-\rho}}$ | $\begin{array}{ll} \frac{1}{2 \rho} & \rho \in(1, \infty) \\ \frac{1}{2} & \rho \in(0,1) \end{array}$ |

- for SQNMF

$$
\begin{equation*}
W_{i k}^{\mathrm{new}}=W_{i k}\left[\frac{\left(\mathbf{Q W} \mathbf{Y}^{T}+\mathbf{Q}^{T} \mathbf{W} \mathbf{Y}\right)_{i k}}{\left(\mathbf{P} \mathbf{W} \mathbf{Y}^{T}+\mathbf{P}^{T} \mathbf{W} \mathbf{Y}\right)_{i k}} \cdot \theta\right]^{\eta} \tag{28}
\end{equation*}
$$

where $\mathbf{P}, \mathbf{Q}, \theta$, and $\eta$ are specified in Table I. For example, the rule for SQNMF based on the squared Euclidean distance ( $\beta \rightarrow 1$ ) reads

$$
\begin{equation*}
W_{i k}^{\mathrm{new}}=W_{i k}\left[\frac{\left(\mathbf{X} \mathbf{W} \mathbf{Y}^{T}+\mathbf{X}^{T} \mathbf{W} \mathbf{Y}\right)_{i k}}{\left(\mathbf{W} \mathbf{Y} \mathbf{W}^{T} \mathbf{W} \mathbf{Y}^{T}+\mathbf{W} \mathbf{Y}^{T} \mathbf{W}^{T} \mathbf{W} \mathbf{Y}\right)_{i k}}\right]^{1 / 4} \tag{29}
\end{equation*}
$$

As an exception, the update rules for the dual I-divergence take a different form

$$
\begin{align*}
W_{i k}^{\mathrm{new}} & =W_{i k} \exp \left[\frac{1}{2} \frac{\left(\mathbf{Q} \mathbf{Y}^{T} \mathbf{W}+\mathbf{Y} \mathbf{Q}^{T} \mathbf{W}\right)_{i k}}{\left(\mathbf{P} \mathbf{Y}^{T} \mathbf{W}+\mathbf{Y P}^{T} \mathbf{W}\right)_{i k}}\right]  \tag{30}\\
W_{i k}^{\mathrm{new}} & =W_{i k} \exp \left[\frac{1}{2} \frac{\left(\mathbf{Q} \mathbf{W} \mathbf{Y}^{T}+\mathbf{Q}^{T} \mathbf{W} \mathbf{Y}\right)_{i k}}{\left(\mathbf{P} \mathbf{W} \mathbf{Y}^{T}+\mathbf{P}^{T} \mathbf{W} \mathbf{Y}\right)_{i k}}\right] \tag{31}
\end{align*}
$$

for AQNMF and SQNMF respectively, with $P_{i j}=1$ and $Q_{i j}=\ln \left(X_{i j} / \widehat{X}_{i j}\right)$.

## VI. Experiments

## A. KKT optimality of the multiplicative algorithms

In the above we have rigorously proven that the objective is monotonically decreasing in NMF. Because the approximation error is lower-bounded by zero, the monotonicity directly implies that the objective evolution is convergent.

Another type of convergence, concerning the KKT optimality of the converged points, is of interest in the optimization field. Particularly, the KKT optimality in linear NMF refers to the satisfaction of the following conditions: for all $i, k$

1) (feasibility): $W_{i k} \geq 0$ and $H_{i k} \geq 0$,
2) (stationarity): $\nabla_{\mathbf{W}, i k} \geq 0$, and $\nabla_{\mathbf{H}, i k} \geq 0$
3) (complementary slackness) $W_{i k} \nabla_{\mathbf{W}, i k}=0$, and $H_{i k} \nabla_{\mathbf{H}, i k}=0$.

TABLE II
Violation extents of the slackness condition in linear NMF, (A) FOR $\mathbf{W}$ AND (B) FOR $\mathbf{H}$, AND IN PNMF (C).

|  | iris | ecoli5 | swimmer |
| :--- | :---: | :---: | :---: |
| Euclidean | $9 \mathrm{e}-11 \pm 1 \mathrm{e}-26$ | $2 \mathrm{e}-10 \pm 0$ | $6 \mathrm{e}-07 \pm 0$ |
| I | $2 \mathrm{e}-10 \pm 0$ | $9 \mathrm{e}-16 \pm 1 \mathrm{e}-31$ | $1 \mathrm{e}-11 \pm 0$ |
| dual-I | $1 \mathrm{e}+01 \pm 0$ | $3 \mathrm{e}+00 \pm 5 \mathrm{e}-16$ | $1 \mathrm{e}+02 \pm 0$ |
| Itakura-Saito | $7 \mathrm{e}-14 \pm 1 \mathrm{e}-29$ | $2 \mathrm{e}-15 \pm 0$ | $2 \mathrm{e}-09 \pm 5 \mathrm{e}-09$ |
| Log-Quad | $3 \mathrm{e}-07 \pm 6 \mathrm{e}-23$ | $8 \mathrm{e}-12 \pm 2 \mathrm{e}-27$ | $0 \pm 0$ |
| KL | $7 \mathrm{e}-15 \pm 8 \mathrm{e}-31$ | $2 \mathrm{e}-15 \pm 4 \mathrm{e}-31$ | $0 \pm 0$ |
| (B) |  |  |  |
| iris |  |  |  |
| Euclidean | $3 \mathrm{e}-09 \pm 0$ | $9 \mathrm{e}-09 \pm 2 \mathrm{e}-24$ | $4 \mathrm{e}-07 \pm 6 \mathrm{e}-23$ |
| I | $1 \mathrm{e}-09 \pm 0$ | $2 \mathrm{e}-14 \pm 3 \mathrm{e}-30$ | $1 \mathrm{e}-12 \pm 0$ |
| dual-I | $4 \mathrm{e}+02 \pm 6 \mathrm{e}-14$ | $1 \mathrm{e}+02 \pm 3 \mathrm{e}-14$ | $4 \mathrm{e}+01 \pm 7 \mathrm{e}-15$ |
| Itakura-Saito | $1 \mathrm{e}-12 \pm 2 \mathrm{e}-28$ | $4 \mathrm{e}-14 \pm 0$ | $9 \mathrm{e}-10 \pm 2 \mathrm{e}-09$ |
| Log-Quad | $5 \mathrm{e}-06 \pm 0$ | $3 \mathrm{e}-10 \pm 0$ | $0 \pm 0$ |
| KL | $0 \pm 0$ | $4 \mathrm{e}-13 \pm 5 \mathrm{e}-29$ | $0 \pm 0$ |
|  |  |  |  |
| (C) |  |  |  |
| Euclidean | $1 \mathrm{e}-03 \pm 0$ | $2 \mathrm{e}-06 \pm 0$ | $1 \mathrm{e}-13 \pm 1 \mathrm{e}-29$ |
| I | $2 \mathrm{e}-05 \pm 4 \mathrm{e}-21$ | $1 \mathrm{e}-06 \pm 0$ | $2 \mathrm{e}-13 \pm 0$ |
| dual-I | $4 \mathrm{e}+01 \pm 7 \mathrm{e}-15$ | $1 \mathrm{e}+01 \pm 2 \mathrm{e}-15$ | $9 \mathrm{e}+02 \pm 1 \mathrm{e}-13$ |
| Itakura-Saito | $3 \mathrm{e}-07 \pm 6 \mathrm{e}-23$ | $4 \mathrm{e}-04 \pm 6 \mathrm{e}-20$ | $0 \pm 0$ |
| Log-Quad | $3 \mathrm{e}-04 \pm 6 \mathrm{e}-20$ | $7 \mathrm{e}-06 \pm 2 \mathrm{e}-21$ | $0 \pm 0$ |
| KL | $2 \mathrm{e}-05 \pm 0$ | $1 \mathrm{e}-06 \pm 2 \mathrm{e}-22$ | $0 \pm 0$ |

Similar optimality conditions apply to the quadratic NMF, e.g. the matrix $\mathbf{W}$ and its associated gradient in PNMF.

The first condition obviously holds for multiplicative updates as long as the factorizing matrices are nonnegatively initialized. In our practice, the stationarity is easily checked and also valid for all multiplicative algorithms after sufficiently long runs. The major question that remains is the complementary slackness.

Usually multiplicative algorithms operate on positive factorizing matrices. In this setting, the complementary slackness can only hold in an asymptotic manner. The rigorous proof of such asymptotic convergence is difficult and only available for some particular divergences (see e.g. [35]).

In this section we provide the numerical results for checking the complementary slackness. The extent of violation of the condition is measured by $\sum_{i k}\left|W_{i k} \nabla_{\mathbf{W}, i k}\right|$ and $\sum_{i k}\left|H_{i k} \nabla_{\mathbf{H}, i k}\right|$ for $\mathbf{W}$ and $\mathbf{H}$, respectively.

We have used three publicly available datasets: two of them, iris and ecoli are collected from the UCI repository ${ }^{1}$, and the swimmer dataset [36] consists of 256 binary images depicting moving parts of swimmers. The dimensions of the datasets are $150 \times 4,327 \times 7$, and $1024 \times 256$, respectively. To avoid numerical errors, we add a small positive number (e.g. $10^{-16}$ ) to each denominator and to each logarithm in the update rules. Each multiplicative algorithm has been run at least $10^{6}$ iterations and repeated 100 times. The resulting means and standard deviations of the violation extent are shown in Table II (A)-(B). We also did the same experiments for PNMF and the results are shown in Table II (C).

From these results, we can see that most multiplicative algorithms achieve zero or nearly zero violation of complementary slackness, compared to the averages of non-zero
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Fig. 1. Objective evolutions of (left) NMF and (right) SNMF using multiplicative update rules by the old and new principles.
entries of the input matrix, which are $3.46,0.48$, and 0.06 , respectively. One exception is the dual-I divergence, where the converged points do not fulfill the complementary slackness condition for all datasets. The violation can be explained by the fixed-points of its multiplicative algorithm, which are given by $W_{i k} \exp \left(\frac{\nabla_{\mathbf{w}, i k}^{-}}{\nabla_{\mathbf{W}, i k}^{+}}\right)=W_{i k}$ for the matrix $\mathbf{W}$ in linear NMF, i.e. $W_{i k} \rightarrow 0$ or $\frac{\nabla_{\mathbf{W}, i k}^{-}}{\nabla_{\mathbf{W}, i k}^{+}}=0$ with positive initialization. The latter condition has no connection to the complementary slackness. By contrast, other multiplicative algorithms using Eq. (14), have fixed-points $W_{i k} \rightarrow 0$ or $\frac{\nabla_{\mathbf{w}, i k}^{-}}{\nabla_{\mathbf{W}, i k}^{+}}=1$, which is consistent to the complementary slackness if $\nabla_{\mathbf{W}, i k}^{+}>0$.

## B. Comparison to the conventional principle

Conventionally, multiplying factors in the multiplicative update rules are formed by putting the positive part of the gradient to the denominator and the unsigned negative part to the numerator. However, such multiplicative updates cannot guarantee monotonic decrease of the approximation error after each iteration. In this section we show descent violation examples for both linear and quadratic NMF problems, whereas the multiplicative algorithms obtained by our new principle can completely avoid such violations.

We perform the comparison on NMF based on $\alpha \beta$-Bregman divergence ( $\alpha=10$ and $\beta=0.5$ ) and Symmetric NMF (SNMF) based on Rényi divergence $(\rho=2)$. We selected these two problems because they cover both linear and quadratic factorization cases. In addition, these problems have not been solved by any previously existing methods, which demon-

TABLE III
Percentage of descent violation in (A) NMF and (B) SNMF.

| $(\mathrm{A})$ |  |  |  |
| :--- | :---: | :---: | :---: |
| method | synthetic | iris | faces |
| old | $49.98 \pm 0.12$ | $1.75 \pm 8.68$ | $50.00 \pm 0.02$ |
| old (alternation) | $0.70 \pm 4.72$ | $0.06 \pm 0.05$ | $0.13 \pm 0.08$ |
| new | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ |
| (B) |  |  |  |
|  |  |  |  |
| method | synthetic | strike | football |
| old | $68.14 \pm 6.70$ | $10.70 \pm 1.27$ | $20.64 \pm 4.97$ |
| new | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ |

strates that our principle can easily be extended to new NMF problems.

For each of the above problems, we have tested the compared multiplicative algorithms on three datasets. For linear NMF, we have used (syn) a synthetic nonnegative matrix generated by the Matlab command $\operatorname{rand}(50,30)$, (iris) a dataset containing 4 nonnegative measurements of 150 iris plants, and (faces) the inner part of the ORL facial images [37] $(400 \times 644)$. For SNMF, we have used (syn) a synthetic nonnegative matrix generated by symmetrizing rand( 50,50 ), (strike) and (football) ${ }^{2}$, two real-world undirected graph adjacency matrices of sizes 24 and 115.

The objective function evolutions are shown in Figure 1. In order to illustrate the descent violation more clearly, we only present the curves for linear NMF iterations on W with fixed H. It can be seen that for both NMF problems, the multiplicative algorithms by the conventional principle may cause undesired ascent after each update. The resulting objectives are far away from the local minimum in four out of six selected datasets. In contrast, the multiplicative update rules obtained by our new principle produce decreasing curves in all demonstrated experiments.

We ran each experiment 100 times with different starting points and recorded the numbers of objective increase. We then obtained a violation percentage by dividing the numbers with the length of the run. The resulting means and standard deviations across 100 runs are shown in Table III, from which we can see that it is quite common for the conventional method to yield a violation. Alternating the updates for $\mathbf{W}$ and $\mathbf{H}$ can reduce the violation times, though objective increasing still happens for the multiplicative algorithms obtained by the conventional principle. One may even alternate among updates of individual entries of $\mathbf{W}$ or $\mathbf{H}$ to achieve descent in practice, though it is slow and still lacks theoretical guarantee. By contrast, the multiplicative algorithms by our new principle, as expected, produce zero violation in all experiments.

## VII. Discussion

We have presented a generic principle for deriving multiplicative update rules, as well a proof of the convergence of their objective function, that applies for a large variety of linear and quadratic nonnegative matrix factorization problems. The proposed principle only requires that the NMF approximation objective function can be written as a sum of a finite number of

[^2]monomials, a mild assumption that holds for many commonly used approximation error measures, as shown by the many examples given here. As a result, our method turns the derivation that seemingly requires intense mathematical work into a routine exercise that could be even readily automated using symbolic mathematics software.

There exist divergences that are not covered by our method. Some approximation objectives cannot be expressed as a sum of a finite number of monomials, for example the Relative Jensen-Shannon divergence and the Arimoto distance (see e.g. Chapter 2 of [14]). For such objectives, the resulting exponent of the multiplying factor will become infinitesimal when applying the proposed procedure. This problem is however much alleviated in practice by using approximations with finite expansions. Usually the resulting multiplicative updates can still effectively decrease the original objective. Another type of excluded divergences are some constrained ones such as the Bit entropic loss [14, page 99]. The fixed-point optimization of such comprehensive objectives is still an open problem.

We have presented a unified principle with mild generic assumptions. In practice, in any specific case, the update rules can be further improved by ad hoc methods with more properties of the specific NMF objective considered. For example, when finding individual upper-bounds for the PNMF based on the squared Euclidean distance, one can make use of the positive semi-definiteness of $\mathbf{X X}{ }^{T}$ and thus apply Case 2a instead of Case 2 in Step 2 (see Appendix D-D). This consequently leads to a multiplicative update rule with exponent $1 / 3$ instead of $1 / 4$. Another speedup example for NMF based on the squared Euclidean distance can be found in [38].

Here we mainly focus on the convergence or monotonic decrease of the objective function. Rigorous proof on convergence to stationary points has recently been investigated by other researchers. Lin presented a proof that a slightly modified multiplicative algorithm for NMF based on the squared Euclidean distance can achieve KKT optimality conditions [35]. More recently, Badeau et al. proposed to examine the asymptotic convergence behavior of multiplicative updates by using the Lyapunov stability theory [39]. Their result shows that if $\eta$ in our generic algorithm is small enough, multiplicative updates are asymptotically stable, namely, can arrive at a local minimum after sufficiently many iterations. However, the upper-bound of $\eta$ with such stability is difficult to compute in general. Furthermore, little is known about the stability when alternation among factorizing matrices is applied.

NMF optimization problems are usually non-convex. Global optimum is not guaranteed unless extra constraints are imposed. Considerable initialization or pre-training can effectively avoid poor local minima. Typical initialization methods include PCA/SVD, clustering, and Gabor wavelets (see e.g. [40], [41], [42, Section 9.2.1]).

Another important and still open problem is how to select among various divergences. This strongly depends on the nature of the data to be analyzed, for instance, noise, outliers, and data types. For particular parameterized families of divergence, usually there is some trade-off when adjusting the divergence
parameter. For example, a large $\beta$ or $\gamma$ leads to more robust but less efficient estimation. More details on these trade-offs can be found in [43], [44] and references therein. Automatic selection of the divergence parameters generally requires extra information or criterion, for example, ground truth data [45] or cross-validations with a fixed reference parameter [46].
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## Appendix A

UPPER-BOUNDS USED IN THE DERIVATIONS

1) For a real convex function $f$ and positive constants $a_{1}, a_{2}, \ldots, a_{m}$,

$$
f\left(\mathbf{a}^{T} \mathbf{x}\right) \leq \sum_{i} \frac{a_{i} y_{i}}{\mathbf{a}^{T} \mathbf{y}} f\left(\frac{x_{i}}{y_{i}} \mathbf{a}^{T} \mathbf{y}\right)
$$

This upper-bound is due to the Jensen's inequality.
2) A real concave function $f$ is upper-bounded by its linear or first-order Taylor expansion:

$$
f(\mathbf{x}) \leq f(\mathbf{y})+(\mathbf{x}-\mathbf{y})^{T} \nabla=\mathbf{x}^{T} \nabla+\text { constant }
$$

where $\nabla=\left.\frac{\partial f(\mathbf{x})}{\partial \mathbf{x}}\right|_{\mathbf{x}=\mathbf{y}}$.
3) For $x>0, y>0, a<b, z=x / y$, we have $\frac{z^{a}-1}{a} \leq \frac{z^{b}-1}{b}$, because $h(t)=\frac{z^{t}-1}{t}$ is monotonically increasing for $z>0$.
4) For $\mathbf{A} \in \mathbb{R}_{+}^{m \times m}, \mathbf{x} \in \mathbb{R}_{+}^{m}, \mathbf{y} \in \mathbb{R}_{+}^{m}$

$$
\mathbf{x}^{T} \mathbf{A} \mathbf{x} \leq \sum_{i} \frac{x_{i}^{2}}{2 y_{i}}\left(\mathbf{A y}+\mathbf{A}^{T} \mathbf{y}\right)_{i}
$$

This upper-bound has been proven in [2], [10] by writing $x_{i}=y_{i} u_{i}$.
5) For $\mathbf{A} \in \mathbb{R}_{+}^{m \times m}, \mathbf{x} \in \mathbb{R}_{+}^{m}, \mathbf{y} \in \mathbb{R}_{+}^{m}$

$$
-\mathbf{x}^{T} \mathbf{A} \mathbf{x} \leq-\frac{1}{2} \sum_{i j}\left(A_{i j}+A_{j i}\right) y_{i} y_{j}\left(1+\log \frac{x_{i} x_{j}}{y_{i} y_{j}}\right)
$$

This upper-bound is due to the inequality $1+\log z \leq z$ for $z>0$ and was first used in [47].

## Remarks:

- For notational brevity we only write the upper-bounds in the vectorial form. The same bounds also hold for the matrix case.
- All the above upper-bounds are tight where $x=y$ or $\mathrm{x}=\mathrm{y}$.
- The third upper-bound is new and unseen in the previous literature for NMF proofs. Notice that it includes the inequality $1+\log z<z$ for $z>0$ as its a special case by writing the logarithm into the limit form Eq. (4).


## Appendix B

## Proof of Lemma 2

Proof: The inequality obviously holds when $a=0$ or $c=0$. Otherwise, by $\frac{x^{a}-1}{a} \leq \frac{x^{b}-1}{b}$ we have the following
results: 1) When $a>1$, we have $c>0$ because $c x^{a}$ is convex. results: 1) When $a>1$, we have $c \geq 0$ because $c x^{a}$ is convex. With $a<b, x^{a} \leq a \frac{x^{b}}{b}+1-\frac{a}{b} \Rightarrow c x^{a} \leq a c \frac{x^{b}}{b}+c\left(1-\frac{a}{b}\right)$. 2) When $0<a<1$, we have $c \leq 0$ because $c x^{a}$ is convex. With $a>b, x^{a} \geq a \frac{x^{b}}{b}+1-\frac{a}{b} \Rightarrow c x^{a} \leq a c \frac{x^{b}}{b}+c\left(1-\frac{a}{b}\right)$. When $a<0$, we have $c \geq 0$ because $c x^{a}$ is convex. Then with $a>b, x^{a} \leq a \frac{x^{b}}{b}+1-\frac{a}{b} \Rightarrow c x^{a} \leq a c \frac{x^{b}}{b}+c\left(1-\frac{a}{b}\right)$. 3) and 4) are complementary cases for linear monomials which are similarly proven according to the sign of $c$.

## Appendix C

## UPPER BOUNDING QUADRATIC MONOMIALS

For concave monomials,

$$
\begin{aligned}
\sum_{i j} \omega_{d}\left(\widetilde{X}_{i j}\right) & \leq\left.\sum_{i j} \widetilde{X}_{i j} \frac{\partial \sum_{a b} f_{d a b} \widetilde{X}_{a b}^{\tau_{d}}}{\partial \widetilde{X}_{i j}}\right|_{\widetilde{\mathbf{x}}=\widehat{\mathbf{x}}}+\text { constant } \\
& =\sum_{i j k l} \widetilde{W}_{i k} \widetilde{W}_{j l} S_{i j k l}^{(d)}+\text { constant } \\
& =\frac{1}{2} \sum_{i j k l} \widetilde{W}_{i k} \widetilde{W}_{j l}\left(S_{i j k l}^{(d)}+S_{j i l k}^{(d)}\right)+\text { constant. }
\end{aligned}
$$

The last step is due to the exchanges of summation indices: $i \leftrightarrow j$ and $k \leftrightarrow l$. We do not assume symmetry on $\mathbf{S}^{(d)}$.
(Case 1) up to some additive constant

$$
\sum_{i j} \omega_{d}\left(\widetilde{X}_{i j}\right) \leq \sum_{i k} \frac{\widetilde{W}_{i k}^{2}}{2 W_{i k}} \sum_{j l}\left(S_{i j k l}^{(d)}+S_{j i l k}^{(d)}\right) W_{j l}
$$

(Case 2) up to some additive constant

$$
\sum_{i j} \omega_{d}\left(\widetilde{X}_{i j}\right) \leq \frac{1}{2} \sum_{i j k l}\left(S_{i j k l}^{(d)}+S_{j i l k}^{(d)}\right) W_{i k} W_{j l} \ln \frac{\widetilde{W}_{i k} \widetilde{W}_{j l}}{W_{i k} W_{j l}} .
$$

(Case 2a)
$\sum_{i j} \omega_{d}\left(\widetilde{X}_{i j}\right) \leq \sum_{i k} \widetilde{W}_{i k} \sum_{j l}\left(S_{i j k l}^{(d)}+S_{j i l k}^{(d)}\right) W_{j l}+$ constant.
For convex monomials, with $\zeta_{i j k l}=\frac{W_{i k} W_{j l} Y_{k l}}{\left(\mathbf{W Y} \mathbf{W}^{T}\right)_{i j}}$

$$
\begin{aligned}
\sum_{i j} \omega_{d}\left(\widetilde{X}_{i j}\right) & \leq \sum_{i j k l} \zeta_{i j k l} \cdot \omega_{d}\left(\frac{\widetilde{W}_{i k} \widetilde{W}_{j l} Y_{k l}}{\zeta_{i j k l}}\right) \\
& =\frac{1}{2 \tau_{d}} \sum_{i j k l} \widetilde{V}_{d i k} \widetilde{V}_{d j l}\left(S_{i j k l}^{(d)}+S_{j i l k}^{(d)}\right)
\end{aligned}
$$

where $\widetilde{V}_{d i k}=\widetilde{W}_{i k}^{\tau_{d}} W_{i k}^{1-\tau_{d}}$ and $V_{d i k}=W_{i k}$.
(Case 3)

$$
\sum_{i j} \omega_{d}\left(\widetilde{X}_{i j}\right) \leq \sum_{i k} \frac{\widetilde{V}_{d i k}^{2}}{2 \tau_{d} V_{d i k}} \sum_{j l}\left(S_{i j k l}^{(d)}+S_{j i l k}^{(d)}\right) V_{d j l}
$$

(Case 4) Up to some additive constant,
$\sum_{i j} \omega_{d}\left(\widetilde{X}_{i j}\right) \leq \frac{1}{2 \tau_{d}} \sum_{i j k l}\left(S_{i j k l}^{(d)}+S_{j i l k}^{(d)}\right) V_{d i k} V_{d j l} \ln \frac{\widetilde{V}_{d i k} \widetilde{V}_{d j l}}{V_{d i k} V_{d j l}}$.
(Case 4a) Up to some additive constant,

$$
\sum_{i j} \omega_{d}\left(\widetilde{X}_{i j}\right) \leq \sum_{i k} \widetilde{V}_{d i k} \tau_{d}^{-1} \sum_{j l}\left(S_{i j k l}^{(d)}+S_{j i l k}^{(d)}\right) V_{d j l}
$$

## Appendix D

EXAMPLE DERIVATIONS OF MULTIPLICATIVE ALGORITHMS
Here we present the concrete derivations of the rules and auxiliary functions for five selected approximation objectives, three for NMF and two for PNMF. Note that the main purpose of the derivations here is not to generate new algorithms. Instead, they respectively demonstrate the following aspects of the principle proposed in Sections III-V: (1) the use of concavity or convexity of individual monomials, (2) how to handle objectives that comprise logarithm, (3) merging individual upper-bounds, (4) quadratic factorization, and (5) non-separable objectives.

## A. NMF based on $\beta$-divergence

A similar procedure can be found in [26], [20]. Denote $D_{i j}^{(1)}=\frac{1}{1+\beta} \widehat{X}_{i j}^{\beta+1}$ and $D_{i j}^{(2)}=-\frac{1}{\beta} X_{i j} \widehat{X}_{i j}^{\beta}$. There are three cases: (1) When $\beta>1, D_{i j}^{(1)}$ is convex with respect to $\widehat{X}_{i j}$ while $D_{i j}^{(2)}$ is concave. Therefore the auxiliary function is

$$
\begin{aligned}
& \sum_{i k}\left[\frac{\widetilde{W}_{i k}^{\beta+1}}{W_{i k}^{\beta}} \frac{1}{1+\beta} \sum_{j}(\mathbf{W H})_{i j}^{\beta} H_{k j}\right. \\
& \left.-\widetilde{W}_{i k} \sum_{j} X_{i j}(\mathbf{W H})_{i j}^{\beta-1} H_{k j}\right]+ \text { constant }
\end{aligned}
$$

whose derivative with respect to $\widetilde{W}_{i k}$ is

$$
\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\beta} \sum_{j}(\mathbf{W H})_{i j}^{\beta} H_{k j}-\sum_{j} X_{i j}(\mathbf{W H})_{i j}^{\beta-1} H_{k j} .
$$

Setting the above derivative to zero leads to

$$
W_{i k}^{\mathrm{new}}=W_{i k}\left(\frac{\sum_{j} X_{i j}(\mathbf{W H})_{i j}^{\beta-1} H_{k j}}{\sum_{j}(\mathbf{W H})_{i j}^{\beta} H_{k j}}\right)^{\frac{1}{\beta}}
$$

(2) When $0 \leq \beta \leq 1$, both $D_{i j}^{(1)}$ and $D_{i j}^{(2)}$ are convex with respect to $\widehat{X}_{i j}$. Therefore the auxiliary function is

$$
\begin{aligned}
& \sum_{i k}\left[\frac{\widetilde{W}_{i k}^{\beta+1}}{W_{i k}^{\beta}} \frac{1}{1+\beta} \sum_{j}(\mathbf{W H})_{i j}^{\beta} H_{k j}\right. \\
& \left.-\frac{\widetilde{W}_{i k}^{\beta}}{W_{i k}^{\beta-1}} \frac{1}{\beta} \sum_{j} X_{i j}(\mathbf{W H})_{i j}^{\beta-1} H_{k j}\right]+ \text { constant },
\end{aligned}
$$

whose derivative with respect to $\widetilde{W}_{i k}$ is

$$
\begin{aligned}
& \left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\beta} \sum_{j}(\mathbf{W H})_{i j}^{\beta} H_{k j} \\
& -\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\beta-1} \sum_{j} X_{i j}(\mathbf{W H})_{i j}^{\beta-1} H_{k j} .
\end{aligned}
$$

Setting the above derivative to zero leads to

$$
W_{i k}^{\mathrm{new}}=W_{i k} \frac{\sum_{j} X_{i j}(\mathbf{W H})_{i j}^{\beta-1} H_{k j}}{\sum_{j}(\mathbf{W H})_{i j}^{\beta} H_{k j}}
$$

which is identical to the update rule derived in [4].
(3) When $\beta<0, \beta \neq-1, D_{i j}^{(1)}$ is concave with respect to $\widehat{X}_{i j}$ while $D_{i j}^{(2)}$ is convex. Therefore the auxiliary function is
$\sum_{i k}\left[\widetilde{W}_{i k} \sum_{j}(\mathbf{W H})_{i j}^{\beta} H_{k j}-\frac{\widetilde{W}_{i k}^{\beta}}{W_{i k}^{\beta-1}} \frac{1}{\beta} \sum_{j} X_{i j}(\mathbf{W H})_{i j}^{\beta-1} H_{k j}\right]$,
whose derivative with respect to $\widetilde{W}_{i k}$ is

$$
\sum_{j}(\mathbf{W H})_{i j}^{\beta} H_{k j}-\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\beta-1} \sum_{j} X_{i j}(\mathbf{W H})_{i j}^{\beta-1} H_{k j} .
$$

Setting the above derivative to zero leads to

$$
W_{i k}^{\mathrm{new}}=W_{i k}\left(\frac{\sum_{j} X_{i j}(\mathbf{W H})_{i j}^{\beta-1} H_{k j}}{\sum_{j}(\mathbf{W H})_{i j}^{\beta} H_{k j}}\right)^{\frac{1}{1-\beta}} .
$$

## B. NMF based on dual I-divergence

The monomials are convex and linear respectively. Therefore the auxiliary function according to Eqs. (7) and (9) is

$$
\begin{aligned}
& \lim _{\epsilon \rightarrow 0^{+}} \frac{1}{\epsilon} \sum_{i k}\left[\widetilde{W}_{i k}^{1+\epsilon} W_{i k}^{-\epsilon} \sum_{j} X_{i j}^{-\epsilon}(\mathbf{W H})_{i j}^{\epsilon} H_{k j}\right. \\
& \left.-(1+\epsilon) \widetilde{W}_{i k} \sum_{j} H_{k j}\right]+ \text { constant },
\end{aligned}
$$

whose derivative with respect to $\widetilde{W}_{i k}$
$\lim _{\epsilon \rightarrow 0^{+}} \frac{1}{\epsilon}\left[(1+\epsilon)\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\epsilon} \sum_{j} Z_{i j}^{-\epsilon} H_{k j}-(1+\epsilon) \sum_{j} H_{k j}\right]$.
with $Z_{i j}=X_{i j} /(\mathbf{W H})_{i j}$. Because the derivative has the form $\frac{0}{0}$, we apply L'Hôpital's rule to obtain the limit (calculate derivatives of both numerator and denominator w.r.t $\epsilon$ ):

$$
\begin{aligned}
& \lim _{\epsilon \rightarrow 0^{+}}\left[\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\epsilon} \sum_{j} Z_{i j}^{-\epsilon} H_{k j}\right. \\
& +(1+\epsilon)\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\epsilon} \ln \left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right) \sum_{j} Z_{i j}^{-\epsilon} H_{k j} \\
& \left.-(1+\epsilon)\left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right)^{\epsilon} \sum_{j} Z_{i j}^{-\epsilon} \ln Z_{i j} H_{k j}-\sum_{j} H_{k j}\right] \\
= & \ln \left(\frac{\widetilde{W}_{i k}}{W_{i k}}\right) \sum_{j} H_{k j}-\sum_{j} \ln Z_{i j} H_{k j} .
\end{aligned}
$$

Setting the above derivative to zero, we obtain the update rule:

$$
W_{i k}^{\mathrm{new}}=W_{i k} \exp \left(\frac{\sum_{j} \ln Z_{i j} H_{k j}}{\sum_{j} H_{k j}}\right)
$$

which is identical to the one proven in [5].

## C. NMF based on Log-Quad cost

The monomials are convex, linear, linear, and convex, respectively. Therefore the auxiliary function before merging terms is

$$
\begin{aligned}
& \lim _{\epsilon \rightarrow 0^{+}} \frac{1}{\epsilon} \sum_{i k}\left[-W_{i k}^{1-\epsilon} \widetilde{W}_{i k}^{\epsilon} \sum_{j} Z_{i j}(\mathbf{W H})_{i j}^{\epsilon} H_{k j}\right] \\
& +\sum_{i k} \widetilde{W}_{i k} \sum_{j} H_{k j} \\
& -2 \sum_{i k} \widetilde{W}_{i k}\left(\mathbf{X H}^{T}\right)_{i k}+\sum_{i k} \frac{\widetilde{W}_{i k}^{2}}{W_{i k}}\left(\mathbf{W H} \mathbf{H}^{T}\right)_{i k}+\text { constant. }
\end{aligned}
$$

and after merging it becomes

$$
\begin{aligned}
& \sum_{i k} \frac{\widetilde{W}_{i k}^{2}}{2 W_{i k}}\left[\sum_{j} H_{k j}+2\left(\mathbf{W H H}^{T}\right)_{i k}\right] \\
& -\lim _{\epsilon \rightarrow 0^{+}} \frac{1}{\epsilon} \sum_{i k} \frac{\widetilde{W}_{i k}^{\epsilon}}{W_{i k}^{\epsilon-1}}\left[\sum_{j} Z_{i j}(\mathbf{W H})_{i j}^{\epsilon} H_{k j}+2 \epsilon\left(\mathbf{X H}^{T}\right)_{i k}\right]
\end{aligned}
$$

up to some additive constant. The derivative of the above auxiliary function with respect to $\widetilde{W}_{i k}$ is

$$
\begin{aligned}
& \frac{\widetilde{W}_{i k}}{W_{i k}}\left[\sum_{j} H_{k j}+2\left(\mathbf{W H H}^{T}\right)_{i k}\right] \\
& -\frac{W_{i k}}{\widetilde{W}_{i k}}\left[\sum_{j} Z_{i j} H_{k j}+2\left(\mathbf{X H}^{T}\right)_{i k}\right] .
\end{aligned}
$$

Setting the above derivative to zero leads to the multiplicative update rule

$$
W_{i k}^{\mathrm{new}}=W_{i k} \sqrt{\left.\frac{\left(\mathbf{Z H}^{T}+2 \mathbf{X H}^{T}\right)_{i k}}{\sum_{j} H_{k j}+2(\mathbf{W H H}}{ }^{T}\right)_{i k}} .
$$

## D. PNMF based on Euclidean distance

The first monomial belongs to Case 2 a and the second to Case 3. Therefore the auxiliary function is

$$
\begin{aligned}
& -\sum_{i k} \widetilde{W}_{i k}\left(2 \mathbf{X} \mathbf{X}^{T} \mathbf{W}\right)_{i k} \\
& +\sum_{i k} \frac{\widetilde{W}_{i k}^{4}}{4 W_{i k}^{3}}\left(\mathbf{W} \mathbf{W}^{T} \mathbf{X} \mathbf{X}^{T} \mathbf{W}+\mathbf{X} \mathbf{X}^{T} \mathbf{W} \mathbf{W}^{T} \mathbf{W}\right)_{i k}
\end{aligned}
$$

up to some additive constant. Setting its derivative to zero leads to the multiplicative update rule

$$
W_{i k}^{\mathrm{new}}=W_{i k}\left[\frac{2\left(\mathbf{X X}^{T} \mathbf{W}\right)_{i k}}{\left(\mathbf{W} \mathbf{W}^{T} \mathbf{X} \mathbf{X}^{T} \mathbf{W}+\mathbf{X} \mathbf{X}^{T} \mathbf{W} \mathbf{W}^{T} \mathbf{W}\right)_{i k}}\right]^{1 / 3}
$$

which resembles the one given in [30], [32] except the cubic root. Notice that the old rule itself does not necessarily minimize the objective and must be accompanied with an extra normalization [30] or stabilization step [32] while the new update rule can guarantee monotonic decrease.

## E. PNMF based on Kullback-Leibler divergence

The first term is separable, while the second term is nonseparable and concave with respect to $\sum_{i j} \widetilde{X}_{i j}$. Therefore the upper-bounding separable function is
$\lim _{\epsilon \rightarrow 0^{+}} \frac{1}{\epsilon} \sum_{i j}\left[-X_{i j} \widehat{X}_{i j}^{\epsilon}+\epsilon\left(\sum_{a b} \widehat{X}_{a b}\right)^{\epsilon-1} \widehat{X}_{i j}\right]+$ constant.
Regardless the constant, the two term of the separable upper-bounding function belong to Cases 4 and 1. Therefore the auxiliary function is
$-\frac{1}{2} \sum_{a i k} B_{a i} W_{a k} W_{i k} \ln \widetilde{W}_{a k} \widetilde{W}_{i k}$
$+\left(\sum_{a b}\left(\mathbf{W} \mathbf{W}^{T} \mathbf{X}\right)_{a b}\right)^{-1} \sum_{i k} \frac{\widetilde{W}_{i k}^{2}}{2 W_{i k}} \sum_{a} C_{i a} W_{a k}+$ constant,
where $\mathbf{B}=\mathbf{X X}^{T}$ and $\mathbf{C}=\mathbf{B W} \mathbf{W}^{T}+\mathbf{W} \mathbf{W}^{T} \mathbf{B}$. Setting its derivative to zero leads to the update rule

$$
W_{i k}^{\mathrm{new}}=W_{i k} \sqrt{\frac{(\mathbf{B W})_{i k}}{(\mathbf{C W})_{i k}} \sum_{a b}(\mathbf{W H})_{a b}} .
$$
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EXAMPLE APPROXIMATION OBJECTIVES AND THEIR GENERALIZED POLYNOMIAL FORM

| name | definition | generalized polynomial form (+constant) |
| :---: | :---: | :---: |
| Euclidean distance | $D_{\mathrm{EU}}(\mathbf{X} \\| \widehat{\mathbf{X}})=\sum_{i j}\left(X_{i j}-\widehat{X}_{i j}\right)^{2}$ | $\sum_{i j}\left(-2 X_{i j} \widehat{X}_{i j}+\widehat{X}_{i j}^{2}\right)$ |
| I-divergence | $D_{\mathrm{I}}(\mathbf{X} \\| \widehat{\mathbf{X}})=\sum_{i j}\left(X_{i j} \ln \frac{X_{i j}}{\widehat{X}_{i j}}-X_{i j}+\widehat{X}_{i j}\right)$ | $\lim _{\epsilon \rightarrow 0^{+}} \frac{1}{\epsilon} \sum_{i j}\left(-X_{i j} \widehat{X}_{i j}^{\epsilon}+\epsilon \widehat{X}_{i j}\right)$ |
| Dual <br> I-divergence | $D_{\mathbf{I}}(\widehat{\mathbf{X}} \\| \mathbf{X})=\sum_{i j}\left(\widehat{X}_{i j} \ln \frac{\widehat{X}_{i j}}{X_{i j}}-\widehat{X}_{i j}+X_{i j}\right)$ | $\lim _{\epsilon \rightarrow 0^{+}} \frac{1}{\epsilon} \sum_{i j}\left(X_{i j}^{-\epsilon} \widehat{X}_{i j}^{1+\epsilon}-(1+\epsilon) \widehat{X}_{i j}\right)$ |
| Itakura-Saito divergence | $D_{\mathrm{IS}}(\mathbf{X} \\| \widehat{\mathbf{X}})=\sum_{i j}\left(-\ln \left(\frac{X_{i j}}{\widehat{X}_{i j}}\right)+\frac{X_{i j}}{\widehat{X}_{i j}}-1\right)$ | $\lim _{\epsilon \rightarrow 0^{+}} \frac{1}{\epsilon} \sum_{i j}\left(-X_{i j}^{\epsilon} \widehat{X}_{i j}^{-\epsilon}+\epsilon X_{i j} \widehat{X}_{i j}^{-1}\right)$ |
| $\alpha$-divergence | $D_{\alpha}(\mathbf{X} \\| \widehat{\mathbf{X}})=\frac{1}{\alpha(1-\alpha)} \sum_{i j}\left(\alpha X_{i j}+(1-\alpha) \widehat{X}_{i j}-X_{i j}^{\alpha} \hat{X}_{i j}^{1-\alpha}\right)$ | $\sum_{i j}\left(-\frac{1}{\alpha(1-\alpha)} X_{i j}^{\alpha} \hat{X}_{i j}^{1-\alpha}+\frac{1}{\alpha} \widehat{X}_{i j}\right)$ |
| $\beta$-divergence | $D_{\beta}(\mathbf{X} \\| \widehat{\mathbf{X}})=\sum_{i j}\left(X_{i j} \frac{X_{i j}^{\beta}-\widehat{X}_{i j}^{\beta}}{\beta}-\frac{X_{i j}^{\beta+1}-\widehat{X}_{i j}^{\beta+1}}{\beta+1}\right)$ | $\sum_{i j}\left(\frac{1}{1+\beta} \widehat{X}_{i j}^{\beta+1}-\frac{1}{\beta} X_{i j} \widehat{X}_{i j}^{\beta}\right)$ |
| Log-Quad cost | $D_{\mathrm{LQ}}(\mathbf{X} \\| \widehat{\mathbf{X}})=D_{\mathrm{EU}}(\mathbf{X} \\| \widehat{\mathbf{X}})+D_{\mathrm{I}}(\mathbf{X} \\| \widehat{\mathbf{X}})$ | $\lim _{\epsilon \rightarrow 0^{+}} \frac{1}{\epsilon} \sum_{i j}\left(-X_{i j} \widehat{X}_{i j}^{\epsilon}+\epsilon \widehat{X}_{i j}-2 \epsilon X_{i j} \widehat{X}_{i j}+\epsilon \widehat{X}_{i j}^{2}\right)$ |
| $\alpha \beta$-Bregman divergence | $\begin{aligned} & D_{\phi \alpha \beta}(\mathbf{X} \\| \widehat{\mathbf{X}})=\sum_{i j} \phi\left(X_{i j}\right)-\phi\left(\widehat{X}_{i j}\right)-\phi^{\prime}\left(\widehat{X}_{i j}\right)\left(X_{i j}-\widehat{X}_{i j}\right), \\ & \text { where } \phi(z)=z^{\alpha}-z^{\beta}, \alpha \geq 1 \text {, and } 0<\beta<1 \end{aligned}$ | $\begin{aligned} \sum_{i j} & {\left[(\alpha-1) \widehat{X}_{i j}^{\alpha}-(\beta-1) \widehat{X}_{i j}^{\beta}\right.} \\ & \left.-\alpha X_{i j} \widehat{X}_{i j}^{\alpha-1}+\beta X_{i j} \widehat{X}_{i j}^{\beta-1}\right] \end{aligned}$ |
| Kullback-Leibler divergence | $D_{\mathrm{KL}}(\mathbf{X} \\| \widehat{\mathbf{X}})=\sum_{i j} X_{i j} \ln \frac{X_{i j}}{\widehat{X}_{i j} / \sum_{a b} \widehat{X}_{a b}}$, where $\sum_{i j} X_{i j}=1$ | $\lim _{\epsilon \rightarrow 0^{+}} \frac{1}{\epsilon}\left[-\sum_{i j} X_{i j} \widehat{X}_{i j}^{\epsilon}+\left(\sum_{i j} \widehat{X}_{i j}\right)^{\epsilon}\right]$ |
| $\gamma$-divergence | $\begin{aligned} D_{\gamma}(\mathbf{X} \\| \widehat{\mathbf{X}})= & \frac{1}{\gamma(1+\gamma)}\left[\ln \left(\sum_{i j} X_{i j}^{1+\gamma}\right)+\gamma \ln \left(\sum_{i j} \widehat{X}_{i j}^{1+\gamma}\right)\right. \\ & \left.-(1+\gamma) \ln \left(\sum_{i j} X_{i j} \widehat{X}_{i j}^{\gamma}\right)\right] \end{aligned}$ | $\lim _{\epsilon \rightarrow 0^{+}} \frac{1}{\epsilon}\left[\frac{\left(\sum_{i j} \widehat{X}_{i j}^{1+\gamma}\right)^{\epsilon}}{1+\gamma}-\frac{\left(\sum_{i j} X_{i j} \widehat{X}_{i j}^{\gamma}\right)^{\epsilon}}{\gamma}\right]$ |
| Rényi divergence | $\begin{aligned} & D_{\rho}(\mathbf{X} \\| \widehat{\mathbf{X}})=\frac{1}{\rho-1} \ln \left[\sum_{i j}\left(\frac{X_{i j}}{\sum_{a b} X_{a b}}\right)^{\rho}\left(\frac{\widehat{X}_{i j}}{\sum_{a b} \widehat{X}_{a b}}\right)^{1-\rho}\right], \\ & \text { where } \rho>0 \end{aligned}$ | $\lim _{\epsilon \rightarrow 0_{+}^{+}} \frac{1}{\epsilon}\left[\frac{\left(\sum_{i j} X_{i j}^{\rho} \widehat{X}_{i j}^{1-\rho}\right)^{\epsilon}}{\rho-1}+\left(\sum_{i j} \widehat{X}_{i j}\right)^{\epsilon}\right]$ |

Multiplicative update rules for NMF objectives in Table IV of the paper using the proposed principle, where $Z_{i j}=X_{i j} /(\mathbf{W H})_{i j}$

| objective | update rule for $\mathbf{W}$ |
| :---: | :---: |
| Euclidean distance | $W_{i k}^{\text {new }}=W_{i k} \frac{\left(\mathbf{X H}^{T}\right)_{i k}}{\left(\mathbf{W H} H^{T}\right)_{i k}}$ |
| I-divergence | $W_{i k}^{\text {new }}=W_{i k} \frac{\left(\mathbf{Z H}^{T}\right)_{i k}}{\sum_{j} H_{k j}}$ |
| dual I-divergence | $W_{i k}^{\text {new }}=W_{i k} \exp \left(\frac{\sum_{j}\left(\ln Z_{i j}\right) H_{k j}}{\sum_{j} H_{k j}}\right)$ |
| Itakura-Saito divergence | $W_{i k}^{\mathrm{new}}=W_{i k} \sqrt{\frac{\sum_{j} X_{i j}(\mathbf{W H})_{i j}^{-2} H_{k j}}{\sum_{j}(\mathbf{W H})_{i j}^{-1} H_{k j}}}$ |
| $\alpha$-divergence | $W_{i k}^{\mathrm{new}}= \begin{cases}W_{i k}\left(\frac{\sum_{j} Z_{i j}^{\alpha} H_{k j}}{\sum_{j} H_{k j}}\right)^{\frac{1}{\alpha}} & \text { for } \alpha \neq 0 \\ W_{i k} \exp \left(\frac{\sum_{j}\left(\ln Z_{i j}\right) H_{k j}}{\sum_{j} H_{k j}}\right) & \text { for } \alpha \rightarrow 0\end{cases}$ |
| $\beta$-divergence | $W_{i k}^{\mathrm{new}}=W_{i k}\left[\frac{\sum_{j} X_{i j}(\mathbf{W H})_{i j}^{\beta-1} H_{k j}}{\sum_{j}(\mathbf{W H})_{i j}^{\beta} H_{k j}}\right]^{\eta}, \text { where } \eta= \begin{cases}1 / \beta & \text { for } \beta>1 \\ 1 & \text { for } 0<\beta \leq 1 \\ 1 /(1-\beta) & \text { for } \beta<0\end{cases}$ |
| Log-Quad cost | $W_{i k}^{\text {new }}=W_{i k} \sqrt{\frac{\left(\mathbf{Z H}^{T}+2 \mathbf{X H}^{T}\right)_{i k}}{\sum_{j} H_{k j}+2\left(\mathbf{W H} \mathbf{H}^{T}\right)_{i k}}}$ |
| $\alpha \beta$-Bregman divergence Kullback-Leibler divergence | $\begin{aligned} W_{i k}^{\text {new }} & =W_{i k}\left[\frac{\alpha(\alpha-1) \sum_{j} X_{i j}(\mathbf{W H})_{i j}^{\alpha-2} H_{k j}+\beta(1-\beta) \sum_{j} X_{i j}(\mathbf{W H})_{i j}^{\beta-2} H_{k j}}{\alpha(\alpha-1) \sum_{j}(\mathbf{W H})_{i j}^{\alpha-1} H_{k j}+\beta(1-\beta) \sum_{j}(\mathbf{W H})_{i j}^{\beta-1} H_{k j}}\right]^{\frac{1}{\alpha-\beta+1}} \\ W_{i k}^{\text {new }} & =W_{i k} \frac{\left(\mathbf{( \mathbf { Z H } ^ { T } ) _ { i k }}\right.}{\sum_{j} H_{k j}} \sum_{a b}(\mathbf{W H})_{a b} \end{aligned}$ |
| $\gamma$-divergence | $W_{i k}^{\text {new }}=W_{i k}\left[\frac{\sum_{j} X_{i j}(\mathbf{W H})_{i j}^{\gamma-1} H_{k j}}{\sum_{j}(\mathbf{W H})_{i j}^{\gamma} H_{k j}} \frac{\sum_{a b}(\mathbf{W H})_{a b}^{1+\gamma}}{\sum_{a b} X_{a b}(\mathbf{W H})_{a b}^{\gamma}}\right]^{\eta}, \text { where } \eta= \begin{cases}1 /(1+\gamma) & \text { for } \gamma>0 \\ 1 /(1-\gamma) & \text { for } \gamma<0\end{cases}$ |
| Rényi divergence | $W_{i k}^{\text {new }}=W_{i k}\left[\frac{\sum_{j} Z_{i j}^{r} H_{k j}}{\sum_{j} H_{k j}} \frac{\sum_{a b}(\mathbf{W H})_{a b}}{\sum_{a b} X_{a b}^{r}(\mathbf{W H})_{a b}^{1-r}}\right]^{\eta}, \text { where } \eta= \begin{cases}1 / r & \text { for } r>1 \\ 1 & \text { for } 0<r<1\end{cases}$ |
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