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ABSTRACT. These notes were written for a PhD course at NTNU. Most of the results are well
known. In the Hörmander L2 theory part, we introduce the concept "quasi-completeness", which
we hope could simplify and slightly generalize the theory.
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1. JORDAN NORMAL FORM OF A MATRIX

Let A be an (n, n) complex matrix. The starting point of the whole story is

Lemma 1.1. λ ∈ C is an eigenvalue of A if and only if det(A− λ) = 0.

Proof. It is clear that Ax = λx iff (A − λ)x = 0 iff column vectors, say {(A − λ)ej}1≤j≤n, of
(A− λ) are linearly dependent iff (by Gauss elimination)

det(A− λ) :=
(A− λ)e1 ∧ · · · ∧ (A− λ)en

e1 ∧ · · · ∧ en
= 0.

�

Now let {λj}1≤j≤l be the eigenvalue set of A. By the above lemma, we must have

det(A− λ) = (λ1 − λ)n1 · · · (λl − λ)nl .

Put
V p
j := ker(A− λj)p,

then we can choose 1 ≤ mj ≤ nj such that

V 1
j ( V 2

j ( · · · ( V
mj
j = V

mj+1
j = · · · .

It is clear that
V
mj
j ∩ V mk

k = {0}, j 6= k.

If fact if (A− λj)mj(e) = (A− λk)mk(e) = 0 then we must have (λj − λk)mj+mke = 0, which
gives e = 0. Thus we have

⊕lj=1V
mj
j ⊂ Cn.

The Jordan theorem is the following

Theorem 1.2. Cn = ⊕lj=1V
mj
j .

Proof. It is enough to show that dimV
mj
j = nj . By the above lemma, we know that dimV

mj
j ≥

1, thus the theorem is true in case all nj = 1. Assume that n1 > 1 and

Ae1 = λ1e1, Aej =
n∑
k=1

ckjek.

Consider A′ = (ckj)2≤k,j≤n, then we have

det(λ− A′) = (λ1 − λ)n1−1 · · · (λl − λ)nl .

thus det(λ1 − A′) = 0. By the above lemma we can find a C linear combination of e2, · · · , en
(assume that it is e2) such that

A′e2 = λ1e2.
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Thus we have

(A− λ1)2e2 = (A− λ1)(Ae2 − A′e2) = c12(A− λ1)e1 = 0,

which implies that e1, e2 lie in V m1
1 . Thus dimV m1

1 ≥ 2. Continue the above process (replace A
be A′), we can finally prove that dimV m1

1 = n1. �

Exercise 1: Complete the above proof and show that the above proof gives a basis, say {ej},
of Cn under which A is upper triangular, i.e.

Aej =
∑
k≤j

ckjek.

Think of A− λj as a C-linear transform, say T , on V mj
j . Then we have

Tmj−1 6= 0, Tmj ≡ 0.

Definition 1.1. A C-linear map T from Cn to itself is said to be k-nilpotent (k ≥ 0, T 0 := 1) if
T k+1 = 0 but T k 6= 0.

If T is k-nilpotent then

0 ( kerT ( · · · ( kerT k ( kerT k+1 = kerT k+2 = Cn.

Moreover, we can inductively choose subspaces Sj (0 ≤ j ≤ k) of Cn such that

S0 ⊕ kerT k = Cn,

S1 ⊕ TS0 ⊕ kerT k−1 = kerT k,

and finally
Sk ⊕ TSk−1 ⊕ · · · ⊕ T kS0 = kerT.

(Thanks to Tai for pointing out a mistake in an early version of this notes).

Exercise 2: Check the following theorem:

Theorem 1.3 (Lefschetz isomorphism). We have

Cn = ⊕2k
j=0V

j,

where
V j := ⊕l≤j−l≤kT lSj−2l.

Moreover, for every 0 ≤ j ≤ k,
T j : V k−j → V k+j,

is an isomorphism.

The above theorem says that Cn is generated by T and the⊕Sj . We call⊕Sj a primitive space
for T . The primitive space is not unique. But in the next section, we shall show that if we fix the
graded structure with Lefschetz isomorphism then the primitive space is unique.

Remark 1: The main example that we will use is the following: each V j is the space of degree
j differential forms and T is given by the wedge product of a degree two symplectic form.
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Remark 2: Once we have fixed a basis, say Aj , for each Sj , then

∪i+j≤kT iAj
defines a basis of Cn, with respect to which we get the Jordan normal form of T . The Jordan
normal forms for all (A− λj)|Vmjj

give the Jordan normal form of a matrix A.

2. LINEAR LEFSCHETZ THEORY ASSOCIATED TO A SYMPLECTIC STRUCTURE

We shall show that there is a natural Lefschetz isomorphism associated to a symplectic struc-
ture. Then we define the symplectic star operator and the associated sl2-triple.

Let V be an N -dimensional real vector space. Let ω be a bilinear form on V . We call ω a sym-
plectic form if ω is non-degenerate and ω is anti-symmetric (i.e. ω(u, v) = −ω(v, u), ∀ u, v ∈ V ,
and we know that ω ∈ ∧2V ∗).

Proposition 2.1. Assume that there is a symplectic form ω on V . Then N = 2n for some integer
n and there exists a basis, say {e∗1, f ∗1 ; · · · ; e∗n, f

∗
n}, of V ∗ such that

ω =
n∑
j=1

e∗j ∧ f ∗j .

Proof. Since ω is non-degenerate, we know that N ≥ 2. If N = 2 and ω(e, f) = 1 then

ω = e∗ ∧ f ∗,
where {e∗, f ∗} denotes the dual basis of {e, f}. Assume that N ≥ 3, consider

V ′ := {u ∈ V : ω(u, e) = ω(u, f) = 0}.
Then for every u ∈ V , we have

u′ := u− ω(u, f)e+ ω(u, e)f ∈ V ′,
and

ae+ bf ∈ V ′ iff a = b = 0,

thus
V = V ′ ⊕ Span{e, f}.

Since ω is non-degenerate, we know for every v ∈ V ′ there exists u ∈ V with ω(u, v) 6= 0. Thus

ω(u′, v) = ω(u, v) 6= 0,

which implies that ω|V ′ is a symplectic form on V ′. Induction on N gives the theorem. �

One may use ω to define a bilinear form, say ω−1, on V ∗ such that

ω−1(f ∗j , e
∗
k) = −ω−1(e∗k, f

∗
j ) = δjk, ω

−1(f ∗j , f
∗
k ) = ω−1(e∗j , e

∗
k) = 0.

Exercise: Check that
ω−1(ucω, vcω) = ω(v, u).

Thus the definition of ω−1 does not depend on the choice of basis in the above proposition.
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We shall use the same notation ω−1 for the following bilinear form on ∧pV ∗:
(2.1) ω−1(µ, ν) := det(ω−1(αi, βj)), µ = α1 ∧ · · · ∧ αp, ν = β1 ∧ · · · ∧ βp.

Definition 2.1 (By Guillemin [12]). The symplectic star operator ∗s : ∧pV ∗ → ∧2n−pV ∗ is
defined by

(2.2) µ ∧ ∗sν = ω−1(µ, ν)
ωn

n!
.

We shall show how to use the Lefschetz isomorphism to decode the structure of ∗s.

Theorem 2.2 (Hard Lefschetz theorem–pointwise version). For each 0 ≤ k ≤ n,

Ln−k : u 7→ ωn−k ∧ u, u ∈ ∧kV ∗,
defines an isomorphism between ∧kV ∗ and ∧2n−kV ∗.

Proof. Notice that the theorem is true if n = 1 or k = 0, n. Now assume that it is true for n ≤ l,
l ≥ 1. We need to prove that it is true for n = l + 1, 1 ≤ k ≤ l. Put

ω′ =
l∑

j=1

e∗j ∧ f ∗j .

Then we have
ωl+1−k = (ω′)l+1−k + (l + 1− k)(ω′)l−k ∧ e∗l+1 ∧ f ∗l+1.

Let us write u ∈ ∧k(V ∗) as

u = u0 + u1 ∧ e∗l+1 + u2 ∧ f ∗l+1 + u3 ∧ e∗l+1 ∧ f ∗l+1,

where each uj contains no e∗l+1 or f ∗l+1 term. Then ωl+1−k ∧ u = 0 is equivalent to

(ω′)l+1−k∧u0 = (ω′)l+1−k∧u1 = (ω′)l+1−k∧u2 = (ω′)l+1−k∧u3 +(l+1−k)(ω′)l−k∧u0 = 0,

which implies u1 = u2 = 0 by our theorem for n = l. Moreover, u3 = 0 since

(ω′)l+2−k ∧ u3 = (ω′)l+2−k ∧ u3 + (l + 1− k)(ω′)l−k+1 ∧ u0 = 0.

Thus (ω′)l−k∧u0 = 0, which implies u0 = 0. Now we know that u 7→ ωl+1−k∧u is an injection,
thus an isomorphism since dim∧kV ∗ = dim∧2n−kV ∗. �

The notion of primitive form is an analogy of primitive space in section 1:

Definition 2.2. We call u ∈ ∧kV ∗ a primitive form if k ≤ n and ωn−k+1 ∧ u = 0.

The following Lefschetz decomposition theorem follows directly from Theorem 2.2.

Theorem 2.3 (Lefschetz decomposition formula). Every u ∈ ∧kV ∗ has a unique decomposition
as follows:

(2.3) u =
∑

Lr ∧ ur, Lr :=
Lr

r!
,

where each ur is a primitive (k − 2r)-form.
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Proof. Put V k = ∧kV ∗.We can assume that k ≤ n since we have the isomorphism Lk : V n−k →
V n+k. Notice that the theorem is trivial if k = 0, 1. Assume that 2 ≤ k ≤ n. The isomorphism

Ln−k+2 : V k−2 → V 2n−k+2,

gives û ∈ V k−2 such that Ln−k+2û = Ln−k+1u. Put u0 = u − Lû, we know that u0 is primitive
and u = u0 + Lû. Consider û instead of u, we have û = u1 + Lũ, where u1 is primitive. By
induction, we know that u can be written as

u =
∑

Lru
r,

where each ur ∈ V k−2r is primitive. For the uniqueness part, assume that

0 =

j∑
r=0

Lru
r,

where each ur ∈ V k−2r is primitive. Then we have

0 = Ln−k+j

(
j∑
r=0

Lru
r

)
= Ln−k+jLju

j,

which gives uj = 0. By induction on j we know that all ur = 0. �

By the above theorem, it is enough to study the symplectic star operator on

ωr ∧ u, ωr :=
ωr

r!
,

where u is primitive. The main result is the following:

Theorem 2.4. If u is a primitive k-form then ∗s(ωr ∧ u) = (−1)1+2+···+kωn−k−r ∧ u.

The above theorem implies
∗2
s = 1.

The proof of the above theorem depends on a symplectic analogy of the lemma proved by
Berndtsson (see Lemma 3.6.10 in [1]).

Definition 2.3. u ∈ ∧kV ∗ is said to be an elementary form if there exists a basis, say

{e∗1, f ∗1 ; · · · ; e∗n, f
∗
n},

of V ∗ such that

ω =
n∑
j=1

e∗j ∧ f ∗j , u = e∗1 ∧ · · · ∧ e∗k.

Lemma 2.5 (Berndtsson lemma). The space of primitive forms is equal to the linear space
spanned by elementary forms.
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Proof. Since

ωn−k+1 =
∑

j1<···<jn−k+1

e∗j1 ∧ f
∗
j1
∧ · · · ∧ e∗jn−k+1

∧ f ∗jn−k+1
,

we know that ωn−k+1 ∧ u = 0 if u is an elementary k-form. Thus every elementary form is
primitive. Let us prove the other side by induction on n. Notice that the lemma is true if n = 1.
Assume that it is true for n ≤ l, l ≥ 1. We shall prove that it is also true for n = l + 1. With the
notation in the proof of Theorem 2.2, ωl−k+2 ∧ u = 0 is equivalent to

(ω′)l+2−k∧u0 = (ω′)l+2−k∧u1 = (ω′)l+2−k∧u2 = (ω′)l+2−k∧u3+(l+2−k)(ω′)l−k+1∧u0 = 0,

which is equivalent to the ω′-primitivity of u1, u2, u3 and (l+ 2− k)u0 +ω′∧u3. Now it suffices
to show that (consider (l + 2− k)u)

u′ := u3 ∧ ((l + 2− k)e∗l+1 ∧ f ∗l+1 − ω′)

is a linear combination of elementary forms. Since u3 is ω′-primitive, by the induction hypothe-
sis, we can assume that

u3 = e∗1 ∧ · · · ∧ e∗k−2.

Thus

u′ =
l∑

j=k−1

e∗1 ∧ · · · ∧ e∗k−2 ∧ (e∗l+1 ∧ f ∗l+1 − e∗j ∧ f ∗j ).

Now it suffices to show that if n = 2 then e∗1∧ f ∗1 − e∗2∧ f ∗2 is a linear combination of elementary
forms. Notice that

e∗1 ∧ f ∗1 − e∗2 ∧ f ∗2 = (e∗1 + e∗2) ∧ (f ∗1 − f ∗2 ) + e∗1 ∧ f ∗2 + f ∗1 ∧ e∗2.

It is clear that e∗1 ∧ f ∗2 and f ∗1 ∧ e∗2 are elementary. (e∗1 + e∗2)∧ (f ∗1 − f ∗2 ) is also elementary since
we can write

ω = (e∗1 + e∗2) ∧ f ∗1 + e∗2 ∧ (f ∗2 − f ∗1 ).

The proof is complete. �

We shall also use the following lemma from [12].

Lemma 2.6 (Guillemin Lemma). Assume that (V, ω) = (V1, ω
(1))⊕ (V2, ω

(2)). Then

∗s(u ∧ v) = (−1)k1k2 ∗1
s u ∧ ∗2

sv, u ∈ ∧k1V ∗1 , v ∈ ∧k2V ∗2 ,

where ∗1
s and ∗2

s are symplectic star operators on V1 and V2 respectively.

Proof. For every a ∈ ∧k1V ∗1 , b ∈ ∧k2V ∗2 , we have

a ∧ b ∧ (−1)k1k2 ∗1
s u ∧ ∗2

sv = a ∧ ∗1
su ∧ b ∧ ∧ ∗2

s v = ω−1(a ∧ b, u ∧ v)ωn,

which gives the lemma. �

Now we are able to prove Theorem 2.4.
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Proof of Theorem 2.4. By the Berndtsson lemma, we can assume that

u = e∗1 ∧ · · · ∧ e∗k.

Consider V = Span{e∗j , f ∗j }1≤j≤k ⊕ Span{e∗k+1, f
∗
k+1} ⊕ · · · ⊕ Span{e∗n, f ∗n} and write

∗s = ∗≤ks ⊕ ∗k+1
s ⊕ · · · ⊕ ∗ns .

Since
∗js(1) = e∗j ∧ f ∗j , ∗js(e∗j ∧ f ∗j ) = 1, ∀ k + 1 ≤ j ≤ n,

by the Guillemin lemma, we have

∗s(e∗k+1 ∧ f ∗k+1 ∧ · · · ∧ e∗k+r ∧ f ∗k+r ∧ u) = e∗k+r+1 ∧ f ∗k+r+1 ∧ · · · ∧ e∗n ∧ f ∗n ∧ ∗≤ks u,

which implies
∗s(ωr ∧ u) = ωn−k−r ∧ ∗≤ks u.

Since ∗≤ks = ∗1
s ⊕ · · · ⊕ ∗ks and (try!)

∗jse∗j = −e∗j , ∀ 1 ≤ j ≤ k,

the Guillemin lemma gives

∗≤ks u = (−1)k−1(−e∗1) ∧ ∗≤(k−1)
s (e∗2 ∧ · · · ∧ e∗k) = · · · = (−1)k+···+1u,

the proof is complete. �

Definition 2.4. We call {L,Λ, B} the sl2-triple on ⊕0≤k≤2n ∧k V ∗, where

Lu := ω ∧ u, Λ := ∗−1
s L∗s, B := [L,Λ].

We have
ω−1(Lu, v) = ω−1(u,Λv).

Hence Λ is the adjoint of L. Put

Lr := Lr/r!, L0 := 1, L−1 := 0.

We have:

Proposition 2.7. If u is a primitive k-form then

Λ(Lru) = (n− k − r + 1)Lr−1u, B(Lru) = (k + 2r − n)Lru,

for every 0 ≤ r ≤ n− k + 1.

Proof. Put c = (−1)k+···+1, then

L ∗s (Lru) = cL(Ln−k−ru) = (n− k − r + 1)cLn−k−r+1u = (n− k − r + 1) ∗s (Lr−1u),

which gives the first identity. The second follows directly from the first. �
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3. COMPLEX STRUCTURE AND HODGE STAR OPERATOR

3.1. Compatible complex structure. Let (V, ω) be a symplectic space. Let us consider another
structure on V , which can be used to define an inner product structure on V .

Definition 3.1. We call a linear map J : V → V a complex structure on V if J(Ju) = −u for
every u ∈ V .

Definition 3.2. A complex structure J on (V, ω) is said to be compatible with ω if

(u, v) := ω(u, Jv),

defines a inner product structure on V (i.e.

ω(u, Jv) = ω(v, Ju), ∀ u, v ∈ V,
and ω(u, Ju) > 0 if u is not zero). We call (·, ·) the (ω, J)-metric on V .

If J is a complex structure on V then

J(v)(u) := v(Ju), ∀ u ∈ V, v ∈ V ∗,
defines a complex structure on V ∗. The dual formulation of compatibility is the following:

Proposition 3.1. If a complex structure J on (V, ω) is compatible with ω then

(α, β) := ω−1(α, Jβ),

defines an inner product structure on V ∗. We call (·, ·) the (ω, J)-metric on V ∗.

Proof. The theorem follows from

ω−1(ucω, J(vcω)) = −ω−1(ucω, (Jv)cω) = ω(u, Jv),

where the first formula follows from

(J(ucω))(v) = (ucω)(Jv) = ω(u, Jv) = −ω(Ju, v) = −((Ju)cω))(v).

�

Definition 3.3. We call

J(v1 ∧ · · · ∧ vk) := J(v1) ∧ · · · ∧ J(vk),

the Weil operator on ⊕0≤k≤2n ∧k V ∗.

Since the eigenvalues of J are ±i, its eigenvectors lie in C⊗ V ∗. Put

Ei := {u ∈ C⊗ V ∗ : J(u) = iu}, E−i := {u ∈ C⊗ V ∗ : J(u) = −iu},
we know that

Ei = {u− iJu : u ∈ V ∗}, E−i = {u+ iJu : u ∈ V ∗}.
and C⊗ V ∗ = Ei ⊕ E−i. Put

∧p,qV ∗ := (∧pEi) ∧ (∧qE−i).
Then we have

C⊗ (∧kV ∗) = ∧k(C⊗ V ∗) = ⊕p+q=k ∧p,q V ∗,
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and
Ju = ip−qu, ∀ u ∈ ∧p,qV ∗.

Proposition 3.2. ω ∈ ∧1,1V ∗ iff ω(u, Jv) = ω(v, Ju), ∀ u, v ∈ V .

Proof. Let ω = ω2,0 + ω1,1 + ω2,0 be the bidegree decomposition of ω, then

Jω = −ω2,0 + ω1,1 − ω2,0.

Thus we have ω ∈ ∧1,1V ∗ iff Jω = ω iff

ω(Ju, Jv) = ω(u, v), ∀ u, v ∈ V,
iff ω(u, Jv) = ω(v, Ju), ∀ u, v ∈ V . �

Remark: We can also extend ω−1 to a bilinear form on C⊗ V ∗ as follows:

ω−1(c1u, c2v) := c1c2 ω
−1(u, v), ∀ u, v ∈ V, ∀ c1, c2 ∈ C.

Then it is clear that if ω ∈ ∧1,1V ∗ then

ω−1(∧1,0V ∗,∧1,0V ∗) = ω−1(∧0,1V ∗,∧0,1V ∗) = 0.

Definition 3.4. Assume that J is compatible with ω. Then the (ω, J)-metric on V ∗ extends to a
hermitian metric on C⊗ V ∗ as follows

(u, v) := ω−1(u, Jv̄), ∀ u, v ∈ C⊗ V ∗.
We call it the (ω, J)-metric on C⊗ V ∗.

Remark: It is clear that
∧0,1V ∗⊥ ∧1,0 V ∗

with respect to the (ω, J)-metric. Let {ξj}1≤j≤n be an orthonormal basis of ∧1,0V ∗, then

(ξj, ξk) = (ξ̄k, ξ̄j) = δjk

implies that {ξ̄j}1≤j≤n is an orthonormal basis of ∧1,0V ∗.

Exercise 1: Check that we can write

ω = i

n∑
j=1

ξj ∧ ξ̄j,

moreover, if we write
ξj = aj + ibj, aj, bj ∈ V ∗

(e g dzj = dxj + idyj) then

aj =
ξj + ξ̄j

2
, bj =

ξj − ξ̄j

2i
, J(aj) = −bj,

and the associated (ω, J)-metric on V can be written as

g = 2
n∑
j=1

(aj ⊗ aj + bj ⊗ bj).
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In particular, {
√

2aj,
√

2bj} defines an orthonormal basis of V ∗.

Exercise 2: We can further extend the (ω, J)-metric on C⊗V ∗ to each ∧k(C⊗V ∗) as follows

(u, v) := ω−1(u, Jv̄), u, v ∈ ∧k(C⊗ V ∗),

where ω−1 denotes the C-linear extension of the bilinear form ω−1 on ∧k ⊗ V ∗, J denotes the
Weil operator. Check that ∧p,qV ∗⊥ ∧k,l V ∗ if (p, q) 6= (k, l) and

(u1 ∧ · · · ∧ up, v1 ∧ · · · ∧ vp) = det((uj, vk)), uj, vk ∈ C⊗ V ∗,

moreover if {ξj}1≤j≤n be an orthonormal basis of ∧1,0V ∗ then

{ξJK̄ := ξj1 ∧ · · · ∧ ξjp ∧ ξ̄k1 ∧ · · · ∧ ξ̄kq}j1<···<jp, k1<···<kp

defines an orthonormal basis of ∧p,qV ∗, in particular

(3.1) (ωn, ωn) = 1.

Definition 3.5. We call the hermitian inner product, say (·, ·), defined in the above exercise the
(ω, J)-metric on ⊕ ∧p,q V ∗ and we shall always write the associated norm as |u| :=

√
(u, u).

Now we can define a C-linear map, say ?, on ⊕ ∧p,q V ∗ such that

u ∧ ?v̄ = (u, v)ωn.

Exercise 3: Check that

?(∧p,qV ∗) = ∧n−q,n−pV ∗

and ?v̄ = ?v.

Definition 3.6. We call ? defined above the Hodge star operator on ⊕ ∧p,q V ∗.

Remark: Compare it with the symplectic star operator, we get

? = ?s ◦ J = J ◦ ?s,

where J denotes the Weil-operartor. In particular, we have

?2 = J2 = (−1)p−q = (−1)p+q,

on ∧p,qV ∗, which implies that

(u, v)ωn = u ∧ ?v̄ = (−1)deg u?v ∧ ū = ?v ∧ ? ? ū = (?v, ?u)ωn = (?u, ?v)ωn.

Thus the Hodge star operator preserve the metric. In the next section, we shall show that the
above Hodge star operator is just the C-linear extension of the usual Hodge star operator on
(V, (·, ·)) with respect to the canonical orientation ωn.
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3.2. Compare with the classical Hodge star operator. In general, if we have an inner product
structure, say (·, ·), on an N dimensional real linear space V . Then the induced inner product
structure on V ∗ is defined by the Riesz reprentation of V ∗ in V , more precisely, if α ∈ V ∗ then
we can find a unique R(α) ∈ V such that

α(u) = (u,R(α)),

we call R(α) the Riesz representation of α in V . Then the inner product on V ∗ is defined by

Definition 3.7. (α, β) := (R(β), R(α)).

Exercise 4: Prove that

(α, α) := sup
u∈V

|α(u)|2

(u, u)
.

The above inner product on V ∗ also defines an inner product structure on ⊕∧k V ∗ as follows:

Definition 3.8. If u ∈ ∧kV ∗, v ∈ ∧jV ∗ and j 6= k then (u, v) := 0; moreover the inner product
structure on each ∧kV ∗ is defined by

(u1 ∧ · · · ∧ uk, v1 ∧ · · · ∧ vk) := det((uj, vk)).

Definition 3.9. An orientation on (V, (·, ·)) is an N -form, say dV ∈ ∧NV ∗, such that

(dV, dV ) = 1.

A general N -form dµ is said to be semi-positive (with respect to dV ) if

dµ = fdV, f ≥ 0.

Remark: It is clear that there are two orientations, ± dV , on (V, g). (3.1) implies that ωn
defines a canonical orientation with respect to the (ω, J) metric.

Definition 3.10. The classical Hodge star operator ? on ⊕∧k V ∗ with respect to the orientation
dV is defined by

u ∧ ?v = (u, v) dV.

Now it is clear that thle Hodge star operator defined in the above section is equal to the C-
linear extension of the classical Hodge star operator ? with respect to the orientation ωn.

3.3. Basic notions in complex geometry.

Definition 3.11. An N -dimensional smooth manifold is a Hausdorff space X such that X is
locally homeomorphic to domains in RN with smooth transition maps and X can be written as

X = ∪j≥1Xj,

where {Xj} is an increasing sequence of relatively compact open sets in X .

Definition 3.12. Replace RN by Cn and "smooth" by holomorphic, we get an n-dimensional
complex manifold.

Example: CP n (complex projective space) and the complex torus TL := Cn/L, where L is a
lattice in Cn are examples of complex manifolds.
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Definition 3.13. A rank r holomorphic vector bundle E over a complex manifold X means a
holomorphic map, say

π : E → X,

such that for every x ∈ X there exists an open neighborhood, say Ux, on X together with a
biholomorphic map

σx : π−1(Ux)→ Ux × Cr

such that
σx(Ez) = {z} × Cr, ∀ z ∈ Ux, Ez := π−1(z),

and if Ux ∩ Uy 6= ∅ then for every z ∈ Ux ∩ Uy, σx ◦ σ−1
y maps {z} × Cr to itself C-linearly .

Remark: Replace "holomorphic" by "smooth", one gets the notion of complex vector bundles,
similarly one may define real vector bundles over a smooth manifold. A rank one holomorphic
vector bundle is also called a holomorphic line bundle.

Exercise 5: If we write

σx ◦ σ−1
y (z, v) = (z, σyx(z)v), z ∈ Ux ∩ Uy, v ∈ Cr,

then we know that each σxy(z) is a holomorphic matrix-valued function such that

σ−1
xy (z) = σyx(z), z ∈ Ux ∩ Uy

and
σxy(z)σyt(z) = σxt(z), z ∈ Ux ∩ Uy ∩ Ut.

Definition 3.14. A holomorphic section of E on an open set U in X means a holomorphic map
e : U 7→ E such that e(z) ∈ Ez for every z ∈ U . We writeH0(U,E) the space of all holomorphic
sections of E on U .

Exercise 6: Fix a basis, say {ej}, of Cr, then each

z 7→ σ−1
x (z, ej),

defines a holomorphic section of E over Ux. We shall still denote it by ej and call {ej} a
holomorphic frame of E over Ux. Check that every holomorphic section of E over Ux can
be written as

ξ(z) =
∑

ξj(z)ej(z),

where ξj are holomorphic functions on Ux.

Example: If X is a complex manifold with local coordinates

zj = xj + iyj,

then its tangent bundle TX is a smooth vector bundle over X with local frame

∂/∂xj, ∂/∂yj

If we write
C⊗ TX = T ⊕ T̄ ,
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where T are defined by the local frame

∂/∂zj := (∂/∂xj − i∂/∂yj)/2,

and T̄ are defined by the local frame

∂/∂z̄j := (∂/∂xj + i∂/∂yj)/2,

Then we know that T is a holomorphic vector bundle over X . Its dual bundle T ∗ is defined by
the local frame

dzj := dxj + idyj.

The dual bundle T̄ ∗ of T̄ is defined by the local frame

dz̄j := dxj − idyj.

Definition 3.15. We call T the holomorphic tangent bundle on X and T ∗ the holomorphic
cotangent bundle. Let E be a holomorphic vector bundle on X . We call smooth section of
E ⊗ (∧pT ∧∧qT̄ ) a smooth E-valued (p, q)-form; smooth section of E ⊗∧k(C⊗ TX) a smooth
E-valued k-form. We shall denote by V k (resp. V p,q) the space of smooth E-valued k-forms
(resp. (p, q)-forms) with compact support on X .

Remark: If {eα} is a local holomorphic frame of E then we can write a smooth E-valued
(p, q)-form, say u, as

u =
∑

uα ⊗ eα,

where uα are locally defined smooth (p, q)-forms on X .

Definition 3.16. The ∂-operator on V p,q is defined by

∂u :=
∑

∂uα ⊗ eα,

where
∂uα :=

∑
dz̄j ∧ ∂/∂z̄j(uα).

Exercise 7: Check that ∂ does not depend on the choice of {eα} and {zj}.

3.4. Hermitian metrics and Lefschetz theory in complex geometry. Let E be a complex
vector bundle over a smooth manifold X . A hermitian metric structure on E is defined as a
smooth family, say

hE = {hEx},
of hermitian metrics hEx on Ex. Here smooth family means that

hE(eα, eβ) : x 7→ hEx(eα(x), eβ(x))

are smooth function of x if {eα} is a smooth local frame on E.

Definition 3.17. A Hermitian metric on a complex manifold X means a hermitian metric, say
hT , on its holomorphic tangent bundle T .
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Exercise 8: Put
hjk̄(z) := hT (∂/∂zj, ∂/∂zk),

then we know that (try!)

ω := i
∑

hjk̄(z)dzj ∧ dz̄k

is a globally defined non-degenerate hermitian (1, 1)-form on X (hermitian means each hjk̄(z)
is a positive definite hermitian matrix) and hT 7→ ω is a one to one correspondence (late we shall
identify hT with ω).

Definition 3.18. We call ω the hermitian form of the Hermitian metric on X . If dω = 0 then we
say that (X,ω) is a Kähler manifold and the associated hermitian metric is a Kähler metric.

The Lefschetz isomorphism associated to each ω(x), x ∈ X gives

Theorem 3.3 (Hard Lefschetz theorem). For each 0 ≤ k ≤ n,

(3.2) u 7→ ωn−k ∧ u, u ∈ V k,

defines an isomorphism between V k and V 2n−k.

Definition 3.19. We call an E-valued k-form, say u, on X a primitive form if k ≤ n and
ωn−k+1 ∧ u ≡ 0.

We also have the associated Lefschetz decomposition:

Theorem 3.4 (Lefschetz decomposition formula). Every E-valued k-form u on X has a unique
decomposition as follows:

(3.3) u =
∑

ωr ∧ ur, ωr :=
ωr

r!
,

where each ur is an E-valued primitive (k − 2r)-form.

Let {eα} be a local holomorphic frame of E, then (? denotes the Hodge star operator)

||u||2 :=

∫
X

∑
hE(eα, eβ)uα ∧ ?ūβ, u :=

∑
uα ⊗ eα,

defines a Hermitian inner product structure on V k, we call it the (ω, J, hE)-metric on V k.

Definition 3.20. The Hodge star operator on V k is defined by

?u =
∑

(?uα)⊗ eα, u :=
∑

uα ⊗ eα.

Definition 3.21. We call {·, ·} defined by{∑
uα ⊗ eα,

∑
uβ ⊗ eβ

}
:=
∑

hE(eα, eβ)uα ∧ ūβ,

the sesquilinear product on ⊕V k.
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Exercise 9: Check that with respect to the above definition, we have

||u||2 =

∫
X

{u, ?u} =

∫
X

∑
hE(eα, eβ)uα ∧ ?ūβ,

in particular, if E is a line bundle with local holomorphic frame e and we write hE(e, e)(z) =
e−φ(z), u = û(z)⊗ e. then

||u||2 =

∫
X

e−φû(z) ∧ ?û(z) =

∫
X

|û(z)|2ω e−φωn,

is just the "weighted" L2-norm, the only difference is that ϕ is not globally defined in general.
Later, we shall just write ||u||2 as

∫
X
|u|2ωe−φωn or

∫
X
|u|2e−φ.

The following result is a direct consequence of Theorem 2.4 and ? = J ◦ ?s.

Theorem 3.5 (Hodge-Riemann bilinear relation–pointwise version). If u is an E-valued primi-
tive (p, q)-form then its (ω, J, hE)-norm satisfies

(3.4) ||u||2 =

∫
X

{u, ωn−k ∧ Iu}, Iu := (−1)1+···+kip−qu ≥ 0, k := p+ q.

Remark: In particular, if E is a line bundle with smooth metric e−φ then

{u, ωn−k ∧ Iu} = (−1)
k(k+1)

2 (−i)p−qe−φu ∧ ū ∧ ωn−k = |u|2e−φωn.
Since we always have |u|2e−φ ≥ 0, thus the Hodge Riemann bilinear relation just means that

(−1)
k(k+1)

2 (−i)p−qe−φu ∧ ū ∧ ωn−k
is a semipositive (n, n)-form. Assume further that u is an (n, q)-form. By HLT, we can write

(3.5) u = γu ∧ ωq,
where γu is an E-valued (n− q, 0)-form. In particular, γu is primitive, thus

?γu = ωq ∧ Iγu = cωq ∧ γu = cu, c := (−1)
(n−q)(n−q+1)

2 in−q.

Since |c| = 1 and ? preserves the metric, we have

(3.6) |γu| = |u|, (η, ξ)e−φ ωn = (γη, γξ)e
−φ ωn = cn−qe

−φγη ∧ γξ ∧ ωq, cn−q := c̄,

for every smooth forms η, ξ of bidegree (n, q). Check that (try) c = i(n−q)
2 .

4. CHERN CONNECTION AND ∂∂-BOCHNER FORMULA

We shall follow [3], page 25–28. Let η, ξ be two smooth L-valued (n, q)-forms (q ≥ 1) on
an n-dimensional compact Kähler manifold, where L is a holomorphic line bundle with smooth
metric e−φ. Recall that we have defined a map

η 7→ γη,

such that

(4.1) (η, ξ)e−φ ωn = cn−qe
−φγη ∧ γξ ∧ ωq = cn−qe

−φη ∧ γξ.
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The formal adjoint of the ∂ operator, ∂
∗
, must, for any smooth u of bidegree (n, q − 1), satisfy

(∂u, ξ) = (u, ∂
∗
ξ).

By (4.1), the left hand side equals ∫
X

cn−qe
−φ∂u ∧ γξ.

We want to use Stokes’ formula to move ∂ to an operator on γξ. Notice that e−φu ∧ γξ is a
globally defined (n, n− 1)-form and for bidegree reason we have

d(e−φu ∧ γξ) = ∂(e−φu ∧ γξ),

thus Stokes’ formula gives

0 =

∫
X

∂(u ∧ e−φγξ) =

∫
X

∂u ∧ e−φγξ + (−1)deg uu ∧ ∂e−φ(γξ).

Put

(4.2) ∂φγξ = eφ∂(e−φγξ),

then we have

(∂u, ξ) =

∫
X

(−1)n+qcn−qe
−φu ∧ ∂φγξ.

On the other hand

(u, ∂
∗
ξ) =

∫
X

cn−q+1e
−φu ∧ γ∂∗φξ.

Since cn−q+1 = (−1)n−qicn−q, we see that ∂
∗

satisfies

γ∂∗φξ = i∂φγξ.

Definition 4.1. We call
D := ∂ + ∂φ

the Chern operator (connection) associated to (L, e−φ).

Remark: Notice that the (0, 1)-part of the Chern connection is just the ∂-operator on L valued
forms and the (1, 0)-part is further determined by the weight φ, more precisely, we have the
following weighted product rule

∂(e−φu ∧ v) = e−φ∂u ∧ v + (−1)deg ue−φu ∧ ∂φu.

In general, if (E, hE) is a hermitian vector bundle then we can define the Chern connection, say
D, on E-valued forms, such that the (0, 1)-part of D is just ∂ and

d{u, v} = {Du, v}+ (−1)deg u{u,Dv}.

Exercise 1: Check that if we write

D =
∑

dzj ∧Dj +
∑

dz̄j ∧ ∂j,
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where zj are holomorphic local coordinates on the base manifold, then ∂j = ∂/∂z̄j and Dj is
determined by

∂/∂zjhE(eα, eβ) = hE(Djeα, eβ),

where {eα} is a local holomorphic frame on E. The above formula gives a precise formula for
Djeα. In the line bundle case, hE(e, e) = e−φ gives

Dje = −φje, Dj(fe) = (fj − φjf)e,

for an arbitray smooth function f . Try to find similar formulas for the vector bundle case.

Definition 4.2. If D is the Chern connection then we call Θ := D2 the Chern curvature.

Remark: In the line bundle case
D = ∂ + ∂φ,

notice that ∂
2

and ∂φ = eφ∂(e−φ·) implies ∂2
φ = 0. Thus

Θ = ∂∂φ + ∂φ∂.

Exercise 2: Check that
Θu = ∂∂φ ∧ u,

moreover, in the vector bundle case, show that we can write

Θ =
∑

dzj ∧ dz̄k ∧ [Dj, ∂k], [Dj, ∂k] := Dj∂k − ∂kDj.

In the line bundle case, we have

[Dj, ∂k] = [∂j − φj, ∂k] = φjk̄,

Try to find similar formulas for the vector bundle case.

Definition 4.3. Siu’s ∂∂–Bochner trick is to compute i∂∂T , where

T := cn−qe
−φγu ∧ γu ∧ ωq−1

is an (n− 1, n− 1)-form associated to an L-valued smooth (n, q)-form u, q ≥ 1.

Theorem 4.1 (∂∂–Bochner formula). i∂∂T can be written as

(4.3)
(
−2Re〈∂∂∗u, u〉+ |∂∗u|2 − |∂u|2 + |∂γu|2

)
e−φωn + i∂∂φ ∧ T

and

(4.4) ||∂∗u||2 + ||∂u||2 = ||∂γu||2 +

∫
X

i∂∂φ ∧ T.

Proof. Note first that the second formula follows immediately from the first one, since the inte-
gral of the left hand side of (4.3) vanishes by Stokes’ formula. Let us write

T = cn−q{γu, γu} ∧ ωq−1.

Notice that dω = 0, thus the definition of ∂φ (the Chern connection) gives

∂T = cn−q{∂γu, γu} ∧ ωq−1 + (−1)n−qcn−q{γu, ∂φγu} ∧ ωq−1,
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and
i∂∂T =

icn−q{∂φ∂γu, γu} ∧ ωq−1 + i(−1)n−q+1cn−q{∂γu, ∂γu} ∧ ωq−1

+i(−1)n−qcn−q{∂φγu, ∂φγu} ∧ ωq−1 + i(−1)n−q(−1)n−qcn−q{γu, ∂∂φγu} ∧ ωq−1.

Now we use the commutation rule (Chern curvature formula)

∂∂φ + ∂φ∂ = ∂∂φ

in the first term. The first and last terms then combine to give the first and last terms in (9.35).
Moreover, by the formula for ∂

∗
, the third term equals the second term in (9.35) (here we use

cn−q+1 = (−1)n−qicn−q). The trickiest term is the second, see the following lemma. �

Lemma 4.2. i(−1)n−q+1cn−q{∂γu, ∂γu} ∧ ωq−1 = (−|∂u|2 + |∂γu|2)e−φωn.

Proof. The main idea is to use HLT to the (n− q, 1)-form ∂γu. Let us write

∂γu = a+ ω ∧ b,
where a is primitive of degree (n − q, 1) and b is primitive of degree (n − q − 1, 0). Since
a ∧ ωq = 0, we have

{∂γu, ∂γu} ∧ ωq−1 = {a, a} ∧ ωq−1 + {ω ∧ b, ω ∧ b} ∧ ωq−1.

Moreover, since HLT is an orthogonal decomposition, we get

|∂γu|2 = |a|2 + |ω ∧ b|2,
now it is enough to use

|∂u| = |ωq ∧ ∂γu| = |ωq ∧ ω ∧ b|,
and compare the coefficients. We leave the detail as an exercise. �

Remark: In case q = n = 1 then γu is locally given by a smooth function, thus

i∂∂φ ∧ T = c0e
−φ|γu|2i∂∂φ.

Let us define an function B such that

i∂∂φ = Bω,

then we have
i∂∂φ ∧ T = B|u|2e−φωn.

Notice that in case X = C and ω = idz ∧ dz̄ then

B = φzz̄.

In particular, B > 0 if φ is strictly subharmonic. In general, we shall use the following formula
to define an operator B:

i∂∂φ ∧ T = {Bu, ?u}.
then we have

Theorem 4.3. B = [iΘ,Λ] is a pointwise self-adjoint operator. All eigenvalues of B are positive
if iΘ = i∂∂φ > 0 (in which case we say that B > 0).
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Proof. Since u = ωq ∧ γu and γu is primitive, we have

Λu = ωq−1 ∧ γu.
Thus (note that Θu = i∂∂φ ∧ u = 0)

[iΘ,Λ]u = iΘΛu = i∂∂φ ∧ ωq−1 ∧ γu = Bu.

Fix x ∈ X , let {ξj} be an orthonormal basis of ∧1,0T ∗xX . Assume that

γu(x) =
∑

j1<···<jn−q

cj1···jn−q ξ
j1 ∧ · · · ∧ ξjn−q , i∂∂φ(x) = i

∑
λj ξ

j ∧ ξ̄j.

A direct computation gives

i∂∂φ ∧ ωq−1 ∧ (ξj1 ∧ · · · ∧ ξjn−q) =

 ∑
j /∈{j1,··· ,jn−q}

λj

ωq ∧ (ξj1 ∧ · · · ∧ ξjn−q).

Thus the theorem follows. �

Exercise 3: Check that in general, we have

[iΘ,Λ](ξJK̄) =

(∑
j∈J

λj +
∑
j∈K

λj −
n∑
j=1

λj

)
(ξJK̄).

In particular, if
ω = iΘ = i∂∂φ

then B = [iΘ,Λ] = p+ q − n on the space of (p, q)-forms. Hint: Use the fact that

[iΘ,Λ](a ∧ b) = [iΘ1,Λ1]a ∧ b+ a ∧ [iΘ2,Λ2]b,

where Θ1 =
∑

j≤m λjξ
j ∧ ξ̄j , Λ1 := (

∑
j≤m iξ

j ∧ ξ̄j)∗, Θ2 = Θ−Θ1, Λ2 = Λ− Λ1 and

a = ξJ1K1 , b = ξJ2K2 , J1, K1 ∈ {1, · · · ,m}, J2, K2 ∈ {m+ 1, · · · , n}.

Theorem 4.4 (L2-estimate for the Laplacians). Let (L, e−φ) be a holomorphic line bundle on
an n-dimensional Kähler manifold (X,ω). Assume that L is positive (i.e. iΘ = i∂∂φ > 0).
Then for every smooth L-valued (n, q)-form (q ≥ 1) c on X , we can find a smooth L-valued
(n, q)-form v on X such that

2v := (∂∂
∗

+ ∂
∗
∂)v = c,

and
||∂v||2 + ||∂∗v||2 ≤ (B−1c, c).

Proof. Denote by Dn,q the space of smooth L-valued (n, q)-forms with compact support in X .
The ∂∂–Bochner formula gives

|(c, u)|2 ≤ (B−1c, c)(Bu, u) ≤ (B−1c, c)
(
||∂u||2 + ||∂∗u||2

)
,

for every u ∈ Dn,q. Consider the following inner product onDn,q

(u, v)2 := (∂u, ∂v) + (∂
∗
u, ∂

∗
v),
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we know that
u 7→ (u, c)

defines a bounded linear functional on (Dn,q, ||·||2), which extends to a bounded linear functional
on its Hilbert completion, say H , of Dn,q. Thus the Riesz representation theorem gives v ∈ H
such that

(u, c) = (u, v)2, ||v||22 ≤ (B−1c, c).

Since ||u||22 ≥ (Bu, u), we know that H is a subspace of the L2 space. Thus we have

(u, c) = (u, v)2 = (u,2v),

in the sense of current, which implies that

2v = c,

moreover, smoothness of c gives smoothness of v. �

Theorem 4.5 (∂-L2-estimate on compact Kähler manifold). With the assumptions in the above
theorem, assume further that X is compact and ∂c = 0. Then there exists a smooth L-valued
(n, q − 1)-form a on X such that

∂a = c

on X and
||a||2 ≤ (B−1c, c).

In case iΘ ≥ εω we have B ≥ qε.

Proof. ∂c = 0 implies that ∂∂
∗
∂v = 0, thus

0 = (∂∂
∗
∂v, ∂v) = ||∂∗∂v||2,

where we use the compact-ness in the the second identity. Now it is enough to take a = ∂
∗
v. �

Remark: The above theorem implies that if L is positive and X is compact then every smooth
∂-closed form is ∂-exact, i.e. the following ∂–Dolbeault cohomology group

Hp,q
L := C∞p,q(L, ker ∂)/C∞p,q(L, Im ∂)

vanishes if p = n and q ≥ 1. If fact the above proof only use

2 ≥ [iΘ,Λ] := B > 0

Later we shall use Kähler identities to prove that 2 ≥ [iΘ,Λ] always holds. Thus if we choose
ω = iΘ then B = p + q − n on the space of smooth L-valued (p, q)-forms and we get the
following Kodaira vanishing theorem:

Theorem 4.6. If L is positive and X is compact then Hp,q
L = 0 if p+ q > n.

Exercise 4: Check that if p = n, q = 1 then

(B−1c, c) = ||c||2iΘ,
does not depend on the choice of ω.
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5. COMPLETE KÄHLER CASE

Now let us consider the non–compact case. Recall that by Theorem 4.4, we can always find
smooth v such that

(∂∂
∗

+ ∂
∗
∂)v = c, ||∂v||2 + ||∂∗v||2 ≤ (B−1c, c).

The main problem is the following:

Under which conditions ∂c = 0 implies ∂
∗
∂v = 0 ?

Notice that ∂c = 0 iff ∂∂
∗
∂v = 0, which implies

(∂∂
∗
∂v, ∂v) = 0.

but if X is not compact, we cannot move ∂ to get

(∂∂
∗
∂v, ∂v) = ||∂∗∂v||2.

The main idea in [8] is to consider a family of smooth forms, say fε, with compact support such
that fε converges to ∂v in a nice way such that

0 = (∂∂
∗
∂v, fε) = (∂

∗
∂v, ∂

∗
fε)

gives ∂∂
∗
∂v = 0. The approach that we will introduce is the following:

Andreotti–Vesentini–Hörmander trick — geometry behind a good family of cut–off functions:
The idea is very simple: suppose we have a family of smooth functions χj ∈ C∞0 (X) such that

χj|Kj = 1, Kj ⊂ Kj+1, ∪Kj = X,

and

|χj| ≤ 1, |∂χj|ω ≤ 1/j.

Then we have

0 = (χ2
j∂∂

∗
∂v, ∂v) = ||χj∂

∗
∂v||2 − 2(χj∂χj ∧ ∂

∗
∂v, ∂v),

Since ||∂v||2 ≤ (B−1c, c), together with Cauchy–Schwarz inequality, the above identity gives

||χj∂
∗
∂v||4 ≤ (4/j2) · ||χj∂

∗
∂v||2 · (B−1c, c).

Thus

||χj∂
∗
∂v||2 ≤ (4/j2) · (B−1c, c),

let j go to infinity we get ∂
∗
∂v = 0.
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5.1. Complete Kähler manifold.

Definition 5.1. A Riemannian manifold (X, g) is said to be complete if there is a real smooth
function ρ on X such that for every c ∈ R,

ρc := {ρ < c}
is relatively compact in X and

|dρ|g ≤ 1

on X . A Käher manifold is said to be complete if the underlying Riemannian manifold is so.

Remark: In case X is compact one may take ρ = 1. Thus every compact manifold is com-
plete. In general,

χj := χ(ρ/j),

gives a good family of cut–off functions, where χ is smooth on R, such that χ = 1 on (−∞, 1],
χ = 0 on [3,∞), 0 ≤ χ ≤ 1 and |χ′| ≤ 1.

Relation between pseudoconvexity and plurisubharmonicity.

Definition 5.2. A complex manifold X is said to be weakly pseudoconvex if there is a smooth
real function ψ on X such that for every c ∈ R,

ψc := {ψ < c}
is relatively compact in X and ψ is plurisubharmonic on X , i.e.

i∂∂ψ ≥ 0

on X . X is said to be Stein if moreover i∂∂ψ > 0 everywhere on X .

Exercise 5: Prove that if X is Kähler and weakly pseudoconvex then there is a complete
Kähler metric on X (in particular every Stein manifold is complete Kähler).

The Andreotti–Vesentini–Hörmander trick implies the following theorem:

Theorem 5.1 (∂-L2-estimate on complete Kähler manifold). Let (L, e−φ) be a holomorphic line
bundle on an n-dimensional complete Kähler manifold (X,ω). Assume that L is positive (i.e.
iΘ = i∂∂φ > 0). Then for every ∂-closed smooth L-valued (n, q)-form (q ≥ 1) c on X with
(B−1c, c) <∞, we can find a smooth L-valued (n, q − 1)-form a on X such that

∂a = c

on X and ||a||2 ≤ (B−1c, c).

6. HÖRMANDER THEORY, DEGREE (n, 1)-CASE

6.1. L2-estimate with respect to a non-complete Kähler metric. This part is around an un-
published result of the author and Bo-Yong Chen (based on [8]).

Definition 6.1. A Kähler metric ω on a complex manifold X is said to be quasi-complete if there
exists a family of Kähler manifolds {(Xj, ωj, χj)}∞j=1 such that

1) Each Xj is an open set in X , Xj ⊂ Xj+1 and X = ∪Xj;
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2) For each j we have ωj ≥ ω on Xj and for every compact subset K of X ,

lim
j→∞

sup
K
|ωj − ω|ω = 0;

3) Each χj is smooth with compact support in Xj such that 0 ≤ χj ≤ 1 on Xj ,

lim
j→∞

sup
Xj

|∂χj|ωj = 0

and for every compact subset K in X we have χj ≡ 1 on K for all j ≥ j(K).

Exercise 1: Recall that we have defined B := [iΘ,Λω]. Assume that iΘ > 0, try to show that

(B−1c, c)ω = (c, c)iΘ

for every smooth L-valued (n, 1)-form c on X (in particular, the above inner product does not
depend on the choice of ω).

We shall use the following lemma to prove the Hörmander L2-estimate on non-complete Käh-
ler manifold.

Lemma 6.1. Every Kähler metric ω on X is quasi-complete if there exists a complete Kähler
metric, say ω̂, on X .

Proof. Enough to take Xj = X , ωj = ω + (1/j)ω̂ and χj = χ(ρ/j2). �

Remark: In particular every Kähler metric on a weakly pseudoconvex manifold is quasi–
complete. The main result that we will prove is the following:

Theorem 6.2 (∂-L2-estimate on quasi-complete Kähler manifold). Let (L, e−φ) be a holomor-
phic line bundle on an n-dimensional quasi-complete Kähler manifold (X,ω). Assume that L
is positive (i.e. iΘ = i∂∂φ > 0). Then for every ∂-closed L-valued (n, 1)-form c on X with
||c||2iΘ <∞, we can find an L-valued (n, 0)-form a on X (i.e. a section of KX + L) such that

∂a = c

on X and ||a|| ≤ ||c||iΘ.

Proof. Denote by 2j and Bj the operators with respect to (Xj, ωj), solving the Laplace equation
gives vj on Xj such that

2jvj = c, ||∂vj||2ωj + ||∂∗vj||2ωj ≤ (B−1
j c, c)ωj = ||c||2iΘ,Xj ≤ ||c||

2
iΘ.

Claim: ∂
∗
∂vj goes to zero in the sense of distribution on every relatively compact open subset

in X . In fact ∂c = 0 implies that 2j∂vj = 0, thus each ∂vj is smooth and we have

0 = (χ2
j∂∂

∗
∂vj, ∂vj)ωj = ||χj∂

∗
∂vj||2ωj − 2(χj∂χj ∧ ∂

∗
∂vj, ∂vj)ωj ,

which gives
||χj∂

∗
∂vj||2ωj ≤ 4 sup

Xj

|∂χj|2ωj(B
−1c, c),
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which implies that (since {ωj} is locally bounded form above)

lim
j→∞
||∂∗∂vj||U,ω = 0,

for every relatively compact open subset U in X . Thus our claim is true.

Since ωj converges to ω locally uniformly, taking a weak limit of {∂∗vj|U} we get an L2-form
aU on U such that

∂aU = c, ||aU || ≤ ||c||iΘ.
Now weak limit of {aU} gives an L2-form a on X such that ∂a = c and ||a|| ≤ ||c||iΘ. �

Remark 1: The above theorem implies that

Hn,1
L2 (L) := L2

n,1(ker ∂, iΘ)/L2
n,1(Im ∂, iΘ)

is trivial if X is quasi-complete and iΘ > 0.

Remark 2: In caseX is a pseudoconvex domain in Cn, φ is a smooth strictly plurisubharmonic
function on X , we have

||a||2 =

∫
X

in
2

a ∧ ā e−φ.

If we write a = â dz, dV = in
2
dz ∧ dz (i.e. dV is 2n times the Lebesgue measure dλ) then

||a||2 =

∫
X

|â|2e−φ dV, ||c||2
i∂∂φ

=

∫
X

∑
cj̄ck̄φ

j̄ke−φ dV, c :=
∑

cj̄ dz̄
j ∧ dz.

Thus we get the following Hörmander theorem:

Theorem 6.3. Let φ be a smooth strictly plurisubharmonic function on a pseudoconvex domain
X in Cn. Then for every ∂-closed (0, 1)-form ĉ :=

∑
cj̄ dz̄

j on X there exists a function â on X
such that ∂â = ĉ on X and ∫

X

|â|2e−φ dλ ≤
∫
X

∑
cj̄ck̄φ

j̄ke−φ dλ,

provided the right hand side is finite.

Exercise 2: If φ is not strictly plurisubharmonic, then one may consider

ψ := φ+ |z|2.
In case X is bounded, try to prove the following theorem:

Theorem 6.4. Let φ be a smooth plurisubharmonic function on a pseudoconvex domain X in
Cn. Then for every ∂-closed (0, 1)-form ĉ :=

∑
cj̄ dz̄

j there exists a function â on X such that
∂â = ĉ on X and ∫

X

|â|2e−φ dλ ≤ esupX |z|2
∫
X

∑
|cj̄|2e−φ dλ,

provided the right hand side is finite.

We will also need the following generalized version of Theorem 6.2.
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Theorem 6.5 (Semi-positive version). Let (L, e−φ) be a holomorphic line bundle on an n-
dimensional quasi-complete Kähler manifold (X,ω). Assume that L is semi-positive (i.e. iΘ =
i∂∂φ ≥ 0). Then for every ∂-closed L-valued (n, 1)-form c on X with

I(c) := lim
ε→0
||c||iΘ+εω <∞,

we can find an L-valued (n, 0)-form a on X such that

∂a = c

on X and ||a|| ≤ I(c).

Proof. Consider 2j + ε instead of 2j , we find vj,ε on Xj such that

(2j + ε)vj,ε = c, ||∂vj,ε||2ωj + ||∂∗vj,ε||2ωj + ε||vj,ε||2ωj ≤ ((Bj + ε)−1c, c)ωj ≤ I(c)2.

Now ∂c = 0 gives

∂∂
∗
∂vj,ε + ε∂vj,ε = 0,

thus (2j + ε)∂vj,ε = 0 and each ∂vj,ε is smooth. Taking inner product with χ2
j∂vj,ε gives

0 = ε||χj∂vj,ε||2ωj + ||χj∂
∗
∂vj,ε||2ωj − 2(χj∂χj ∧ ∂

∗
∂vj,ε, ∂vj,ε)ωj .

Assume that supXj |∂χj|ωj = εj , we get

||χj∂
∗
∂vj,ε||2ωj ≤ 2εj||χj∂

∗
∂vj,ε||ωjI(c),

which gives

||χj∂
∗
∂vj,ε||ωj ≤ 2εjI(c).

The theorem follows if we first let ε go to zero then let j go to infinity. �

Exercise 3: Assume that

c = α ∧ u,

where α is a smooth (0, 1)-form such that

iᾱ ∧ α ≤ A2 · iΘ

on X , where A > 0 is a constant. Then

I(c) ≤ A · ||u||.

We will use this estimate later.
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6.2. Approximation theorem. Let us recall the following definition first.

Definition 6.2. A complex manifold X is said to be weakly pseudoconvex if there is a smooth
real function ρ on X such that for every c ∈ R,

Xc := {ρ < c}

is relatively compact in X and ρ is plurisubharmonic on X , i.e.

i∂∂ρ ≥ 0

on X (i.e. ρ is psh exhaustion). X is said to be Stein if moreover i∂∂ρ > 0 everywhere on X .

Theorem 6.6. Let (L, e−φ) be a holomorphic line bundle on an n-dimensional weakly pseudo-
convex Kähler manifold (X,ω, ρ). Assume that iΘ = i∂∂φ ≥ 0. Let u be an L-valued L2

holomorphic n-form on X0. Then there exists a family of L-valued holomorphic n-forms {uε},
each uε is holomorphic on Xε and

lim
ε→0
||uε − u||X0 = 0.

Proof. Put

(6.1) ψε := − log−(ρ− 2ε), ε > 0.

Then we know that each ψε is smooth and bounded on Xε. Moreover,

(6.2) i∂∂ψε ≥ i∂ψε ∧ ∂ψε,

on Xε. Let λ be a smooth function on R, such that λ ≡ 1 on (−∞, 1], λ ≡ 0 on [2,∞] and
|λ′| ≤ 2 on R. Put

(6.3) λε := λ

(
ρ+ 3ε

ε

)
.

Then on Xε we have

(6.4) i∂λε ∧ ∂λε ≤ 64 · i∂ψε ∧ ∂ψε ≤ 64 · i∂∂ψε,

and each λε is a smooth function with compact support in X0. Thus

(6.5)
∫
X0

|λεu|2e−(φ+ψε/2) <∞.

We claim that it is enough to take uε as the Bergman projection of λεu, i.e.

uε := P (λεu)

on Xε with respect to the weight function φ+ ψε/2. Put

(6.6) aε := λεu− uε.

Then each aε is the L2-minimal solution (with respect to the weight function φ+ ψε/2) of

(6.7) ∂(·) = ∂(λεu) = ∂λε ∧ u,
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on Xε. Thus each aεeψε/2 is the L2-minimal solution (with respect to the weight function φ+ψε,
try!) of the following equation on Xε

(6.8) ∂(·) = ∂(aεe
ψε/2) = eψε/2

(
∂λε ∧ u+

1

2
∂ψε ∧ aε

)
:= fε.

Thus Theorem 6.5 gives

(6.9)
∫
Xε

|aε|2e−φ =

∫
Xε

|aεeψε/2|2e−φ−ψε ≤ lim
δ→0

∫
Xε

|fε|2δω+i∂∂(φ+ψε)
e−φ−ψε .

Notice that (6.2), (6.4) and Exercise 3 together imply that

(6.10) lim
δ→0
|fε|2δω+i∂∂(φ+ψε)

≤ eψε · 2 · (64|u|2 +
1

4
|aε|2).

Thus we have

(6.11)
∫
Xε

|aε|2e−φ ≤ 256

∫
X−ε\X−2ε

|u|2e−φ → 0, as ε→ 0,

which gives

(6.12) lim
ε→0
||uε − u||X0 = 0.

Thus the theorem follows. �

Remark: For each ε > 0 consider

(6.13) µε := λ

(
3ρ

ε

)
.

Then we know that each µε is a smooth function with compact support on Xε such that µε ≡ 1
on X0. Let us choose kε > 0 such that

(6.14) kεχ
′′(ρ) ≥ 9

ε2
·
∣∣λ′(3ρ

ε

) ∣∣2
on X , where χ is smooth convex increasing function such that χ ≡ 0 on (−∞, 0). Then we have

(6.15) k · i∂∂(χ ◦ ρ) ≥ i∂µε ∧ ∂µε, ∀ k ≥ kε,

on X . For each k ≥ kε, let ak,ε be the L2-minimal solution of

(6.16) ∂(·) = ∂(µεuε) := vε,

on X with respect to the weight function φ+ kχ ◦ ρ. Notice that (6.15) implies that

(6.17) lim
δ→0

∫
X

|vε|2δω+i∂∂(φ+kχ◦ρ)
e−φ−kχ◦ρ ≤

∫
Xε\X0

|uε|2e−φ−kχ◦ρ → 0 (k →∞).

Thus by Hörmander’s L2-estimates, we have

(6.18)
∫
X

|ak,ε|2e−φ−kχ◦ρ ≤ lim
δ→0

∫
Xs

|vε|2δω+i∂∂(φ+kχ◦ρ)
e−φ−kχ◦ρ → 0 (k →∞).
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Put

(6.19) uk,ε := µεuε − ak,ε.
Then each uk,ε (k ≥ kε) is holomorphic on X and

(6.20) ||uk,ε − u||X0 → 0 (ε→ 0, k →∞).

Thus we can make each uε to be holomorphic on X in the above approximation theorem.

6.3. Vanishing theorem and Levi problem on Stein manifold. Recall that a Stein manifold
is a complex manifold, say X , with a smooth strictly psh exhaustion function, say ρ. Since for
every smooth E-valued (n, q)-form c on X , we can choose a convex increasing function, say χ,
such that ||e−χ(ρ)c||i∂∂ρ <∞, we know that if c is ∂-closed and q ≥ 1 then c must be ∂-exact.

Theorem 6.7 (Exercise). Let E be a holomorphic vector bundle over a Stein manifold X . Then
the Dolbeault cohomology group Hn,q(X,E) is trivial if q ≥ 1. Since

Hn,q(X,E) ∼ Hq(X,KX ⊗ E),

Consider E ⊗ K−1
X instead of E, we know that the q-th Cech cohomology group Hq(X,E) is

trivial as long as q ≥ 1.

Another application of the Hörmander theory is a nice solution of the Levi problem:

Is a Stein manifold (X, ρ) holomorphically convex ? Here holomorphically convex means that:
for every sequence of points {xj} inX such that ρ(xj) goes to infinity we can find a holomorphic
function f on X such that |f(xj)| goes to infinity.

Theorem 6.8. Stein manifold is holomorphically convex.

Proof. Apply the Hörmander theorem to the case that L = −KX . Then an L-valued (n, 0)-form
is just a function and an L-valued (n, 1)-form is a (0, 1)-form. Fix an arbitrary smooth metric
e−φ on L, at each point xj choose local holomorphic coordinate system zj = {zkj }1≤k≤n centered
at xj such that {|zj| < 3} ∩ {xj} = xj . Consider

c =
∑

j∂λ(|zj|) ∧ dz1
j ∧ · · · ∧ dznj ⊗ (dz1

j ∧ · · · ∧ dznj )−1

where λ(x) ≡ 1 on |x| ≤ 1 and λ ≡ 0 on |x| ≥ 3. Consider an extra weight function

ψε := χ(ρ) +
∑

nλ(|zj|) log(|zj|2 + ε),

where χ is choosing such that

i∂∂ψε + i∂∂φ ≥ ω := i∂∂ρ

on X (the key point is that χ does not depend on ε) and

||e−ψε/2c||ω ≤ 1.

Then Hörmander’s theorem gives uε such that ∂uε = c and

||e−ψε/2uε||ω ≤ 1
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Let uε goes to zero. Then we get u such that ∂u = 0 and u(xj) = 0. Thus

f := −u+
∑

jλ(|zj|) ∧ dz1
j ∧ · · · ∧ dznj ⊗ (dz1

j ∧ · · · ∧ dznj )−1

fits our needs. �

Remark: The original definition of Stein manifold is the following:

A complex manifold X is said to be Stein if it is holomorphically convex and for every x 6=
y ∈ X , there exists a holomorphic function f on X such that f(x) 6= f(y).

It is known that if X is Stein in the above sense then X is Stein (see Demailly’s book).

Exercise 4: Prove that if X is Stein then X is also Stein in the above sense.

6.4. Kodaira embedding theorem.

Definition 6.3. Let L be a holomorphic line bundle on a compact complex manifold X , we say
that L is positive if there exists a smooth metric e−φ on L such that its Chern curvature satisfies

iΘ = i∂∂φ > 0

on X . We say that L is ample if there exists m ∈ N such that a basis, say {ej}, of the space
of holomorphic sections of mL on X defines a holomorphic embedding of X into PN , N + 1 =
dimH0(X,mL) as follows

x 7→ [e0(x), · · · , eN(x)] ∈ PN .
We say that mL is very ample.

Remark: A result of Chow says that every submanifold of Pn is given by the common zero
set of a finite number of homogeneous polynomials in Cn+1, i.e. every submanifold of Pn is
algebraic. The following lemma implies that every algebraic manifold is Kähler. But not every
Kähler manifold is algebraic (there exists a non-algebraic two dimensional torus).

Proposition 6.9. Ample implies positive.

Proof. Show that the O(1) bundle on PN is positive. If {ej} above defines a holomorphic em-
bedding, say

Φ : X → PN .
Then the pull back of the O(1) bundle is equal to mL. Thus mL has a positively curved metric,
say e−φ. Then e−φ/m defines a positively curved metric on L. �

Theorem 6.10 (Kodaira embedding theorem). Positive implies ample.

Proof. Assume that L is positive. Denote by Φm the map (depends on the choice of basis!) to PN
defined by a basis ofH0(X,mL). First let us show that the map Φm is well defined, i.e. for every
x ∈ X , we can find u ∈ H0(X,mL) such that u(x) 6= 0 (we say that mL is base point free).
The proof is very similar to the Levi problem. In fact, let z be the local holomorphic coordinate
system centered at x such that {|z| < 3} is a well defined open set in X and on which L has a
holomorphic frame, say σ. Let e−φ be the positively curved metric on L. Let e−ψ be a smooth
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metric on KX . Since X is compact and i∂∂φ is positive on X , we can choose a sufficiently large
m such that

i∂∂(mφ− ψ + nλ(|z|) log(|z|2 + ε)) > ω := i∂∂φ

for every ε (the same m for all ε ≤ 1 and all x, think why!). Consider

c = ∂λ(|z|) ∧ dz1 ∧ · · · dzn ⊗ (dz1 ∧ · · · dzn)−1 ⊗ σm,

Same as before, solving ∂ and let ε goes to zero, we get u such that ∂a = c and a(x) = 0. Thus

u := λ(|z|)dz1 ∧ · · · dzn ⊗ (dz1 ∧ · · · dzn)−1 ⊗ σm − a

fits our needs. Similar argument implies that when m is sufficiently large Φm is injective with
injective differential. Thus Φm defines a holomorphic embedding when m is sufficiently large.
The proof is complete. �

Exercise 5: Add the details in the above proof.

7. DEGREE (n, n)-CASE

Recall that Siu’s ∂∂–Bochner trick is to compute i∂∂T , where

T := cn−qe
−φγu ∧ γu ∧ ωq−1

is an (n− 1, n− 1)-form associated to an L-valued smooth (n, q)-form u with compact support,
q ≥ 1. The main formula is: assume that dω = 0 then

i∂∂T =
(
−2Re〈∂∂∗u, u〉+ |∂∗u|2 − |∂u|2 + |∂γu|2

)
e−φωn + i∂∂φ ∧ T.

In case q = n we have
T = e−φ|γu|2ωn−1

and ∂u = 0, thus

i∂∂T =
(
−2Re〈∂∂∗u, u〉+ |∂∗u|2 + |∂γu|2

)
e−φωn + i∂∂φ ∧ T

Exercise 6: Check that the above formula is also true in case dωn−1 = 0.

Integrate the above formula, we get

||∂∗u||2 = ||∂γu||2 +

∫
X

i∂∂φ ∧ T.

Notice that
i∂∂φ ∧ T = e−φ|γu|2ωn−1 ∧ i∂∂φ.

Exercise 7: Assume that the eigenvalue of i∂∂φ with respect to ω is λ1 ≤ · · · ≤ λn. Then

ωn−1 ∧ i∂∂φ = (λ1 + · · ·+ λn)ωn.
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Definition 7.1. We call λ1 + · · · + λn the trace of i∂∂φ with respect to ω, and denote it by
Trω(i∂∂φ):

ωn−1 ∧ i∂∂φ = Trω(i∂∂φ)ωn.

In case L = −KX , and φ is defined by

e−φ(z)in
2

dz ∧ dz = ωn.

Then we call i∂∂φ the Ricci form associated to ω and Trω(i∂∂φ) the Scalar curvature of ω.

Exercise 8: Prove the following theorem.

Theorem 7.1 (∂-L2-estimate for (n, n)-forms). Let (L, e−φ) be a holomorphic line bundle on
an n-dimensional Kähler manifold (X,ω). Assume that Trω(iΘ) > 0. Then for every L-valued
(n, n)-form c on X with

I(c) :=

∫
X

Trω(iΘ)−1|c|2ωe−φωn <∞,

we can find an L-valued (n, n− 1)-form a on X such that ∂a = c on X and ||a||2 ≤ I(c).

Remark 1: The above theorem is also true for non-Kähler manifolds with d-closed ωn−1.

Remark 2: In case Trω(iΘ) ≥ 0, just replace I(c) <∞ by

I(c) := lim
ε→0

∫
X

Trω(iΘ + εω)−1|c|2ωe−φωn <∞

then the theorem still holds (try!).

Remark 3: By the above theorem, if the scalar curvature S(ω) > 0 on X (X is compact
Kähler) then

Hn,n(X,−KX) = H0,0(X,KX) = {0}.
If S(ω) < 0 then

Hn,n(X,KX) = H0,0(X,−KX) = {0}.

7.1. Approximation theorem.

Theorem 7.2. Let (L, e−φ) be a holomorphic line bundle on an n-dimensional weakly pseudo-
convex Kähler manifold (X,ω, ρ). Assume that iΘ = i∂∂φ ≥ 0. Let u be a ∂-closed L-valued
L2 (n, n− 1)-form on X0. Then there exists a family of L-valued (n, n− 1)-forms {uε}, each uε
is ∂-closed on X and

lim
ε→0
||uε − u||X0 = 0.

Proof. The proof is very similar to degree (n, 0) case. With the same notation, we need to
estimate

Trω(δω + i∂∂(φ+ ψε))
−1 · |∂ψε ∧ aε|2ω.

What we have is
i∂ψε ∧ ∂ψε ≤ i∂∂ψε,
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which implies that
|∂ψε|2ωωn ≤ ωn−1 ∧ i∂∂ψε.

By the definition of Trω, we have

Trω(δω + i∂∂(φ+ ψε))
−1ωn−1 ∧ (δω + i∂∂(φ+ ψε)) = ωn,

which gives
Trω(δω + i∂∂(φ+ ψε))

−1ωn−1 ∧ i∂∂ψε ≤ ωn.

Thus we have
Trω(δω + i∂∂(φ+ ψε))

−1|∂ψε|2ωωn ≤ ωn,

which gives
Trω(δω + i∂∂(φ+ ψε))

−1 · |∂ψε ∧ aε|2ω ≤ |aε|2ω.
�

Exercise 9: Add the details in the above proof.

8. GENERAL (n, q)-VERSION

8.1. Approximation theorem. Our main aim is to prove the (n, q)-version of the approximation
theorem. We need the following linear algebra lemma (generalization of our estimate in degree
(n, 1) and (n, n) cases).

Lemma 8.1. Fix x ∈ X , the following pointwise inner product (with respect to ω) satisfies

(8.1) lim
ε→0

((B + ε)−1(b ∧ a), b ∧ a)(x) ≤ (a, a)(x),

where b is of degree-(0, 1), a is of degree (n, q − 1), B = [iΘ,Λω] and we assume that

(8.2) iΘ(x) ≥ i b(x) ∧ b(x).

Proof. Assume that {ej} is an orthonormal basis of ∧1,0T ∗xX with respect to ω(x) and b(x) = e1.
It is enough to prove the case (try!) when

Θ(x) = e1 ∧ e1.

Assume that
a(x) = e1 ∧ a1 + a2,

where a1, a2 contain no e1 terms, then

(B + ε)−1(b ∧ a) = (1 + ε)−1e1 ∧ a2,

which gives
lim
ε→0

((B + εω)−1(b ∧ a), b ∧ a)(x) = (a2, a2)(x) ≤ (a, a)(x).

Thus the lemma follows. �

Exercise 10: Use the above lemma and the proof of Theorem 6.2 to prove the following two
theorems.
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Theorem 8.2. Let (L, e−φ) be a holomorphic line bundle on an n-dimensional quasi-complete
Kähler manifold (X,ω). Assume that

iΘ = i∂∂φ ≥ i b̄ ∧ b
for a smooth (0, 1)-form b on X . Then for every ∂-closed L-valued (n, q)-form (q ≥ 1) c such
that c = b ∧ a on X and ||a|| <∞, we can find an L-valued (n, q − 1)-form u on X such that

∂u = c

on X and ||u|| ≤ ||a||.

Theorem 8.3. Let (L, e−φ) be a holomorphic line bundle on an n-dimensional weakly pseudo-
convex Kähler manifold (X,ω, ρ). Assume that iΘ = i∂∂φ ≥ 0. Let u be a ∂-closed L-valued L2

(n, q)-form on X0. Then there exists a family of L-valued (n, q)-forms {uε}, each uε is ∂-closed
on X and limε→0 ||uε − u||X0 = 0.

8.2. Hörmander theory, general degree (n, q) case. The proof of Lemma 8.1 also gives:

Lemma 8.4. Let (X,ω) be a Kähler manifold. Fix m ∈ N. Let bj (resp. aj) be (1, 0) (resp.
(n, q − 1)) forms on X , 1 ≤ j ≤ m. Let iΘ be a semi-positive (1, 1) form on X . Assume that

(8.3)
m∑
j=1

Ajk̄(x) ξj ξ̄k · iΘ(x) ≥ i bξ ∧ bξ, bξ :=
m∑
j=1

bj(x)ξj, ∀ ξ ∈ Cm, x ∈ X,

where each (Ajk̄(x)) is a semi-positive definite Hermitian matrix. Put B = [iΘ,Λω], then

(8.4) lim
ε→0

(
(B + ε)−1

m∑
j=1

bj ∧ aj,
m∑
j=1

bj ∧ aj

)
(x) ≤

m∑
j,k=1

Ajk̄(x)(aj, ak)(x),

for every x ∈ X .

Proof. By a linear transform, it suffices to prove the case that (Ajk̄(x)) is the identity matrix.
For simplicity’s sake, we will only prove the case that iΘ = ω, {bj(x)} = {ej}1≤j≤n is an
orthonormal basis of ∧0,1T ∗xX (the general case follows by a similar argument). Then (8.4) is
equivalent to that

(8.5)
∣∣ n∑
j=1

ej ∧ aj
∣∣2 ≤ q ·

n∑
j=1

|aj|2.

Using orthogonal decomposition, one may assume that each aj does not contain the ej term, then
(8.5) follows from Hilbert space inequality (due to the convexity of || · ||)∣∣v1 + · · ·+ vq

q

∣∣2 ≤ |v1|2 + · · ·+ |vq|2

q
.

�

Remark: One may also generalize the above lemma to the "q-semipositivity" case (see the
proof of Lemma 3.10 in [17]). Similar as before, the above lemma gives the following general-
ization of Theorem 8.2.
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Theorem 8.5. Let (L, e−φ) be a holomorphic line bundle on an n-dimensional quasi-complete
Kähler manifold (X,ω). Let

c =
m∑
j=1

bj ∧ aj

be a ∂-closed L-valued (n, q)-form (q ≥ 1), where b1, · · · , bm are smooth (0, 1)-forms on X .
Assume that (8.3) holds for Θ = ∂∂φ. Then we can find an L-valued (n, q − 1)-form u on X
such that

∂u = c

on X and

||u||2 ≤
m∑

j,k=1

(Ajk̄aj, ak)

provided the right hand side is finite.

Remark: The above theorem is inspired by Berndtsson’s Nakano positivity of the direct image
bundle [2], in which case,

c =
m∑
j=1

∂ψtj ∧ aj,

where ψ is a smooth function on B ×X (B denotes the unit ball in Cm) such that

ψ(t, x) + φ(x)

is (locally) psh as a function of (t, x). Then we know that for each t ∈ B, (8.3) holds for
bj = ∂ψtj , Θ = ∂z∂z(ψ + φ) and

Ajk̄ = ψtj t̄k .

Thus the above theorem implies that if u is the L2 minimal solution of ∂u = c then

||u||2 ≤
m∑

j,k=1

(ψtj t̄kaj, ak).

9. NEWLANDER–NIRENBERG THEOREM

In this short note we shall recall the classical Newlander-Nirenberg theorem and its vector
bundle version. We shall also recall an L2-Hörmander-proof given by Demailly.

9.1. Classical Newlander-Nirenberg theorem. Let M be a smooth manifold. Let us recall the
following definition:

Definition 9.1. We call a smooth bundle mapping J from TM to itself an almost complex struc-
ture on M if J2 = −1.
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Now similar as before, we have the following decompositon

(9.1) ∧k (T ∗xM ⊗R C) = ⊕p+q=k(∧pT ∗xMC ∧ ∧qT ∗xMC), ∀x ∈M, 1 ≤ k ≤ dimRM.

Thus every complex valued k-form can be written as the sum of (p, q)-forms. Now let u be a
smooth (p, q)-form on M , locally one may write (not unique)

(9.2) u =
∑

uj1 ∧ · · · ∧ ujp ∧ ūk1 ∧ · · · ∧ ūkq ,

where each ujt is a section of T ∗MC and each ūks is a section of T ∗MC. By the Leibniz rule, du
can be written as

(9.3) duj1 ∧ · · · ∧ ujp ∧ ūk1 ∧ · · · ∧ ūkq + · · ·+ (−1)p+q−1uj1 ∧ · · · ∧ ujp ∧ ūk1 ∧ · · · ∧ dūkq .
Thus we have

(9.4) du = dup+1,q + dup,q+1 + dup−1,q+2 + dup+2,q−1,

where each dut,s denotes the (t, s)-part of du.

Definition 9.2. ∂u := dup,q+1, ∂u := dup+1,q. We say that J is integrable if d = ∂ + ∂.

Proposition 9.1. J is integrable if and only if ∂
2

= 0.

Proof. It suffices to show that ∂
2

= 0 implies that J is integrable. By definition, we have ∂ = ∂.
Thus ∂

2
= 0 is equivalent to ∂2 = 0. By (9.3), it suffice to show that if u is an (1, 0) or (0, 1)

form, then du = ∂u+ ∂u. For example, if u is an (1, 0)-form, then one may write u =
∑
aj∂bj .

Thus
du =

∑
daj ∧ ∂bj + ajd∂bj.

Now it suffices to show that each d∂bj has no (0, 2)-part. Since each bj is a function, we have
dbj = ∂bj + ∂bj . Thus

d∂bj = d(d− ∂)bj = −d∂bj,
and the (0, 2)-part of d∂bj is just −∂2

bj , which vanishes by our assumption. Same argument
works for (0, 1)-form. �

We shall present Hörmander’s L2-proof of the following theorem of Newlander-Nirenberg:

Theorem 9.2 (Newlander-Nirenberg). If J is integrable then for every x ∈ M there exist n
smooth complex valued functions, say z1, · · · , zn, near x such that ∂zj = 0 near x for each j
and {∂zj(x)}1≤j≤n defines a basis of T ∗xMC.

Let us show how to use this theorem first. Since {∂zj(x)}1≤j≤n defines a basis of T ∗xMC,
we know that {∂z̄j(x)}1≤j≤n defines a basis of T ∗xMC. Since ∂zj = 0 near x, we know that
∂z̄j = 0 near x also. Thus {dImzj, dRezj}1≤j≤n defines a R-basis of T ∗xM . Now we can
use z := {Rezj, Imzj}1≤j≤n to define a coordinate covering of M . Let z : U → R2n and
w : V → R2n be two such coordinate charts. Assume that U ∩ V is a non-empty open subset of
M . Then w ◦ z−1 is a smooth mapping from z(U ∩ V ) to w(U ∩ V ). Now let us look at z and w
as complex valued functions, then both z(U ∩ V ) and w(U ∩ V ) can be seen as open subsets of
Cn. We shall show that w ◦ z−1 is holomorphic.
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Definition 9.3. Let U be an open subset in Cn. Let f be a smooth mapping from U to Cm. f is
said to be holomorphic on U if

(9.5) ∂fk/∂z̄j ≡ 0, on U, ∀ 1 ≤ k ≤ m, ∀ 1 ≤ j ≤ n.

Now let us prove f := w◦z−1 is holomorphic on z(U∩V ) in the sense of the above definition.
Sincewk = fk(z) and {Rezj, Imzj}1≤j≤n defines a smooth local coordinate chart onM , we have

(9.6) dwk =
∑

∂fk/∂Rezj dRezj +
∑

∂fk/∂Imzj dImzj.

Since ∂wk = 0, thus by definition of ∂wk above, we have

(9.7) 0 =
∑

∂fk/∂Rezj ∂Rezj +
∑

∂fk/∂Imzj ∂Imzj.

Since ∂zj = 0 and

(9.8) Rezj =
zj + z̄j

2
, Imzj =

zj − z̄j
2i

,

we have

(9.9) ∂Rezj =
1

2
∂z̄j; ∂Imzj =

−1

2i
∂z̄j.

Thus we have

(9.10) 0 =
∑(

∂fk/∂Rezj −
1

i

∑
∂fk/∂Imzj

)
∂z̄j.

Since {∂z̄j}1≤j≤n are linearly independent, we have

(9.11) ∂fk/∂z̄j =
1

2

(
∂fk/∂Rezj + i

∑
∂fk/∂Imzj

)
≡ 0,

on z(U ∩ V ). Thus f = w ◦ z−1 is holomorphic on z(U ∩ V ).

The Newlander-Nirenberg theorem tells us that a smooth manifold with an integrable almost
complex structure is in fact a complex manifold. Now let us recall the Hörmander proof [13]
of the Newlander-Nirenberg theorem. The basic idea of Hörmander is: by using a precise L2-
estimate, a "good" J-plurisubharmonic functions gives J-holomorphic sections. Moreover, if J
is integrable then locally there exist "good" J-plurisubharmonic functions.

Step 1: Construct "good" J-plurisubharmonic functions (see [9]).

Let us fix a point x in M . Let us take 2n smooth functions, say x1, · · · , x2n, near x such that

x1(x) = · · · = x2n(x) = 0,

and {dx1(x), · · · , dx2n(x)} defines a base of T ∗xM . Thus there exists a small open neighborhood,
say Ux, of x such that

(x1, · · · , x2n) : Ux → R2n,

defines a smooth coordinate chart on Ux. Now let us fix a base, say {σ1, · · · , σn}, of T ∗xMC. By
definition, we have

(9.12) σj =
∑

akjdxk(x), akj ∈ C, 1 ≤ j ≤ n, 1 ≤ k ≤ 2n.



38 XU WANG

Since each σj has no (0, 1)-part, we know that

(9.13)
∑

akj∂xk(x) = 0.

Put

(9.14) fj =
∑

akjxk, 1 ≤ j ≤ n,

then fj are smooth complex valued functions on Ux and ∂fj are zero at x, i.e.

(9.15) ∂fj(x) = 0.

By choosing sufficiently small Ux, one may assume that {Refj, Imfj}1≤j≤n defines a coordinate
chart on Ux. Put

(9.16) ψ = |f |2 :=
∑

fj f̄j,

then ψ is a smooth function on Ux. Thus choose δ > 0 sufficienely small, we know that

(9.17) Ω := {ψ < δ}
is a relatively compact open subset of Ux and the gradient of ψ has no zero point on the boundary,
{ψ = 1}, of Ω. Put

(9.18) ω = i∂∂ψ, ω̂ = i∂∂ (− log(δ − ψ)) .

If J is integrable then both ω and ω̂ are real d-closed (1, 1)-forms on Ω. Since

(9.19) fj(x) = ∂fj(x) = 0,

we have

(9.20) i∂∂ψ(x) =
∑

i∂fj(x) ∧ ∂f̄j(x) = i
∑

σj ∧ σ̄j > 0.

Thus if δ is small enough then i∂∂ψ > 0 on Ω. We call ω a J-Kähler form on Ω. In order
to constuct a singular J-plurisubharmonic function, we have to use the following lemma of
Demailly [9]:

Lemma 9.3 (Demailly). If J is integrable then there exist n smooth complex valued functions,
say g1, · · · , gn, on a neighborhood of x such that

gj(x) = 0, ∂gj(x) = σj, ∂gj = O(ψ),

for every 1 ≤ j ≤ n.

Proof. Since {∂f̄k}1≤k≤n defines a base of (0, 1)-form on Ux and ∂fj(x) = 0, we have

(9.21) ∂fj =
∑

pklj fl∂f̄k +
∑

qklj f̄l∂f̄k,

where pklj , q
kl
j are smooth function on Ux. Since J is integrable, we know that

(9.22) 0 = ∂
2
fj(x) =

∑
qklj (x)∂f̄l(x) ∧ ∂f̄k(x),

which implies that

(9.23) qklj (x) = qlkj (x).
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Let us consider

(9.24) gj = fj +
∑

aklf̄kfl +
∑

bklf̄kf̄l,

where akl, bkl are complex constants and bkl = blk. Thus

(9.25) ∂gj = ∂fj +
∑

aklfl∂f̄k +
∑

aklf̄k∂fl + 2
∑

bklf̄l∂f̄k.

It suffices to choose akl, bkl with bkl = blk such that

(9.26) 2bkl + qklj (x) = 0, akl + pklj (x) = 0.

the existence of akl, bkl follows from (9.23). �

By Demailly’s lemma, one may assume that (consider gj instead of fj)

(9.27) ∂fj = O(ψ)

Then we have

(9.28) ∂ψ =
∑

f̄j∂fj +O(ψ3/2),

thus

(9.29) i∂ψ ∧ ∂ψ ≤ ψ
∑

i∂fj ∧ ∂f̄j +O(ψ2).

Moreover, ∂fj = O(ψ) implies that

(9.30) i∂∂fj = O(ψ1/2),

thus

(9.31) i∂∂ψ =
∑

i∂fj ∧ ∂f̄j +O(ψ).

Hence

(9.32) i∂ψ ∧ ∂ψ ≤ ψi∂∂ψ +O(ψ2).

Thus (choose a smaller δ if necessary) there exists a sufficiently big positive number N such that

(9.33) i∂ψ ∧ ∂ψ ≤ (ψ +Nψ2)i∂∂ψ,

on Ω, which implies that

(9.34) i∂∂ log(ψ + ε) ≥ (ε−Nψ2)
i∂∂ψ

(ψ + ε)2
≥ −Ni∂∂ψ,

for every ε > 0.

Step 2: ∂∂-Bochner formula for integrable J .

Let γ be an arbitrary smooth (n− q, 0)-form on Ω and let φ be a real valued smooth function
on Ω. Put

ωq = ωq/q!, u = γ ∧ ωq,
and

T = i(n−q)
2

γ ∧ γ̄ ∧ e−φ ∧ ωq−1.
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Let us define
∂
∗

= − ∗ ∂φ∗,
where

∂φ := ∂ − ∂φ ∧ .
Since J is integrable, we have

∂2
φ = ∂

2
= 0.

Thus i∂∂T can be written as

(9.35) − 2Re〈∂∂∗u, u〉e−φωn + |∂∗u|2e−φωn + i∂∂φ ∧ T − S,
where

S = i(n−q+1)2∂γ ∧ ∂γ ∧ e−φ ∧ ωq−1.

The following lemma follows from the primitive decomposition of ∂γ (see Lemma 4.2 in Berndts-
son’s lecture notes [3] or section 8 of the notes).

Lemma 9.4. S = (|∂u|2 − |∂∗φu|2)e−φωn.

Thus we have the following ∂∂-Bochner formula for (n, q)-forms:

(9.36) i∂∂T =
(
−2Re〈∂∂∗u, u〉+ |∂∗u|2 − |∂u|2 + |∂∗φu|2

)
e−φωn + i∂∂φ ∧ T.

Step 3: Hörmander’s L2-estimate.

In order to construct ∂-closed functions that we need, we have to solve the ∂-equation for
(0, 1)-form. But we only have ∂∂-Bochner formula for (n, q)-forms, thus it is necessary to solve
∂-equation for (n, 1)-form and construst a "good" ∂-closed holomorphic (n, 0)-form, then we
can use it to solve the ∂-equation for (0, 1)-form.

We shall use Chen’s method [8] to solve the ∂-equation. More precisely, put

(9.37) v = ∂(∂f1 ∧ · · · ∧ ∂fn),

and

(9.38) ψε = nNψ + n log(ψ + ε)− log(δ − ψ),

By (9.30), (9.18) and (9.34), we have

(9.39) i∂∂ψε ≥ ω̂,

and

(9.40)
∫

Ω

|v|2ω̂e−ψεω̂n ≤
∫

Ω

|v|2ω̂e−ψ0ω̂n := I(v) <∞, ∀ ε > 0.

Put

(9.41) Q(α, β) :=

∫
Ω

〈∂∗α, ∂∗β〉ω̂e−ψεω̂n +

∫
Ω

〈∂α, ∂β〉ω̂e−ψεω̂n.
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By (9.36), we have

(9.42) Q(α, α) ≥
∫

Ω

|α|2ω̂e−ψεω̂n,

for every smooth (n, 1)-form α with compact support in Ω. Denote by H the completion under
Hermitian form Q of the space of smooth (n, 1)-forms with compact support in Ω. Thus

(9.43) α→
∫

Ω

〈α, v〉ω̂e−ψεω̂n,

extends to a Q-bounded linear functional on H . By the Riesz representation theorem and (9.42),
we know that there exists a ∈ H such that

(9.44) Q(α, a) =

∫
Ω

〈α, v〉ω̂e−ψεω̂n, ∀ α ∈ H,

and

(9.45) Q(a, a) ≤
∫

Ω

|v|2ω̂e−ψεω̂n ≤ I(v).

Notice that (9.44) implies that

(9.46)
(
∂∂
∗

+ ∂
∗
∂
)
a = v,

in the sense of current. Since ∂∂
∗

+ ∂
∗
∂ is elliptic and v is smooth, we know that there exists a

smooth representative, say a, of the current a such that

(9.47)
(
∂∂
∗

+ ∂
∗
∂
)
a = v,

on D (in fact, by using the Fourier transform, we get a Gårding inequality for elliptic operator
with constant coefficients, then one can get the Gårding inequality for general elliptic operator
by comparing with the case of constant coefficients. In our case, by (9.45) and convolution of a
with a smooth function, say the Gaussian kernel, and using the Arzelà- Ascoli theorem, we get
that the current solution a locally has a smooth representative. By using the partition of unity,
we finally get a global smooth representative, say a, of a) and

(9.48) Q(a, a) ≤ I(v).

Since J is integrable, (9.47) implies that

(9.49) ∂∂
∗
∂a ≡ 0

on Ω. Let χ be a smooth function on R such that χ ≡ 1 on (−∞, 1/2), χ ≡ 0 on (1,∞) and
|χ′| ≤ 3 on R. Then

(9.50) χt := χ(t log
1

δ − ψ
) ∈ C∞0 (Ω,R), ∀ t > 0.

Moreover,

(9.51) |∂(χt)|ω̂ ≤ 3t,
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on Ω. Since

(9.52) (χ2
t∂∂

∗
∂a, ∂a) = ||χt∂

∗
∂a||2 − (2χt∂χt ∧ ∂

∗
∂a, ∂a),

by (9.49) and (9.51), we have

(9.53) ||χt∂
∗
∂a||2 ≤ 6t||χt∂

∗
∂a||.

Let t goes to zero, we know that

(9.54) ∂
∗
∂a ≡ 0,

on Ω. Thus we have

(9.55) ∂∂
∗
a = v,

on Ω. Put
uε = ∂

∗
a.

We know that ∂uε = v and

(9.56)
∫

Ω

|uε|2ω̂e−ψεω̂n ≤ Q(a, a) ≤ I(v).

Let ε go to zero, by taking the weak limit, we get an (n, 0)-current u such that ∂u = v in the
sense of current and

(9.57)
∫

Ω

|u|2ω̂e−ψ0ω̂n ≤ I(v).

Again since ∂ is elliptic on (n, 0)-forms, we know that the current u has a smooth representative
u such that ∂u = v and

(9.58)
∫

Ω

|u|2ω̂e−ψ0ω̂n ≤ I(v).

Since e−ψ0 is not integrable near x, we know that

(9.59) u(x) = 0.

Put

(9.60) σ = ∂f1 ∧ · · · ∧ ∂fn − u.

we know that

(9.61) ∂σ = 0, σ(x) 6= 0.

Put

(9.62) Ω1 = {ψ < δ1}.
Choose 0 < δ1 < δ small enough, one may assume that σ has no zero point in the closure of Ω1.
This time, put

(9.63) vj = ∂(fjσ), 1 ≤ j ≤ n,

and

(9.64) φε = (n+ 1)Nψ + (n+ 1) log(ψ + ε)− log(δ1 − ψ).
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Consider the complete J-Kähler form

(9.65) ω̃ := i∂∂ (− log(δ1 − ψ)) .

Similar as before, for each j, we get a smooth (n, 0)-form uj on Ω1 such that

(9.66) ∂uj = vj, uj(x) = 0, duj(x) = 0, 1 ≤ j ≤ n.

Put

(9.67) uj = hjσ, 1 ≤ j ≤ n.

Then

(9.68) ∂(fj − hj) = 0, hj(x) = 0, dhj(x) = 0, 1 ≤ j ≤ n.

We know that

(9.69) zj := fj − hj, 1 ≤ j ≤ n.

fit our needs. Thus the Newlander-Nirenberg theorem is proved.

9.2. Vector bundle version of the Newlander-Nirenberg theorem. In this section, we shall
prove the following theorem:

Theorem 9.5. Let E be a complex smooth vector bundle, say complex rank r, over a complex
manifold X . Let D be a smooth connection on E. Denote by D0,1 the (0, 1)-part of D. If
(D0,1)2S ≡ 0 on X for every smooth section S of E over X then for every x ∈ X there exist r
smooth sections, say S1, · · · , Sr, near x such thatD0,1Sj = 0 near x for each j and {Sj(x)}1≤j≤r
defines a basis of Ex.

Idea of the proof: Fix a Hermitian metric, say h, of E and define the "almost Chern con-
nection", say Dh, on E with respect to D0,1 and h, then use Dh to prove that the ∂∂-Bochner
formula is true for smooth section of E. Finally, solve the D0,1-equation with singular weight to
get the sections that we need.

Step 1: Construct the almost Chern connection.

Let us fix a smooth Hermitian metric, say h, on E. They there is a natural sesquilinear product
(see section 2), say {·, ·}, on ∧·,·T ∗X ⊗ E with respect to h. A connection D is said to be
h-Hermitian if

(9.70) d{S, T} = {DS, T}+ (−1)degS{S,DT},

for every E-valued differential forms S, T . We shall prove that:

Lemma 9.6. Let D be the connection in Theorem 9.5. Then there exists a unique h-Hermitian
connection, say Dh, on E such that Dh is h-Hermitian and D0,1

h = D0,1. Moreover, (D0,1)2 = 0

implies that (D1,0
h )2 = 0.
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Proof. Let us define D1,0
h by requiring

(9.71) ∂{S, T} = {D1,0
h S, T}+ (−1)degS{S,D0,1T},

for every smooth E-valued differential forms S, T . Put

Dh = D0,1 +D1,0
h .

Then one may verify that for every smooth differential form f on X , we have

Dh(f ∧ S) = df ∧ S + (−1)deg ff ∧DhS,

and

(9.72) d{S, T} = {DhS, T}+ (−1)degS{S,DhT}.
Thus Dh fits our needs. Now it suffices to show that (D1,0

h )2 = 0. Since ∂2 = 0, by (9.71), if
(D0,1)2 = 0 then

(9.73) 0 = ∂∂{S, T} = {(D1,0
h )2S, T},

for every smooth E-valued differential forms S, T . Thus (D1,0
h )2 = 0. �

Definition 9.4. The curvature of the almost Chern connection Dh in the above lemma is defined
to be Θ(E, h) := D2

h.

Definition 9.5. Let us write D1,0
h = ∂E and D0,1 = ∂.

Step 2: ∂∂-Bochner formula for smooth sections of E.

Since a complex manifold is locallly Kähler. Let ω be a Kähler form on a pesudoconvex open
neighborhood, say Ω, of x. Let γ be an arbitrary E-valued smooth (n− q, 0)-form on Ω. Put

(9.74) T = i(n−q)
2{γ, γ} ∧ ωq−1, u = γ ∧ ωq.

By tha above lemma and Step2 in the last section, still we have

(9.75) i∂∂T =
(
−2Re〈∂∂∗u, u〉+ |∂∗u|2 − |∂u|2 + |(∂E)∗u|2

)
ωn + iΘ(E, h) ∧ T,

Step 3: Solve D0,1-equation with "singular weight".

Let us choose a smooth basis, say {σ1, · · · , σr} ofE over a pesudoconvex open neighborhood,
say Ω1, of x such that

(9.76) Dhσj(x) = 0, ∀ 1 ≤ j ≤ r.

Assume that Ω1 is relatively compact in Ω and has global holomorphic coordinates, say z1, · · · , zn,
such that zj(x) = 0 for each j. Put

(9.77) τj := D0,1((dz1 ∧ · · · ∧ dzn)⊗ σj), ∀ 1 ≤ j ≤ r.

Similar as before, one may solve the D0,1-equation with singular weight whose singular part is
n log |z|2 and get r smooth E-valued (n, 0)-form aj , 1 ≤ j ≤ r, on Ω1 such that

(9.78) aj(x) = 0, D0,1aj = τj, ∀ 1 ≤ j ≤ r.
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Put aj = (dz1 ∧ · · · ∧ dzn)⊗ fj , then

(9.79) Sj := σj − fj, 1 ≤ j ≤ r.

are sections that we need.

Remark. By Theorem 9.5, each {Sj}1≤j≤r gives a smooth local trivialization of E, and since
each Sj lies in the kernel ofD0,1, we know that transition maps between these local trivializations
are in fact holomorphic. Thus E has a holomorphic vector bundle structure.

10. BERNDTSSON–LEMPERT APPROACH TO THE OHSAWA–TAKEGOSHI THEOREM

10.1. L2-extension of holomorphic sections from a smooth divisor. Let (L, e−φ) be a holo-
morphic line bundle over an n-dimensional complex manifold X . Let Y ⊂ X be a closed
(n− 1)-dimensional complex submanifold (i.e. a smooth divisor). Let u be a smooth section of
L+KX over Y , we want to give a natural definition of the L2-norm of u. The idea is to use the
polar function.

Definition 10.1. We call
G := log(|s|2e−ψ)

a Y -polar function, where s denotes the defining section of the line bundle [Y ], e−ψ is a smooth
metric on [Y ]. Sometimes we also write G as Gs,ψ. The associated G-norm of a smooth section
u of L+KX over Y is defined as

||u||2G := lim
t→−∞

e−t||ũ||2G<t, ||ũ||2G<t :=

∫
G<t

in
2

ũ ∧ ũ e−φ,

where ũ is any smooth L2 section of L+KX which restricts to u on Y .

Lemma 10.1. The G-norm does not depend on the choice of smooth extension ũ, moreover we
have

||u||2G = 2π

∫
Y

i(n−1)2û ∧ û e−φ+ψ,

if G = Gs,ψ and u = ds ∧ û on Y , where û is a smooth section of KY + (L− [Y ])|Y .

Proof. Let U be a z-coordinate open subset of X with s = zn on U , then we have

U ∩ {G < t} = {z ∈ U : |zn|2 ≤ eψ(z)+t},

which gives

lim
t→−∞

e−t
∫
G<t

in
2

u ∧ ū e−φ = 2π

∫
Y

i(n−1)2û ∧ û e−φ+ψ,

since ∫
|zn|2≤eψ(z′,0)+t

i dzn ∧ dz̄n = 2πeψ(z′,0)+t,

where (z′) = (z1, · · · , zn−1). �
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Remark: One way of looking at the above lemma is to use the following adjunction formula

(KX + L)Y ' KY + (L− [Y ])|Y .
Our starting point is the following direct consequence of Theorem 8.2.

Theorem 10.2. Let (L, e−φ) be a holomorphic line bundle over an n-dimensional weakly pseu-
doconvex Kähler manifold (X,ω). Let Y ⊂ X be a closed (n−1)-dimensional complex subman-
ifold of X . Let G = Gs,ψ be a Y -polar function. Fix u ∈ H0(Y, (KX + L)|Y ) with ||u||G <∞.
If

i∂∂(φ− ψ) > 0

on X then for every relative compact open subset X0 in X , u extends to U ∈ H0(X0, KX + L)
such that ∫

X0

in
2

U ∧ Ū e−φ <∞.

Proof. Since ||u||G < ∞, local holomorphic extension uα and partition of unit λα together give
a smooth extension

ũ :=
∑

λαuα

with ∫
ρ<j

in
2

ũ ∧ ũ e−φ <∞, ∀ j ∈ N,

where ρ is a smooth psh exhaustion function of X . Then∫
ρ<j

|∂ũ|2ωe−φ−Gωn <∞, ∀ j ∈ N.

Solve ∂-equation ∂a = ∂ũ on {ρ < j} with respect to the weight φ+G, we get∫
ρ<j

in
2

a ∧ ā e−φ ≤
∫
ρ<j

in
2

a ∧ ā e−φ−G <∞.

Since G is Y -polar, we have a = 0 on Y . Fix j such that X0 ⊂ {ρ < j}, we know that

U := ũ− a
fits out need. �

Remark: In case X is compact, the above theorem says that the L2-extension problem is
solvable for (L, Y ) if L − [Y ] is ample. This fact can also be understood using the following
canonical exact sequence

0→ KX + L− [Y ]→ KX + L→ (KX + L)|Y → 0,

which gives
H0(X,KX + L) � H0(Y, (KX + L)|Y )

since we have
H1(X,KX + L− [Y ]) = 0

by the Kodaira vanishing theorem (see Theorem 4.6).
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10.2. Sharp Ohsawa–Takegoshi extension from a smooth divisor. Using the complex Brunn–
Minkowski theory [2], Berndtsson–Lempert [5] found a sharp Ohsawa–Takegoshi type effective
version of Theorem 10.2. The following weakly pseudoconvex Kähler version of Theorem 3.8
in [5] is proved by Tai Terje Huu Nguyen in [16].

Theorem 10.3. Let (L, e−φ) be a holomorphic line bundle over an n-dimensional weakly pseu-
doconvex Kähler manifold (X,ω). Let Y ⊂ X be a closed (n − 1)-dimensional complex sub-
manifold of X . Let G = Gs,ψ be a non-positive Y -polar function (see Definition 10.1). Assume
that for some constant 0 < ε ≤ 1,

(10.1) i∂∂(φ− ψ) ≥ ε · i∂∂φ > 0

on X . Then every u ∈ H0(Y, (KX + L)|Y ) with ||u||G < ∞ extends to U ∈ H0(X,KX + L)
such that

ε

∫
X

in
2

U ∧ Ū e−φ ≤ 2π

∫
Y

i(n−1)2û ∧ û e−φ+ψ,

where û is defined such that ds ∧ û = u on Y .

Proof. We shall only provide the main idea of the proof. The details can be found in [16]. Follow
the proof of Theorem 3.8 in [5], one may consider the Hartogs domain

Xφ := {(z, v) ∈ L∗ : |v|2eφ < 1}
and use the following canonical isomorphism

KL∗ ' π∗(KX + L),

where π : L∗ → X denotes the canonical map from the dual bundle of L to the base manifold
X . Via this isomorphism, one may identify sections of KX + L with sections of KL∗ whose
coefficients depend only on X . Fix an arbitrary relatively compact weakly pseudoconvex open
submanifold, say X0, of X . By Theorem 10.2, u extends to a holomorphic section, say ũ, of
KX +L over X0 with ||ũ|| <∞. Let us identify ũ as a section of KL∗ . Now it is enough to solve
the problem on Xφ, which is weakly pseudoconvex in case i∂∂φ ≥ 0. Put

Yφ := Xφ ∩ π∗Y.
Consider the following quasi Yφ-polar function (we use "quasi" since Gφ also has singularity at
v = 0, but with order 1− ε < 1)

Gφ := (1− ε) log(|v|2eφ) +G.

Then the Berndtsson–Lempert method gives the following estimate for the minimalL2 extension,
say Ũ , of ũ|Yφ ∫

Xφ

i(n+1)2Ũ ∧ Ũ ≤ lim
t→−∞

e−t
∫
{Gφ<t}∩Xφ

i(n+1)2ũ ∧ ũ := I.

Compute ∫
Xφ

i(n+1)2Ũ ∧ Ũ = 2π

∫
X

in
2

U ∧ Ū e−φ.
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Since ε > 0, the (1 − ε) log |v|2 part of Gφ gives no contribution in the limit (try). Moreover,
near a point where v 6= 0, Gφ < t is equivalent to that

log |s|2 ≤ ψ − (1− ε) log(|v|2eφ) + t,

which gives

I = 2π

∫
Yφ

in
2

(dv ∧ û) ∧ (dv ∧ û) eψ−(1−ε) log(|v|2eφ).

Since for every fixed z ∈ Y ,∫
|v|2eφ(z)<1

(|v|2eφ(z))ε−1 idv ∧ dv̄ =
2π

ε
· e−φ(z),

the theorem follows. �

Remark: In case X is Stein outside a divisor (e g X is projective), the following "singular"
version of the above theorem also holds.

Theorem 10.4. Let (L, e−φ) (φ can be non smooth now!) be a holomorphic line bundle over an
n-dimensional complex manifold X . Assume that X is Stein or a closed complex submanifold of
PN . Let Y ⊂ X be a closed (n− 1)-dimensional complex submanifold of X . Let G = Gs,ψ be a
non-positive Y -polar function (see Definition 10.1). Assume that for some constant 0 < ε ≤ 1,

(10.2) i∂∂(φ− ψ) ≥ ε · i∂∂φ ≥ 0

in the sense of current on X . Then every u ∈ H0(Y, (KX + L)|Y ) with ||u||G < ∞ extends to
U ∈ H0(X,KX + L) such that

ε

∫
X

in
2

U ∧ Ū e−φ ≤ 2π

∫
Y

i(n−1)2û ∧ û e−φ+ψ,

where û is defined such that ds ∧ û = u on Y .

Proof. If X is Stein then one may found a family of positively curved smooth metric φj on L
whose decreasing limit is φ. Thus one may apply Theorem 10.3 to each φj and take the weak
limit for j →∞. If X is a submanifold of PN , then one may choose a ∈ CN+1 \ {0} such that

Za ∩ Y, Za := {[z0 : · · · : zN ] ∈ PN : a0z0 + · · ·+ aNzn = 0}

defines a proper submanifold of Y . Since PN \Za is biholomorphic to CN , we know that X \Za
is Stein and Y \ Za is a closed Stein submanifold of X \ Za. Thus the projective case follows
from the fact (try, start from the unit disc case!) that every L2 holomorphic section on X \ Za
natural extends to an L2 holomorphic section on X . �

10.3. Berndtsson’s subharmonicity theorem. We shall follow Guan–Zhou’s approach (see
Guan–Zhou [11], see also [4] for the convex case) to show how to use Theorem 10.3 to prove a
fundamental "subharmonicity" theorem in Berndtsson’s complex Brunn–Minkowski theory.
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Definition 10.2. By a weakly pseudoconvex Kähler fibration we mean a holomorphic submersion

p : X → B
such that each point in the base manifold B has an open neighborhood whose preimage under p
is weakly pseudoconvex Kähler.

Definition 10.3. Let p : X → B be a weakly pseudoconvex Kähler fibration. We call

f t : C∞(Xt, KXt + L|Xt)→ C
a holomorphic family of currents with compact support if for every holomorphic section u of
KX/B + L over preimage of an arbitrary open set U in B,

t 7→ f t(ut), ut := u|Xt ,
is holomorphic on U .

Theorem 10.5. Let p : X → B be a weakly pseudoconvex Kähler fibration. Let (L, e−φ) be a
holomorphic line bundle over X with a smooth metric φ such that i∂∂φ > 0 on X . Let f t be a
holomorphic family of currents with compact support. Put

||f t|| := sup
{
|f t(ut)| : ut ∈ H0(Xt, KXt + L|Xt),

∫
Xt

in
2

ut ∧ ūt e−φ = 1
}
.

Assume that ||f t|| is upper semi-continuous. Then log ||f t|| is plurisubharmonic in t.

Proof. It suffices to show that log ||f t|| satisfies the sub-mean inequality on every (small) holo-
morphic disc in B. By a complex affine transformation, it suffices to show that

(10.3) log ||f 0||2 ≤
∫
Dr

log ||f t||2 idt ∧ dt
2πr2

, ∀ 0 < r < 1, Dr := {t ∈ C : |t| < r}

Let us take u0 such that ||u0|| = 1 and f 0(u0) = ||f 0||0. By Theorem 10.3, we know that for
each r > 0, u0 extends to a holomorphic section, say ur, on the preimage of Dr (notice that one
may identify KX/B + L with KX + L since now KB is trivial) such that

(10.4)
∫
|t|<r
||utr||2

idt ∧ dt
2πr2

≤ 1, utr := ur|Xt .

Since f t(utr) is holomorphic in t, we have

(10.5) log ||f 0||2 = log |f 0(u0
r)|2 ≤

∫
|t|<r

log |f t(utr)|2
idt ∧ dt

2πr2
.

Hence |f t(utr)| ≤ ||f t|| · ||utr|| gives

(10.6) log ||f 0||2 ≤
∫
|t|<r

log ||f t||2 + log ||utr||2
idt ∧ dt

2πr2
.

Since log is concave, we know that

(10.7)
∫
|t|<r

log ||utr||2
idt ∧ dt

2πr2
≤ log

(∫
|t|<r
||utr||2

idt ∧ dt
2πr2

)
≤ 0,
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hence we have

log ||f 0||2 ≤
∫
|t|<r

log ||f t||2 idt ∧ dt
2πr2

.

from which (10.3) follows. The proof is complete. �

Remark 1: In order to verify that ||f t|| is upper semi-continuous, say at the origin of the unit
disc, one may take utj with ||utj || = 1 such that ||f tj || = |f tj(utj)| for every tj → 0. Taking a
subsequence if necessary, one may assume that utj convergence weakly to u0 with ||u0|| ≤ 1. If
one could verify that

lim f tj(utj) = f 0(u0),

they we know that
lim sup
t→0

||f t|| ≤ ||f 0||

and ||f t|| is upper semi-continuous at the origin.

Remark 2: In case X is Stein (or p is proper and the total space possesses a positive line
bundle), the above theorem is also true for non-smooth φ with i∂∂φ ≥ 0.

10.4. Applications. In this subsection, we shall discuss applications of Theorem 10.5. First, let
us discuss possible generalizations of Theorem 10.3.

1. Let (L, e−φ) be a holomorphic line bundle over an n-dimensional weakly pseudoconvex
Kähler manifold (X,ω). Assume that φ is smooth and ωφ := i∂∂φ > 0.

2. We want to extend holomorphic sections of KX + L from a closed submanifold Y to X
with good estimate. From Theorem 10.3, we need certain "polar function" G, which should at
least satisfy the following conditions:

2a) G ≤ 0 on X;
2b) for some 0 < ε ≤ 1, G is (1− ε)ωφ-psh, i.e.

(1− ε)i∂∂φ+ i∂∂G ≥ 0

in the sense of current on X;
2c) Y ⊂ {G = −∞} and G is smooth outside {G = −∞}.
With the notation in the proof of Theorem 10.3, consider

Gφ := (1− ε) log(|v|2eφ) +G

on the Grauert tube Xφ in L∗. 2a) implies that Gφ is non-positive and by 2b) Gφ is psh on Xφ.
For each τ ∈ C, let us define

Xτ := {x ∈ Xφ : Gφ(x) < t := Re τ}
and

X := {(τ, x) ∈ C×Xφ : x ∈ Xτ}.

Lemma 10.6. The projection mapping p : X → C defined by p(τ, x) = τ gives a weakly
pseudoconvex Kähler fibration.
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Proof. Notice that ω + i∂∂|v|2eφ defines a Kähler form on L∗, hence X as a domain in C × L∗
is Kähler. By condition 2c), we know that

G̃ := Max{−1, Gφ(x)− Re τ}
is smooth on X , where Max is a regularized maximum function. For every open set U in C, let
ψ(τ) be a smooth subharmonic exhaustion function on U , we know that

− log(1− |v|2eφ)− log−G̃+ ψ(τ)

defines a smooth psh exhaustion function on p−1(U). Hence p−1(U) is weakly pseudoconvex
Kähler. The proof is complete. �

In order to apply Theorem 10.5, we need to construct a holomorphic family of currents with
compact support

f τ : C∞(Xτ , KXτ )→ C.
We shall use an approach due to Berndtsson–Lempert, for every smooth section g of ((KXφ)|Yφ)∗

with compact support in Yφ, we know that

f τg : F 7→
∫
Yφ

g(F |Yφ) dV, ∀ F ∈ C∞(Xτ , KXτ ),

where dV is a fixed volume form on Yφ, depends holomorphically on τ . By Remark 1 after the
proof of Theorem 10.5, we know that ||f τg || is upper semi-continuous in τ and depends only on
t = Re τ . Hence Theorem 10.5 implies that

Lemma 10.7. log ||f tg|| is a convex function of t ∈ R.

By the above lemma, if log ||f tg|| + t is bounded when t → −∞ then the above lemma im-
plies that log ||f tg|| + t, as a convex function, must be increasing, this is a key observation of
Berndtsson–Lempert. In order to use this observation, notice that f tg(F ) depends only on F |Yφ ,
in particular, for every u ∈ H0(Yφ, (KL∗)|Yφ), f tg(u) is well defined and does not depend on t.
Consider

||u||Xt := sup
g∈C∞0 (Yφ,(KXφ |Yφ )∗)

|f tg(u)|
||f tg||

,

the above observation implies that
e−t||u||Xt

is decreasing in t, we shall prove that:

Lemma 10.8. Assume that u extends to an L2 holomorphic section U of KXt over Xt, then
||u||Xt is equal to the minimum L2-norm ||U || of all possible U .

Proof. Since |f tg(u)| ≤ ||f tg|| · ||U || for all possible L2-holomorphic extension U , we know that
||u||Xt ≤ min ||U ||. To prove the identity, we shall use the Riesz representation theorem, which
gives

min ||U || = sup
f∈H∗, f(H0)=0

|f(U)|
||f ||

,
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where H denotes the space of L2 holomorphic sections of KXt over Xt and H0 is the space of
forms in H that vanishes on Yφ, H∗ denotes the space of bounded C-linear functionals on H .
Notice that any such f can be approximated by f tg (otherwise there would exist an F ∈ H \H0

such that f tg(F ) = 0 for all g, but this gives F ∈ H0, a contradiction), hence we must have
||u||Xt = min ||U ||. . �

By the above lemma, if log ||f tg|| + t is bounded when t → −∞ and u extends to an L2

holomorphic section U over Xφ, then we must have

min ||U || ≤ lim
t→−∞

e−t||u||Xt .

Let us consider a special case, when u comes from a section of (KX +L)|Y , then the coefficient
of the minimal extension Ut on Xt of u would depend only on X , which gives

||u||2Xt = ||Ut||2 ≤
∫
{Gφ<t}∩Xφ

i(n+1)2U ∧ Ū ,

notice that when 0 < ε < 1, we have

{Gφ < t} ∩Xφ = {(x, v) ∈ L∗ : log(|v|2eφ) < (1− ε)−1 min{0, t−G(x)}}
implies

(10.8)
∫
{Gφ<t}∩Xφ

i(n+1)2U ∧ Ū = 2π

∫
X

in
2

U ∧ Ūe−φ−(1−ε)−1 max{G−t,0},

where U in the right hand side denotes the section of KX + L associated to U . The above
formula suggests to prove Ohsawa–Takegoshi theorem directly using variation of weights instead
of variation of domains! In fact the weight function

(1− ε)−1 max{G− t, 0}
has already been used by Berndtsson–Lempert in [5]. But in [5], they finally use the limiting case
(ε → 1, thus variation of domains) to study the Ohsawa–Takegoshi extension theorem. Hence
the main proof in [5] contains several technical reductions. We hope that our observation could
simply their proof a little bit.
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