Abstract—This paper proposes a linear parameter varying (LPV) unknown input observer for the diagnosis of actuator faults and icing in unmanned aerial vehicles (UAVs). The accretion of ice layers on wings and control surfaces modifies the shape of the aircraft and alters the performance and controllability of the vehicles. The correct detection of this phenomenon is of paramount importance for the efficient implementation of de-icing techniques. The advantage of deriving the unknown input observer within the LPV framework is the possibility to deal with the nonlinearities of the UAV model by embedding them within some varying parameters. Results obtained with a Zagi Flying Wing simulator are used to validate the effectiveness of the proposed approach.
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I. INTRODUCTION

Unmanned aerial vehicles (UAVs) can be prone to the occurrence of icing when they are required to fly under critical and harsh conditions. The phenomenon of icing is a well recognized problem in aviation research since the early 1900s [1]. The formation of ice layers decreases the lift and, simultaneously, increases the drag and the mass of the vehicle, thus requiring additional engine power and implying a premature stall angle [2]. Inflight icing is typically caused by the impact of supercooled water droplets (SWD). When a water droplet is cooled, it does not freeze until it reaches very low temperatures; however, if the droplet impacts on the aircraft surface, it freezes immediately and ice accretes [3]. The rate and the severity of icing are determined by several factors, such as shape and roughness of the impacting surface, vehicle speed, air temperature and relative humidity [4].

The consequences of icing are even more severe for small unmanned aircrafts due to their simple architecture and limited payload, this making them mostly unsuitable for the typical anti-icing and de-icing devices that are included in the standard equipments of large airplanes. Some advanced de-icing systems for UAVs have been recently proposed based on carbon nanotechnology [5], [6]. However, due to power consumption, fault/icing detection schemes with fast and accurate responses are needed in order to guarantee the efficiency of these systems [7]. With the aim of decoupling icing effects from those of actuator faults, icing detection schemes based on unknown input observers [8], [9] and adaptive multiple-model approach [10] have been proposed. However, these icing diagnosis techniques have been designed using a linearized model of the aircraft, therefore they are reliable only as long as the linearized model is consistent with the nonlinear one.

In this regard, the novel contribution of this paper is to extend the unknown input observer setup proposed in [9] to the longitudinal nonlinear aircraft dynamics using linear parameter varying (LPV) methods. The LPV formulation allows to cope with nonlinear systems using standard control and estimation techniques that were developed for linear systems [11], [12]. Unlike linearization techniques, LPV methods do not involve any approximation, since they rely on an exact transformation of the original nonlinear system into a linear-like one, by incorporating all the original nonlinearities within some varying parameters that schedule the state space matrices [13] (the resulting model is referred to as quasi-LPV, due to the dependence of the varying parameters on endogenous signals). Hence, the proposed LPV unknown input observer-based icing detection scheme has the main advantage of being consistent with the aircraft dynamics for a wide range of operating conditions.

The paper is structured as follows. Section II presents the UAV model and shows how a quasi-LPV model can be obtained using a nonlinear embedding in the parameters approach. Also, the icing effect and wind turbulence models are presented. Section III is dedicated to the design of an LPV unknown input observer for the actuator fault and icing diagnosis. A case-study is used in Section IV to demonstrate the effectiveness of the proposed approach. Finally, Section V outlines the main conclusions and suggests some future work.
II. MODEL AND SETUP

The longitudinal equations of motion of an aircraft, under low-angle-of-attack condition, are the following derivatives [14]:

\[
\dot{u} = -qw - g \sin \theta + \frac{pV^2 S}{2m} \left[ - (C_{Dh} + C_{Dh} \alpha) \cos \alpha \right. \\
\left. + (C_L + C_L \alpha) \sin \alpha + (C_{Lq} \sin \alpha - C_{Dq} \cos \alpha) \frac{c q}{2a} \right]
\]

\[
\dot{v} = qu + g \cos \theta - \frac{pV^2 S}{2m} \left[ -(C_{Dh} + C_{Dh} \alpha) \sin \alpha \right. \\
\left. - (C_L + C_L \alpha) \cos \alpha - (C_{Lq} \sin \alpha + C_{Lq} \cos \alpha) \frac{c q}{2a} \right] - \frac{\rho S_{prop} C_{prop}}{2m} \left( k_\delta \dot{\delta}_e - V_a^2 \right)
\]

\[
\dot{w} = qu + g \cos \theta - \frac{pV^2 S}{2m} \left[ -(C_{Dh} + C_{Dh} \alpha) \sin \alpha \right. \\
\left. - (C_L + C_L \alpha) \cos \alpha - (C_{Lq} \sin \alpha + C_{Lq} \cos \alpha) \frac{c q}{2a} \right]
\]

where \( u \) and \( w \) are the aircraft horizontal and vertical velocity relative to the wind, in the vehicle body coordinate system, \( q \) is the pitch rate and \( \theta \) is the pitch angle, \( g \) is the gravitational acceleration, \( \rho \) is the air density, \( S \) is the wing surface area, \( m \) is the airframe mass, \( \alpha \) is the angle-of-attack, \( c \) is the mean aerodynamic chord of the wing, \( S_{prop} \) is the area of the propeller, \( k_\delta \) is the constant that specifies the efficiency of the motor, \( J_i \) is an element of the inertia matrix and \( V_q \) is the airspeed with respect to the air mass. The inputs entering the system are the throttle deflection \( \delta_t \) and the elevator efficiency \( \delta_e \). Finally, the non-dimensional coefficients \( C_i \) are usually referred to as stability and control derivatives.

Taking into account the relations between \( u \), \( w \), \( V_a \) and \( \alpha \):

\[
V_a = \sqrt{u^2 + w^2} \quad \alpha = \arctan \left( \frac{w}{u} \right)
\]

the nonlinear model (1)-(4) can be brought to a quasi-LPV form using the nonlinear embedding in the parameters approach [15], [16], as follows:

\[
\dot{x} = A(u, w, q, \theta) x + B(u, w) \nu + d(\theta)
\]

where \( x = (u, w, q, \theta)^T \) is the state vector, \( \nu = (\dot{\delta}_t, \dot{\delta}_e)^T \) is the input vector, and the matrices \( A(u, w, q, \theta), B(u, w), d(\theta) \) are given by:

\[
A(u, w, q, \theta) = \begin{bmatrix}
    a_{11}(\cdot) & a_{12}(\cdot) & a_{13}(\cdot) & 0 \\
    a_{21}(\cdot) & a_{22}(\cdot) & a_{23}(\cdot) & 0 \\
    a_{31}(\cdot) & a_{32}(\cdot) & a_{33}(\cdot) & 0 \\
    0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
B(u, w) = \begin{bmatrix}
    b_{11} & b_{12}(\cdot) & 0 & 0 \\
    0 & b_{22}(\cdot) & 0 & 0 \\
    0 & 0 & b_{32}(\cdot) & 0
\end{bmatrix}
\]

\[
d(\theta) = \begin{bmatrix}
    -g \sin \theta \\
    g \cos \theta \\
    0 \\
    0
\end{bmatrix}
\]

The wind effect can be modeled as an additive disturbance vector \( W \) given by:

\[
W = \begin{bmatrix}
    -\cos \theta & -\sin \theta \\
    \sin \theta & \cos \theta \\
    0 & 0 \\
    0 & 0
\end{bmatrix} \begin{bmatrix}
    \dot{w}_x \\
    \dot{w}_e
\end{bmatrix} = H_1(\theta) \dot{w}_x + H_2(\theta) \dot{w}_e
\]

where \( \dot{w}_x \) and \( \dot{w}_e \) are the wind accelerations in the horizontal and vertical directions in the inertial frame, respectively. Assuming that the UAV is equipped with airspeed measurement device (pitot tube), GPS and inertial sensors, all state variables are supposed to be available and hence the output matrix of the system verifies \( C = I_{4 \times 4} \).

Actuator faults may affect the system and these can be represented as an unknown input term \( F \) given by:

\[
F = \begin{bmatrix}
    b_{11} & b_{12}(\cdot) & 0 & 0 \\
    0 & b_{22}(\cdot) & 0 & 0 \\
    0 & 0 & b_{32}(\cdot) & 0
\end{bmatrix} \begin{bmatrix}
    \phi_i \\
    \phi_e
\end{bmatrix} = B_1 \phi_i + B_2(u, w) \phi_e
\]

where \( \phi_i \) and \( \phi_e \) correspond to faults in propellers/engines and elevator, respectively.

A. Icing effect model

The accretion of clear ice on the aircraft surfaces modifies the stability and control derivatives according to the following linear model [17]:

\[
C_i^\prime = (1 + \eta K_i) C_i
\]

where \( \eta \) is the icing severity factor and the coefficient \( K_i \) depends on aircraft design and atmospheric conditions. The clean condition corresponds to \( \eta = 0 \), while the worst icing condition occurs for \( \eta = 0.2 \).

As a consequence, the overall icing effect can be modeled as an additive time-dependent disturbance term \( E(u, w, q) \eta \), where \( \eta \) is a scalar unknown quantity and the vector \( E(u, w, q) \) is given by:

\[
E(u, w, q) = \begin{bmatrix}
    E_1(u, w, q) \\
    E_2(u, w, q) \\
    E_3(u, w, q)
\end{bmatrix}
\]
with:

\[ E_1(u, w, q) = \frac{\rho V^2 a S}{2m} [(K_{L0} C_{L0} + K_{L\alpha} C_{L\alpha}) \sin \alpha - (K_{D0} C_{D0} + K_{D\alpha} C_{D\alpha}) \cos \alpha + (K_{Lq} C_{Lq} \sin \alpha - K_{Dq} C_{Dq} \cos \alpha) \frac{c q}{2V_a} ] \]

\[ E_2(u, w, q) = -\frac{\rho V^2 S}{2m} [(K_{L0} C_{L0} + K_{L\alpha} C_{L\alpha}) \sin \alpha + (K_{D0} C_{D0} + K_{D\alpha} C_{D\alpha}) \cos \alpha + (K_{Dq} C_{Dq} \sin \alpha + K_{Lq} C_{Lq} \cos \alpha) \frac{c q}{2V_a} ] \]

\[ E_3(u, w, q) = \frac{\rho V^2 S c}{2f} (K_{m0} C_{m0} + K_{m\alpha} C_{m\alpha} \sin \alpha) \frac{c q}{2V_a} + K_{m\alpha} C_{m\alpha} \frac{c q}{2V_a} \delta_e \] (15)

B. Wind turbulence model

In order to model in a realistic way the wind gusts, the widely accepted Dryden wind turbulence model is used [18]. The Dryden model uses spatially varying stochastic processes to represent the components of the gusts, specifying their power spectral density.

III. ACTUATOR FAULTS AND ICING DIAGNOSIS

Taking into account the wind, the actuator faults and the icing, the quasi-LPV equation (6) is slightly modified, as follows:

\[ \dot{x} = A(u, w, q, \theta)x + B(u, w)u + B_{un}(u, w, q, \theta)\nu_{un} + d(\theta) \] (16)

where \( \nu_{un} = (\delta_x, \delta_z, \phi_x, \phi_z, \eta)^T \) is the unknown input vector, and the matrix \( B_{un}(u, w, q, \theta) \) is given by:

\[ B_{un}(u, w, q, \theta) = (H_1(\theta) \ H_2(\theta) \ B_1 \ B_2(\theta) \ E(u, w, q)) \] (17)

For further reasoning, let us rewrite (17) in a more general form:

\[ \dot{x} = A(\theta)x + B(\theta)u + B_{un}(\theta)\nu_{un} + d(\theta) \] (18)

where \( \theta \) is some varying parameter vector, containing exogenous variables, endogenous variables (e.g. states and/or inputs), or a combination of them.

In the following, an LPV unknown input observer for (18) is proposed. As remarked by [19], the main advantage of such observer is that, if some structural conditions are met, the parameters can be designed such that the resulting estimation error is independent of some inputs of the system, even if these are not measured directly.

Theorem 1: Let \( R(\theta) \) and \( F(\theta) \) be some given matrix functions, and calculate the following matrix functions:

\[ T(\theta) = I - R(\theta) \] (19)

\[ S_1(\theta) = R(\theta)A(\theta) - F(\theta) \] (20)

\[ S_2(\theta) = F(\theta)T(\theta) \] (21)

Then:

\[ \dot{z} = F(\theta)z + R(\theta)B(\theta)u + S(\theta)x - T(\theta)x + d(\theta) - T(\theta)d(\theta) \] (22)

\[ \dot{x} = z + T(\theta)x \] (23)

where \( T(\theta) \) is the time derivative of \( T(\theta) \) and:

\[ S(\theta) = S_1(\theta) + S_2(\theta) \] (24)

is an unknown input observer for (18), with the estimation error \( \dot{\varepsilon} = x - \dot{x} \) given by:

\[ \dot{\varepsilon} = F(\theta)\varepsilon + R(\theta)B_{un}(\theta)\nu_{un} \] (25)

Proof: The estimation error, taking into account (18) and (22)-(23), is given by:

\[ \dot{\varepsilon} = [A(\theta) - T(\theta)A(\theta) - S(\theta)]x - F(\theta)\varepsilon \] (26)

\[ + (I - R(\theta) - T(\theta))B(\theta)u + [I - T(\theta)]B_{un}(\theta)\nu_{un} \]

Taking into account (19), (26) can be rewritten as:

\[ \dot{\varepsilon} = [R(\theta)A(\theta) - S(\theta)]x - F(\theta)\varepsilon + R(\theta)B_{un}(\theta)\nu_{un} \] (27)

Then, combining (20)-(21) with (24), it can be shown that (27) is equivalent to:

\[ \dot{\varepsilon} = [F(\theta) - F(\theta)T(\theta)]x - F(\theta)\varepsilon + R(\theta)B_{un}(\theta)\nu_{un} \] (28)

It is easy to see that (25) results from (28) taking into account (23), which completes the proof. □

Notice that \( F(\theta) \) can be chosen as a constant matrix \( F \) through an appropriate choice of the matrix \( S_1(\theta) \), which allows to assign some desired eigenvalues of \( F \) and assure convergence to zero of the estimation error \( \varepsilon \) when \( \nu_{un} = 0 \). On the other hand, the matrix \( R(\theta) \) can be chosen to constrain the range of the matrix \( R(\theta)B_{un}(\theta) \), in such a way that different output directions of the residuals are assigned for wind disturbance, actuator faults and icing effects, respectively, with the aim of identifying the cause for some detected system malfunctions.

Due to the superposition of effects and the lack of degrees of freedom in the unknown input observer design, it is not possible to decouple completely the wind disturbance and icing effects from the actuator faults. However, it is still possible to design the unknown input observer matrices such that a successful fault/icing diagnosis can be achieved.

To this purpose, let us notice that as long as \( \cos \theta \neq 0 \), the following condition holds:

\[ \mathcal{E}(u, w, q, \theta) = \mathcal{E}(\tau) \in \text{span} \left[ B_1 \ B_2(u, w) \ H_2(\theta) \right] \forall \tau \geq 0 \] (29)

Let us denote by \( e_1, e_2, e_3, e_4 \) the canonical basis vectors of the output space \( \mathbb{R}^4 \). Referring to the system (16), the target is to design the unknown input observer matrices with the following properties:

\[ R(u, w, q, \theta)B_1 = b_{11} e_1 \] (30)

\[ R(u, w, q, \theta)B_2(u, w) = V_0^2 e_2 \] (31)

\[ R(u, w, q, \theta)H_2(\theta) = \cos \theta e_3 \] (32)

\[ F e_i = \lambda_i^F e_i \quad \forall i = 1, 2, 3, 4 \] (33)
where \( \lambda^F_i, i = 1, 2, 3, 4, \) are the desired eigenvalues of the matrix \( F (\lambda^F_i \in \mathbb{C}^- \) in order to assure the stability of the observer.

It is easy to check that the following matrix satisfies (30)-(32):

\[
R(u, w, \theta) = \begin{pmatrix}
1 & \tan \theta & r_{13}(u, w, \theta) & 0 \\
0 & 0 & \frac{2 \tan \theta}{\rho S c m_{b_C}} & 0 \\
0 & 1 & r_{33}(u, w) & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

(34)

\[
r_{13}(u, w, \theta) = \frac{J_y}{m C m_{b_C}} \left[ (C_{D_h} + C_{L_h} \tan \theta) \cos \alpha + (C_{D_h} \tan \theta - C_{L_h}) \sin \alpha \right]
\]

(35)

\[
r_{33}(u, w) = \frac{J_y}{m C m_{b_C}} \left[ C_{L_h} \cos \alpha + C_{D_h} \sin \alpha \right]
\]

(36)

Since the state of the system is completely known, \( z(0) \) can be chosen as \( z(0) = (I - T_0) x(0) \), where \( T_0 \) denotes the initial value of the matrix \( T(u, w, q, \theta) \), such that from (23) results \( \dot{z}(0) = x(0) \), i.e. \( \varepsilon(0) = 0 \). As a consequence, the estimation error belongs to a linear subspace that is determined by the range of the matrix:

\[
R(u, w, q, \theta) \left[ B_1 \quad B_2(u, w) \quad H_2(\theta) \right]
\]

(37)

It has been noticed that the frequency content of the variables \( \varepsilon_i(t), i = 1, 2, 3 \), changes only by the wind acceleration, which is mostly a high frequency disturbance. On the other hand, the actuator faults and icing effects increase the low frequency content of the variables \( \varepsilon_i(t) \). Thus, the introduction of low-frequency residuals \( \Phi_1(t), \Phi_2(t), \Phi_3(t) \) provides further information about the presence of faults/icing. More specifically, the low-frequency residuals are defined as follows:

\[
\Phi_i(t) = \begin{cases} 
\text{not defined} & \text{if } t < T \\
20 \log | \Phi_i(t, T) | & \text{if } t \geq T
\end{cases}
\]

(38)

with \( \Phi_i(t, T) = \mathcal{F}_0 \{ \varepsilon_i[t - T, t] \} \), where \( \mathcal{F}_0 \) denotes the Fourier transform evaluated at the frequency \( f = 0 \) Hz, and \( \varepsilon_i[t - T, t] \) is the sequence extracted from \( \varepsilon_i(t) \) in the time interval \([t - T, t]\). The parameter \( T \) should be chosen taking into account the tradeoff between assuring a fast detection of faults/icing occurrence (smaller \( T \)) and highlighting the faults/icing effects with respect to the wind disturbance ones (bigger \( T \)).

Then, the following algorithm is proposed to decide about the occurrence of faults/icing:

**Decision Algorithm.**

\[
\begin{align*}
\text{if } & \left\{ \begin{array}{l}
|\varepsilon_1(t)| \leq \varepsilon_1^h \land \Phi_1(t) \leq \Phi_1^h \\
|\varepsilon_2(t)| \leq \varepsilon_2^h \land \Phi_2(t) \leq \Phi_2^h \\
|\varepsilon_3(t)| \leq \varepsilon_3^h \land \Phi_3(t) \leq \Phi_3^h
\end{array} \right. \\
\text{then 'no faults/no icing'}
\end{align*}
\]

\[
\begin{align*}
\text{if } & \left\{ \begin{array}{l}
|\varepsilon_1(t)| > \varepsilon_1^h \lor \Phi_1(t) > \Phi_1^h \\
|\varepsilon_2(t)| > \varepsilon_2^h \lor \Phi_2(t) > \Phi_2^h \\
|\varepsilon_3(t)| > \varepsilon_3^h \lor \Phi_3(t) > \Phi_3^h
\end{array} \right. \\
\text{then 'fault in thrust'}
\end{align*}
\]

\[
\begin{align*}
\text{if } & \left\{ \begin{array}{l}
|\varepsilon_1(t)| > \varepsilon_1^h \lor \Phi_1(t) > \Phi_1^h \\
|\varepsilon_2(t)| > \varepsilon_2^h \lor \Phi_2(t) > \Phi_2^h \\
|\varepsilon_3(t)| > \varepsilon_3^h \land \Phi_3(t) \leq \Phi_3^h
\end{array} \right. \\
\text{then 'fault in elevator'}
\end{align*}
\]

\[
\begin{align*}
\text{else 'possible icing'}
\end{align*}
\]

**Remark 1:** The thresholds \( \varepsilon_i^h, \varepsilon_i^h, \Phi_i^h, \Phi_i^h, \Phi_i^h \) should be calculated in such a way that the residuals never exceed them due to the wind turbulence. Also notice that the component \( \Phi_1 \) will only affect the residuals \( \varepsilon_1(t) \) and \( \Phi_3(t) \) due to (32).

**Remark 2:** Taking into account (19), \( \tilde{T}(\theta) = -\dot{R}(\theta) \). Due to the presence of \( \cos \alpha \) and \( \sin \alpha \) in \( r_{13}(u, w, \theta) \) and \( r_{33}(u, w, \theta) \), the corresponding elements of the matrix \( \tilde{T} \) will contain \( \alpha \), which is affected by the unknown faults and icing terms. As a consequence, the decoupling achieved by the unknown input observer designed using Theorem 1 is not perfect. However, it has been noticed that these elements are of small size, and can be neglected without invalidating the effectiveness of the proposed approach. In particular, \( \tilde{T}(\theta) \) is approximated with the following matrix, obtained from (34) assuming a constant \( \alpha \):

\[
\tilde{T}(u, w, q, \theta) = \begin{pmatrix}
0 & \tilde{t}_{12}(q, \theta) & \tilde{t}_{13}(u, w, q, \theta) & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

(39)

\[
\tilde{t}_{12}(q, \theta) = \frac{q}{\cos^2 \theta}
\]

(40)

\[
\tilde{t}_{13}(u, w, q, \theta) = \frac{J_y}{m C m_{b_C}} \left( C_{L_h} \cos \alpha + C_{D_h} \sin \alpha \right) \frac{q}{\cos^2 \theta}
\]

(41)

**IV. CASE STUDY**

Let us consider the case study of a small unmanned aircraft, the Zagi Flying Wing. The parameters appearing in the nonlinear longitudinal model (1)-(4) are provided in Table I.

The aircraft is subject to wind accelerations calculated using the Dryden wind turbulence model provided by the Aerospace Toolbox of MATLAB, for an aircraft flying at a height \( h = 150 \) m and with a light probability of exceedance of high-altitude intensity.

The aircraft attitude is supposed to be controlled by an autopilot, responsible to maintain the horizontal velocity...
around a desired value \( u_{\text{ref}} = 20 \text{m/s} \) with the following reference pitch angle:

\[
\theta_{\text{ref}} = \begin{cases} 
0 & t \leq 100 \text{s} \\
\frac{(t-100)}{1000} & 100 \text{s} \leq t \leq 250 \text{s} \\
\frac{(450-t)}{2000} & 250 \text{s} \leq t \leq 450 \text{s} \\
0 & t > 450 \text{s} 
\end{cases}
\]

(42)

Three different fault scenarios have been analyzed, namely:

1) Fault in thrust
2) Fault in elevator
3) Icing

A. Fault scenario 1 (FS1)

The effective thrust input \( \delta_t \) is subject to a loss of efficiency with respect to its nominal value \( \delta_t^* \). The fault is linearly incipient, such that the loss of efficiency starts at time \( t = 200 \text{s} \) and equals \( \delta_t(t) = 0.7\delta_t^*(t) \) starting from time \( t = 210 \text{s} \).

B. Fault scenario 2 (FS2)

The effective elevator deflection \( \delta_e \) is subject to a loss of efficiency with respect to its nominal value \( \delta_e^* \). The fault is linearly incipient, such that the loss of efficiency starts at time \( t = 200 \text{s} \) and equals \( \delta_e(t) = 0.9\delta_e^*(t) \) starting from time \( t = 210 \text{s} \).

C. Fault scenario 3 (FS3)

The aircraft is subject to icing, i.e. the stability and control derivatives are modified according to (11), taking into account the coefficients \( K_i \) listed in Table II. The icing starts at time \( t = 200 \text{s} \) and slowly increases \( \eta \) from 0 to 0.2, such that \( \eta = 0.2 \) starting from time \( t = 400 \text{s} \).

Figs. 1-3 show the evolution of the temporal residuals \( \epsilon_1(t), \epsilon_2(t) \) and \( \epsilon_3(t) \) in the considered fault scenarios. It can be seen that in fault scenario 1 (fault in the thrust), the only residual that differs considerably from the normal behavior (before \( t = 200 \text{s} \) ) is \( \epsilon_1(t) \). Looking at \( \epsilon_2(t) \) it can be seen that both the fault in elevator (fault scenario 2) and the icing (fault scenario 3) act on this residual. However, since the temporal residual \( \epsilon_3(t) \) is not excited enough to overcome the effect of the wind acceleration disturbance, a successful fault isolation using only information coming from the temporal residuals cannot be achieved.

However, the Decision Algorithm proposed in the previous section also exploits the information coming from the low-frequency residuals \( \phi_1(t), \phi_2(t) \) and \( \phi_3(t) \), obtained with \( T = 40 \text{s} \), and depicted in Figs. 4-6. In particular, by looking at \( \phi_3(t) \), it can be seen that the icing affects strongly this residual, unlike the elevator fault, such that a discrimination between fault in elevator and icing is possible.

V. CONCLUSIONS

This paper has proposed a method for icing detection in UAVs using an LPV unknown input observer. The decision algorithm identifies correctly unexpected effects in the system dynamics due to actuator faults and icing, using information coming from temporal and low-frequency residuals. The case study of a Zagi Flying Wing UAV has allowed to validate the effectiveness of the proposed approach.

In this work, only the longitudinal motion of the aircraft has been considered. Future investigation will focus on the extension of the results to the complete 9-DOF aircraft model and the inclusion of uncertainties in the model and noise in the sensors.

<table>
<thead>
<tr>
<th>Coeff.</th>
<th>Value</th>
<th>Coeff.</th>
<th>Value</th>
<th>Coeff.</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_{t0} )</td>
<td>0</td>
<td>( K_{t0} )</td>
<td>-0.5000</td>
<td>( K_{tq} )</td>
<td>-0.0675</td>
</tr>
<tr>
<td>( K_{t0} )</td>
<td>-0.4770</td>
<td>( K_{D0} )</td>
<td>2.5610</td>
<td>( K_{D0} )</td>
<td>0</td>
</tr>
<tr>
<td>( K_{D0} )</td>
<td>0</td>
<td>( K_{D0} )</td>
<td>0</td>
<td>( K_{D} )</td>
<td>0</td>
</tr>
<tr>
<td>( K_{q0} )</td>
<td>-0.4960</td>
<td>( K_{m} )</td>
<td>-0.1755</td>
<td>( K_{m} )</td>
<td>-0.5000</td>
</tr>
</tbody>
</table>
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