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ABSTRACT

Three important parts of an integrated plant are reactors, separators and a heat exchanger
network (HEN) for heat recovery. Within the process engineering community, much
attention has been paid to design of reactors, separators and HENs. This thesis, however, is
devoted taperationand in particular to optimal operation of HENs.

The purpose of heat integration is to save energy, but the HEN also introduces new
interactions and feedback in the overall plant. A good strategy for operation of HENs should,
in addition to controlling the outlet temperatures to target values (setpoints), minimize the
external energy consumption when disturbances and setpoint variations are encountered.

A prerequisite for optimization is that there are extra degrees of freedom left after regulatory
control is implemented. It is shown that extra degrees of freedaymot always be utilized

for energy optimization, and a quantitative expression for the degrees of freedom that can be
utilized for optimization is presented. A simplified expression that is often valid is also
deduced.

How to operate a HEN close to optintakhy often be found from structuraiformation

alone. The thesis presents some improvements and generalizations of a structure based
method that has been proposed earlier. Structural information is used to divide possible
manipulations into three categories depending on how each manipulation affect the utility
consumption. Using these three categories and two heuristic rules for operability, the
possible manipulations are ordered in a priority table. This table is used to determine which
manipulation should be preferred, and which manipulation should be selected if an active
manipulation is saturated. It is shown that the implementation of the nmathodorrespond

to split-range control.

A method that in addition to structural information, also utilizes parametric information is
proposed. This method is heavily inspired by the structural method, however, the optimal
control structure is found through solving an integer programming problem. The control
structure is found periodically during operation, and as for the structure based method, this
can lead to a varying control structure. The basic model does not incorporate any
controllability considerations. Two methods to include controllability are proposed. Both
methods are based on extending the basic model with logical inference using additional
constraints. In both cases, the result is a hierarchical strategy for operation that has been
embedded into the model.

A third method that combines the use of steady state optimization and optimal selection of
measurements is proposed. Steady state optimization is carried out periodically during
operation to compute optimal setpoints for the secondary measurements. The setpoints for
the primary measurements (outlet temperatures with target values) are not subject to
optimization. However, extra manipulationsay be used for energyptimization and this

may be done by controllingome internal temperatures (secondary measurements). When
unknown disturbances and model errors are present, the selection of which secondary
measurements that are controlled affects how close to optimum the process can be operated.
A procedure for selection of secondary measurements for processes where optimum is located
at the intersection of constraints (which is typical for HENS) is presented.
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These abbreviations are used throughout the thesis. The list is in alphabetical order.

AMTD
DCS
DIC
DOF(s)
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ILP
LMTD
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MILP
MIMO
MINLP
MPC
NLP
ODE
PDE
Pl

PID
RGA
RHP
SISO

Arithmetic Mean Temperature Difference
Distributed Control System

Decentralized Integral Controllable/Controllability
Degree(s) Of Freedom

Heat Exchanger Network

Integer Linear Programming

Logarithmic Mean Temperature Difference

Linear Programming

Mixed Integer Linear Programming

Multiple Input - Multiple Output (multivariable system)
Mixed Integer Non-Linear Programming

Model Predictive Control

Non-Linear Programming

Ordinary Differential Equations

Partial Differential Equations

Proportional-Integral (controller)
Proportional-Integral-Derivative (controller)

Relative Gain Array

Right Half Plane (right half of the complex plane)
Single Input - Single Output (monovariable system)
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Chapter 1

INTRODUCTION

1.1 Motivation

Increased energy cost, increased focus on environmental aspects and generally harder
competition have all contributed to increasing demands regarding efficiency within the
process industry during the last decades. Higher efficiency is often obtained through designs
with increased process integration. Simple examples of process integration are separation and
recycling of unreacted feed in the outlet stream from a reactor (material recycle), or utilizing
the excess heat in a hot outlet stream from an exothermic reactor to preheat the feed using a
heat exchanger (energy recycle). An efficient overall solution can usually not be achieved
from one single recirculation, and tight and plantwide process integration is often required.
For instance, all hot process streamesy be integrated ith all cold process streams in a heat
exchanger network. In addition to this heat integration, thexg be a number of material
recycles together with integration of turbines, heat pumps etc.

Process integration is motivated from economic benefits, but it also changes the
characteristics of the plant: Instead of addressing each process unit independently, the total
plant has to be investigated as a whole (a systems approach). This issue should be
particularly emphasized when consideropgerationandcontrol of the plant, mainly due to

the two following points:

1. Process integration increases interactions in the plant. That is, a change in a disturbance
or manipulated inputnay not only give local effects, but can spread to a larger part of
the plant.

2. Process integration may dramatically changepliet dynamics. As a severe example,
integration of units that are all stable may result in an unstable plant.
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In addition, process integration often introduces extra degrees of freedamathbeutilized

for optimization during operation. Thisay be thought of as a possibility for further savings,

but usually the situation is exactly the opposite: A process design is based on the assumption
that the process is operated optimally without disturbances, and therefore the extra degrees of
freedom may have to be used égtimization during operation in order not to deteriorate the
benefits that process integration can give.

For the reasons pointed out above, it is clear that operation of integrated processes can be
both difficult and important for the total economy of the plant. This gives motivation for
further research within these two areas:

1. Design of integrated processes which also are easy to operate/control.
2. Design of operation/control systems for integrated processes.

Both of these areas are challenging and they are somewhat related to each other. Despite that
the first point in some cas@say be a prerequisite for obtaining goasults in the second

point, this thesis focuses on design of systems for operation and control of integrated
processes.

In many plants, energy costs constitute a significant fraction of the total operating costs, and
methods for optimal operation of heat exchanger networks (HENs) are particularly
emphasized in this thesis.

1.2 Scope and overview of thesis

The main goal of this work is to contribute within the field of optimal operation of HENSs.
Mathisen (1994) formulated this problem as follows:

“For a HEN with given structure, heat exchanger areas and bypasses, and a given steady-state
operating point (supply temperatures, heat capacity flowrates, heat transfer coefficients and
target temperatures), find the set of manipulated inputs (bypass fractions and possible split
fractions) that minimizes energy cost.”

In addition to minimization of energy cost, it is also important to have a strategy for operation
and control that results in reasonable dynamic performance of the plant. In general, we want
a control system that yields a stable plant that rejects disturbances and follows setpoint
commands fast and smoothly. Methods that minimize energy cost during operation together
with reasonable plant dynamics are proposed in the thesis. Where it is possible, it has been
attempted to generalize the methods to be applicable for other parts of processes than HENSs.

The thesis consists of a total of eight chapters which are written to form one entirety. Despite
this, some of the chapters can be read independently of the others as long as chapter 2 has
been read. In order to succeed in proposing good methods for optimal operation of HENS, it
is required with some basic knowledge both from the field of process synthesis and from the
field of process control. This knowledge, together with some basic ideas on how to approach
the optimal operation problem is given in chapter 2. In order to verify that the proposed
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methods work, dynamic simulations are made and chapter 3 presents how this is done for
HENSs.

In order to perform optimization during operation, it is required that there are extra degrees of
freedom after regulatory control is implemented. This is discussed in chapter 4, and it is
shown that degrees of freedomay not always be utilized for energy optimization. A
guantitive expression for the degrees of freedom that can be used for optimization is
presented together with some simplified rules.

Chapter 5 discusses a method for optimal operation that is based only on the structure of the
HEN. This method is presented earlier, but in this chapter parallels are drawn to split-range
control. Away to deal wth multiple controlled temperatures is also proposed. A method
which is heavily inspired by this socalled sign method is presented in chapter 6. Here,
guantitative information in terms of linear steady state transfer functions is utilized, and a
control configuration that minimizes energy cost is found by solving an integer programming
problem.

A different approach for optimal operation of HENs is proposed in chapter 7. This chapter
actually contains two methods that are combined to form one powerful strategy for on-line
optimization. A general steady state HEN model is formulated which is used periodically
during operation to find optimal setpoints for a set of variables. In addition, a method for
selection ofwhich variables that are kept at setpoints between the optimizations is proposed.
Special attention is paid to processes where optimum lies at the intersection of constraints,
which is typical for HENs.

The last chapter provides a short discussion in addition to conclusions and suggestions for
future work.

Each chapter has a separate nomenclature and reference list at the end. Earlier and more
“stand-alone” versions of chapters 5 and 7 have been presented at ESCAPE-6 on Rhodes,
Greece in May1996 and at PSE-ESCAPE'97 in Trondheim, NorwayMay 1997,
respectively. These chapters have been partly rewritten; some topics have been more
emphasized and some new parts have been included. Also, some introductory issues have
been removed as these now are presented more thoroughly in chapter 2.

1.3 Related work

Synthesis of HENs is a mature research field and Gundersen and Naess (1988) cite almost 200
papers in their review article. The two dominating synthesis methods have been the pinch
design method and mathematical programming. Gundetsain(1991) show that both of

these methodmay fail tofind the global optimal solution. Further development still takes
place within HEN synthesis, including methods that combine elements from different
approaches.

Compared to the large literature on HEN synthesis, the number of publications concerning
operation of HENs is much less. A prerequisite for optimal operation is that the HEN is
sufficiently flexible (i.e. feasible operation for variations/disturbances thay be
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encountered). Kotjabasakis and Linnhoff (1986) introduced sensitivity tables in order to
make a base case design flexible, and a later contribution by Papalexandri and Pistikopoulos
(19944a) introduces a model that includes flexibility requirements in the synthesis stage using
a mathematical programming approach.

Control of single heat exchangers is considered several places in the literature, see e.g.
Shinskey (1988). For regulatory control of complete HENs, Nisenfeld (1973) used the steady
state RGA to find the pairing between measurements and manipulations. Mathelen

(1992) discusses controllability and control structure selection for HENs, however, energy
consumption is not considered. An important contribution to controllability and control
structure design in HENSs is given by Mathisen (1994, chapters 3 and 4). That contribution
also comprises aspects related to energy consumption, and it constitutes an important basis
for a large part of this thesis.

Design of operable HENs is discussed by Marsetleal (1982) and heuristic rules are
proposed in order to guide the designer to find a base case HEN structure with the most
promising properties concerning operability (flexibility and controllability). Mathisen (1994,
chapter 7) proposes rules for use together with the pinch design method to achieve HENs with
good operability properties. Operability considerations in HEN synthesis using mathematical
programming is discussed by Mathisen (1994, chapter 8) and linear constraints that include
operability aspects are added to Yee's stagewise model for HEN synthesis (Yee and
Grossmann, 1990). A different approach for incorporation of controllability into HEN
synthesis is proposed by Huang and Fan (1992) where a knowledge based strategy is
proposed. Papalexandri and Pistikopoulos (1994b) include dynamics and control structure
considerations in the synthesis stage using a mathematical programming approach.

Even if there is a growing literature that aims to incorporate operability aspects in the
synthesis stage (research area 1 on page 2), few publications have been devoted to methods
for operation of HENs (research area 2 on page 2). Makgtelé (1982) and Calandranis

and Stephanopoulos (1988) suggest to manipulate the duty of the last heat exchanger on a
stream, however, thisnay not be preferred from an energy consumption point of view.
Methods for operation of HENs should not only include regulatory control (keep outlet
temperatures at targets), optimization should be regarded as well. That is, the method should
automatically find theoptimal operating state when the are variations in disturbances, target
temperatures or in the process itself. Mathisen (1994, chapter 5) suggests a method for
optimal operation of HENSs that utilizes structural information. The method comensagy
optimization in addition to regulatory control, and chapter 5 in this thesis is based on that
method. Bojaciet al. (1996) proposes a method for operation of HENSs that is based on
repeated steady state optimization, but their focus is not on the closed loop control system.

Recent work on control structure design by Skogestad and coworkers involves selection of
controlled outputs for optimizing control, see Skogestad (1996, chapter 10) and Morud (1995,
chapter 8). Thisnay beutilized for optimal operation of HENs and it is incorporated in the
method proposed in chapter 7 of this thesis.
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Chapter 2

BASIC IDEAS AND CONCEPTS

This chapter includes the common basis required for the subsequent chapters, particularly for
those chapters that concern operation of HENs. It will also give some further motivation why
good operation and control of HENs is important for the overall process. Terms like
flexibility, controllability and operability will be described, and the influence of the process
structure will be discussed. The chapter starts with a quick summary of the design of the
overall process and a brief overview of HEN synthesis, before the topics more related to
operation are presented.

2.1 Decomposing the HEN from the rest of the process

A plant transfers raw materials into products by means of chemical reactions, separation steps
etc. Often a plant comprises several feed streams being converted into a main product
together with wanted or unwanted byproducts in a complex process structure. In addition,
utility systems for thermal energy, mechanical and electrical energy, pneumatics and so on are
required. In the subsequent, the teutlity refers to thermal energy, i.e. addition and
removal of heat.

The purpose of a plant is to manufacture the desired products as economically as possible.
However, government regulations (e.g. regarding environmental pollution), safety and health

demands also have to be fulfilled. Three tasks that have a major impact on the overall

properties of a plant are the selection of:

1. Reaction path and reactor(s).
2. Recycle and separation network.
3. Heat exchanger network and utilities.
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There are two essentially different approaches to process design (Smith, 1995, chapter 1):

1. Sequential development of a process structure.

In this approach, the designer starts by making decisions about the most important part of the
process and then moves to less important parts. In process design the “onion model”
described by Smith and Linnhoff (1988) is usually followed, see figure 2.1.

Reactor

Separation syste

exchanger networ,

Utilities

Figure 2.1 Onion diagram in process design.

The design starts with the “core” of the process which is the reactor. When reaction path and
reactor have been selected, the designer can move outwards in the onion and make decisions
on separation and recycle system, and so on. The flowsheet is developed sequentially and
there is no guarantee that a series of optimal local decisions leads to an optimal overall
process. For example, decisions made in the reactor and separatiormayeags/e little

potential for heat recovery in the outer layers. The desmagrthen go back to the inner
layers and investigate other alternatives, hoping to find an overall solution at least close to the
global optimum. Despite the danger of being trapped in local optima and the work required
in investigating several alternatives, this approach also has advantages: The designer (or
design team) interacts actively in the design process and can use his/her knowledge and
experience. With the designer in command of the decisions taken a large variety of
knowledge can be considered, but perhaps more important — the designer learns from the
design process and will become a better designer in subsequent projects.

2. Simultaneous development of a process structure.

The second approach is based osugerstructureof the process. A superstructure (or
hyperstructure) includes all process structures that will be considered. That is, the designer
starts by setting up all possible reactors, all possible recycles and separators and so on. This
results in a large number of candidate process structures and the design problem is formulated
as a mathematical model which is solved by means of optimization. The approach usually
result in an MINLP problem (see e.g. Grossmann, 1985) where the integer part represents
discrete decisions such as whether a processing unit is present or not. (Note that the term
“‘integer” in MILP or MINLP problems often actually refers banary variables and not to
integers). Logical propositions such ash6ose exactly one reactoor “if reactor A is

chosen, then separator D can not be chbsea formulated as mathematical constraints and
included in the model.
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This second approach will not be trapped in local optima due to sequential decisions as in the
first approach. However, the second approach also have disadvantages: The optimal process
structure mayot be embedded in the superstructure given initially by the designer. Provided
that the optimal structures embedded within the superstructure, the numerical solution
algorithm may fail tdind the global optimum. In general such problems are non-convex and
there is no guarantee that the global optimum will be found. Thus, this appregciso

result in a local optimum. In addition, the combinatorial nature of such probhayisnpose

severe limitations for the simultaneous approach when applied to medium or large size
problems. The most serious disadvantage, however, is probably that the designer does not
play an active role in the decision making. This means that topics like safety and health
considerations or e.g. costs related to adaptation to existing infrastructure hardly will be
considered in the conceptual design stage. Such considerataysbe done by an
experienced designer in early decisions of the sequential approach, but will be more difficult
to implement in a optimization model required for the simultaneous approach. Also, the
learning of the designer will be less prominent in the second approach.

Despite the fundamental differences between the sequential and simultaneous approaches,
most practical designs will have elements of both. The difference between sequential and
simultaneous methodsaynot only be applied to flowsheeting of a complete plamhay be

equally relevant for each subtask. In the next section, it will be clear that the main difference

in synthesis of HENSs is also between sequential and simultaneous methods. The rest of this
section is devoted to decomposition of the HEN from the remaining parts of the plant and to
explain why good operation andontrol of the HEN is important for the overall process.
These issues are illustrated by an example. The example has been made as simple as possible
while retaining the essential properties of a typical integrated plant.

Consider the plant in figure 2.2 where decisions regarding reaction path, reactors and
separation have been made. The process does not have any material recycles.

AQ = 5.5 MW AQ =-16 MW
130C
20C > 190¢ L 30C
FEED 1 REACTOR >
90°C PRODUCT 1
80°C 160°C 90°C
REACTOR 2 SEP
FEED 2
AQ = 12 MW 90°C PRODLﬁT 2

Figure 2.2 Simple process with two reactors and a separator.

The two feed streams requires heating and PRODUCT 1 requires cooling. Table 2.1 gives the
data necessary for considering heat recovery between these three streams. Note that the
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classification of hot and cold streams is based on whether a stream requires cooling or
heating, it does not depend on temperature.

Stream name Stream no. T[°C] T [°C] CP[MW/°C] AQ[MW]

PRODUCT1 Hotl (H1) 190 30 0.10 16.0
FEED 2 Cold 1 (C1) 80 160 0.15 12.0
FEED 1 Cold 2 (C2) 20 130 0.05 5.5

Table 2.1 Thermal stream data for the simple heat recovery problem.

Using the data in Table 2.1, focus here is on the heat recovery problem only. The heat
recovery problem has been decomposed from the rest of the process. An olaycias
satisfy the heating and cooling demands for this problem is to install two heaters and one
cooler as shown in figure 2.3. The total heating and cooling duties are satisfied using
external utilities (steam and cooling water) and the requirement®arel7.5 MW and

Qc = 16.0 MW for heating and cooling, respectively. This solution does not inanivaeat
recovery.

190°C 30°C
H1 @ -
16 MW
160°C 80°C
G c1
12 MW
130°C 20°C
)
- (h2) C2
5.5 MW

Figure 2.3 Trivial solution using external utilities only.

Figure 2.4 shows one possible HEN for the simple process. The countercurrent arrangement
with hot streams on top from left to right and cold streams below from right to left (grid
diagram) was introduced by Linnhoff and Flower (1978) and will be used throughout the
thesis. In this simple HEN, two process-to-process heat exchangers I) &ade been
introduced and stream C2 does not need external heating. Compared to figure 2.3, the utility
duties have been reduced @ = 8.0 MW andQc¢ = 6.5 MW while the number of heat
transfer units has increased from three to four. Note that the reductmthdfot and cold

utilities is equal to the total process-to-process heat tran®er @, = 9.5 MW). This
significant reduction in external energy consumption due to process integration is of course
important. Linnhoff and Turner (1981) reports results from industrial applications where
savings in both energy and capital costs have been achieved through heat integration.
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Figure 2.4 HEN for the simple process.

The HEN in figure 2.4 reduces utility consumption, however, it also introdotactions

As an example, a disturbance in the supply temperature of stream H1 will not only affect the

outlet temperature of the same stream but it will also affect the outlet temperatures of the two
cold streams as this disturbance also will travel from hot to cold side of process-to-process
heat exchangers. To see how these interactions in the HEN may influence the dynamics of
the overall plant, the complete process including the HEN is drawn in figure 2.5.

PRODUCT ] 30°C

6.5 MW
20°C ” 1300 190G
FEED1 1’55 MW REACTOR

90°C
sorc 4 MW 160°C 90°C

| REACTOR 2 SEP

FEED 2 & MY

90°C PRODUCT 2

>

Figure 2.5 Complete plant with heat integration.

We see that the interactions in the HEN cadisedbackn the plant, e.g. the exit temperature

from REACTOR 1 will affect the inlet temperature of the same reactor through the heat
exchangers. This may significantly change the ovetatit dynamics, anthay lead to slower
response, increased sensitivity to disturbances and even instability. Of course, feedback may
also give desired effects (e.g. feedback control). However, feedback introduced by heat
integration makes it more difficult to deduce the plant dynamics from the dynamics of the
individual plant units.
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As illustrated by figure 2.4 and figure 2.5, a HEN can be considered from two different points
of view:

Viewpoint 1. A HEN is a part of the process with its own properties such as heat recovery
level and dynamic behavior, and it can be considered separately from the rest of the process.

Viewpoint 2. A HEN affects the overall plant properties as it connects the plant thermally.
Consideration of the HEN as a separate unit has little interest.

The first point of view which focuses on the HEN as a separate unit is often employed in the
synthesis of HENs. That is, the stream data is first selected from reactor, separation system
and possibly recycle considerations (sequential approach). Then, the HEN is designed as a
separate task even if it is clear that the optimal supply and target tempenadyresange
somewhat for the overall process.

Regarding the dynamics and control of an integrated plant, it could be easy to draw the
conclusion that the second point of view has to be applied since it is the overall plant
dynamics that is important. This conclusion is not quite true despite the fact that the dynamic
behavior of the HEN itselfnay not be important. Consider an integrated plant where a
separate control system has been designed for the HEN. Assume that the control system
yields perfect control meaning that the outlet temperatures from the HEN are kept exactly at
their target values (setpoints) also when disturbances are present. Now, the controlled HEN
will notintroduce any interactions or feedback in the ov@lalit. That is, if perfect control

of the HEN is obtained, the overall plant dynamics will be as if heat integration was not
present. However, the steady state benefit of heat integration in terms of reduced energy costs
will be preserved. In practice, perfect control can not be achieved but we can conclude that
“good” control of the HEN is desired as this will give “small” interactions and “small” effects

of unwanted feedback in the overall plant. Good control of the HEN has a decoupling effect
on the dynamics of the overall plant and will simplify control system design for the rest of the
process. Of course, controlling the outlet temperatures from the HEN is also important since
deviations from the target temperatuneay affect forexample reactor conversion or quality

of separation in downstream units. In conclusion, dynamics and control of the HEN are
important for the overall plant behavior.

2.2 HEN synthesis, a quick overview

The total design effort (on a systems level) required for a HEN typically involves the
following three stages:

1. Nominal design. Synthesize one or more networks with good properties (regarding heat
recovery and capital cost) for nominal stream data.

2. Flexibility and controllability. Investigate the networks with regard to flexibility and
controllability, and possibly introduce some modifications (e.g. increased area) such
that at least one HEN shows satisfactory results.

3. Operation. Design a control system to operate the HEN properly. This involves control
structure selection and possibly some method for on-line optimization.
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This section will briefly explain a few aspects related to the first of these points; synthesis of
HENs for nominal stream data. HEN synthesis is often regarded as the most mature research
field within process design, and progress during the last decades has been made in parallel by
the two main “schools”; pinch technology and mathematical programming. A comprehensive
and thorough review of HEN synthesis until the late 1980’s is given by Gundersen and Naess
(1988).

Despite being thoroughly investigated, the combinatorial aspects together with the non-
convex nature of the HEN synthesis problem, make the search for the cost optimal HEN a
challenging task, see e.g. Gunders¢ral (1991). The simple concepts described in this
section is part of pinch analysis.

An important concept within pinch technology is the merge of all hot process streams and all
cold process streams into one temperature/heat diagram, known as the composite curves. The
stream data required to draw the composite curves for the simple problem used in the
previous section is given in table 2.1, and the data will be used as a simple example. The
composite curves for this example are shown in figure 2.6.

QH, min

200 T
180 T
160 T
140 T
120 t
100 T

Temperature °C]

40
20 1

0O 2 4 6 8 10 12 14 16 18 20 22 2
AQ [MW]
Figure 2.6 Composite curves for the simple heat recovery problem.
In this simple example, there is only one hot stream and the hot composite curve (upper line)

is trivial. Both of the cold streams are present in the temperature range ffGnto8030C,
and the slope of the cold composite curve is 1/(0.15+0.05) 2G/MV] in this temperature
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interval. The horizontal axis thangeof heat, thus the horizontal positions of the curves are
not unique. The vertical difference between the composite curves denote the driving forces
for heat transfer. For the solid composite curves in figure 2.6, the smallest temperature
difference between the curveSTmin, is selected to 2C€. At the highest temperature, the
process needs addition of hot utili@y (e.g. steam) and at lowest temperature the process
needs removal of heat to cold utiliQc (e.g. to cooling water). In the region along the
horizontal axis where both curves are present, imegt be recovered betweént and cold
process streams. The point where the composite curves are closest to each other is known as
the pinch With the smallest driving forces, the pinch represents the bottleneck for heat
transfer. The pinch also decomposes the heat recovery problem into two subproblems; (1)
above pinch where only hot utility is needed, and (2) below pinch where only cold utility is
needed. Transferring heat across the pinch using process exchangers will inctie s

and cold utility accordingly (“double penalty”) and should be avoided.

Before the pinch design method can be applied, a valdd gf has to be selected. This
specification actually trades off utility consumption (operating cost) against capital cost (e.g.
heat exchanger area). It is thermodynamically feasible to let the composite curves touch at
the pinch (dash-dotted cold curve in figure 2.6), yielding the lowest external utility
consumption possible. With no driving forces at the pinch, however, infinite heat exchanger
area is required and the resulting HEN is definitely not cost optimal. A reasonable value of
ATnin can be found from optimizing the trade-off between utility consumption and capital
cost. This is known as supertargeting, see Ahetad (1990).

The pinch design method consists of three stages:

1. Targeting
2. Synthesis
3. Optimization.

These will now be described very briefly using the simple example.

Targeting

An important feature related to HEN synthesis is that it is possible to queartgts for
minimum utility consumption, minimum number of units and minimum afesadof the
actual synthesis stage. Minimum utility consumpti@q £in andQc mir) can be found using
e.g. the problem table algorithm or the heat cascadepayitbe found graphically from the
composite curves (when they are aligned according to the specified valtig,@f From
figure 2.6, the targets for utility consumption are identified Q@min=5.5 MW and
Qcmin=4.0 MW. The targets for utility consumption are constrained by the val\ig@f

The target for number of units normally arises from tNel” rule: Minimum number of

units (including utility exchangers) is equal to the number of streams (including utilities)
minus one. This rule is based on graph theory — no thermodynamic considerations are made,
and there are cases where the rule does not give a correct target value. A rigorous target value
for minimum number of unitsnay be found using mathematical programming. For the
simple example, the target for number of units (for the complete HEN) is 3+2-1 = 4.
Applying theN-1 rule below and above the pinch separately, the target for minimum number

of units for the decomposed HEN is (3+1-1) + (2+1-1) = 5.
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A target value for total aremay be found assuming vertical heat transfetis Target,
however, is not compatible with the target for minimum number of units. Cost optimal HENs
often have close to minimum number of units, and the area will often deviate from the target.

Synthesis

In this step, a HEN that satisfies the target for utility consumption (maximoengy
recovery) is designed. The design starts where the process is most constrained, at the pinch,
and is carried out separately above and below pith, is the agreed minimum approach
temperature for each heat exchanger, and exchangers are placed between streams such that
this requirement is fulfilled. To achieve this, stream splittmay be necessary. The duty of

each heat exchanger is made as large as possible, constrained by the stream with the smallest
heat demand. This “tick-off” rule minimizes the number of units in the design. Utility
exchangers are placed on streams that do not meet the target temperatures when using only
process exchangers. Figure 2.7 shows the maximum energy recovery HEN for the example
and the pinch is shown by the dashed vertical line. The utility targets are met and the number
of 5 units corresponds to the target for the decomposed HEN.

90°C 100¢ 30°C
1 M N
H1 ' ; UD)—cd -
| 4.0 MW
160°C 80°C
I\
- W— =
3.0 MW 9.0 MW |
130°C 1 20°C
- (b2 —O c2
2.5 MW l 3.0 MW
80°C

Figure 2.7 Maximum energy recovery networtkKyin = 20°C).

Optimization

In this stage, the maximum energy recovery HEN from the synthesis stage is improved in
order to achieve a more cost optimal HEN. All pinch designs from the synthesis will have at
least one unit more than the minimum number when the complete HEN is considered.
Removing unitsmay reduce théotal HEN costs. The network in figure 2.7 has one unit
above the target for the complete HEN, and excess unitsléops For this example, there

is only one loop:

Units: 1 h2 hl [
Streams: H1I—C2—ST—Cl1—H1

The units are physically connected by the streams as indicated above. To form a loop, the
first and last stream must be identical. A loop always consist of an even number of units, and
every second uniinay increase and decrease duty by the same amount of heat while
maintaining the heat balance in the HEN. Manipulating a loopaméysrepresents a degree
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of freedom in the design stage, and it mayubkzed to remove a unit. A heuristic rule in
pinch design is to remove the unit with the smallest duty. Applied to the example, heater h2
is removed by reducing the duty to zero. This resulisareasedduties of 2.5 MW for heater

h1l and exchanger Il and the sareductionin exchanger I. Examining the resulting HEN,
one will find that the constraint oATy, is violated (hot side of exchanger BTy, is
restored by exploitingpathsin the HEN. In the example, there is a path from hot utility
stream (ST) to the cold utility stream (CW, cooling water).

hl I cl
ST—C1—H1—CW

A path is manipulated similarly as a loop; every second unit is manipulated by opposite duties
of equal magnitude. A path always comprises an odd number of units, meaning that the first
and last unit (utility exchangers) are changed in the same direction. In the example, the hot
outlet temperature of exchanger | is increased by reducing the duty of that exchanger. Hence,
ATnin can be restored by reducing the duty of exchanger | which implies increased duties of
the heater and cooler. In general, restoring a violatiakiTgf, implies that the duty of both

utility exchangers in a path amecreased The completed HEN aftekT, iS restored is

shown is shown in figure 2.4. The composite curves for the finished HEN is shown in figure
2.6 (dashed cold line). Note that the smallest temperature difference between the composite
curves are larger than tdd ,, = 20°C at the hot end of exchanger I. The reason for this is
that the completed HEN includes non-vertical heat transfer and heat is transferred across the
pinch. This increases utility consumption but saves one unit.

In general when using pinch analysis, the designer is faced with a number of choices in the
synthesis stage and particularly in the optimization stage. In practice, a number of alternative
designs should be carefully investigated with respect to utility consumption, capital cost (e.g.
area), operability aspects etc. before the final HEN design is settled.

The very brief and incomplete introduction to the pinch design method presented here was
done without references to other works. It has mainly been included for readers without any
prior knowledge about HEN synthesis More thorough introductions can be found elsewhere,
see e.g. Linnhofét al. (1982) or textbooks such as Douglas (1988) or Smith (1995). This
thesis focuses onoperation of HENs, and design is not emphasized. Some
differences/similarities between design and operation can, however, already be pointed out
with regard to the important terms presented above (composite curves, loops and paths). In
operation of a given HEN, we want the utility consumption to be as small as possible. Control
and operation of HENs are the main topics in the remaining sections of this chapter. The
following relations between synthesis and operation can be given at this point:

Loops. Loops may be removed in the design stagethe completed HEN design may
still include one or a few loops. As it was clear from above, manipulating loops do not
change the total utility consumption, hence may expect that loops do not play any
important role in operation. Loops (particularly those involving only process exchangers)
introduces feedback internally in the HEN and thasy change the dynamic properties of
the HEN.

Paths. Manipulating a path changes the utility consumption, and manipulating paths for
varying disturbances etc. to minimize utility consumption is important during operation.
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Composite curves. While composite curves are fixed during design (when the heat
recovery level is specified), they may change during operation desgigdions in supply
temperatures, heat capacity flowrates etc. In addition, the specificatfoh,@rgfor trade-

off between capital and operating costs) has no relevance during operation. The purpose
during operation is to vary the manipulations in order to keep the composite curves as
close to each other as possible when disturbances are present and change the shape of the
composite curves.

In the remaining part of this section, the most important methods for HEN synthesis will be

mentioned. A major difference of existing methods for HEN synthesis is between sequential
and simultaneous approaches, as it was for the design of the overall plant. Methods for
synthesis of HENs can be divided into four main categories.

1. Pinch design. Thermodynamic based sequential method.

2. Sequential approach based on mathematical programming.

3. Simultaneous approach based on mathematical programming.
4. Merge of approaches 1, 2 and 3.

In the pinch design method, the designer participates very interactively in the HEN design.
Not only are the three stages (targeting, synthesis and optimization) carried out sequentially,
but the synthesis stage itself is indeed sequential. The designer places the heat exchangers,
one by one, starting at the pinch and moving away the maximum energy recovery HEN

is completed.

In the second category, the target for utility consumption is found using and an LP
formulation. Using mathematical programming, constrained heat exchange such as forbidden
matches (e.g. due to safety aspects or geographical distances) may be considiérede W
target value from this first stage, rigorous targets for minimum number of units as well as the
corresponding heat load distribution are found by solving/ftP problem, see Papoulias

and Grossmann (1983). The actual network generation is formulated as an NLP problem
(Floudaset al 1986). The MILP problemayresult in multiple solutions and networks may

be generated for the most promising heat load distributions. The network generation
(synthesis) is simultaneous in this approach. The approach is here denoted sequential since
the HEN design is divided into three subtasks carried out in sequence. Each subtask is,
however, performed simultaneously using mathematical programming. The introduction of
the vertical MILP model for HEN synthesis (Gundersen and Grossmann, 1990) and the
extended vertical MILP problem (Gundersenal, 1996) aims at improving this strategy so

the MILP stage results in heat loddstributions in the correct order. That is, the most
promising heat load distribution should result in the HEN giving minimum total annual cost
etc.

The third category includes truly simultaneous approaches using MINLP formulations.
Available numerical algorithms may, however, fail to find the globally optimal HEN due to
non-convexity. Further, combinatorial aspeuotsy put severe limitations on the size of HEN
synthesis problems that can be solved. In the model proposed by Yee and Grossmann (1990),
only the objective function contains non-linearities and all constraints are linear. This model,
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however, only allows for iso-thermal mixing, hence the globally cost optimal HENNOt

be embedded in the superstructure. Examples of more recent research to overcome problems
related to simultaneous HEN synthesis are convex under-estimators (Quesada and
Grossmann, 1995) to overcome non-convexity problems, and reduction of the combinatorics
problem using logic, see e.g. Floudas and Grossmann (1994). In addition, stochastic
optimization methods such as simulated annealing and genetic algorithms are proposed in
order to reduce the problem of being trapped in local optima. Despite the efforts to overcome
the problems connected to simultaneous synthesis of HENSs, the solution EfiNhe

models still represents an obstacle thay be prohibitive at least to industrial sized
problems.

At present, no existing method for HEN synthesis can guarantee to find the globally optimal
solution. A new trend within HEN synthesis is to merge the best properties from the three
approaches mentioned above. This forth approach involves use of pinch principles for
screening of alternatives prior to the simultaneous method. Reducing the search space for the
MINLP formulation in thisway isdescribed by Grossmann and Daichendt (1996). Another
branch of this approach includes decomposing the composite curves into blocks and then
applying simultaneous techniques for each block, seeeZal(1995).

2.3 Introduction to operation and control of HENs

The control objective in a HEN is usually to control outlet temperatures to specified target
values (setpoints, references). Target temperatures are denoted with subadripie actual
(measured) outlet temperatures have subsorifg¢.g. T"* and T,/* are target and outlet
temperatures for stream H1). The lettef®r reference ang for measurement which are
conventional notation in control literature will also be used. In some casesnthgrbe

other control objectives as well. For instance, the reboiler or condenser in a distillation
columnmay be integrated in the HEN, and the target in such case may be the heat duty of the
unit. Another example is when some internal temperature has a maximum value e.g. to
prevent decomposition. Thengay also be outlet temperatures withauty specified target

value (free outlet temperatures). If nothing else is specified, “targets” denote the setpoints for
the outlet temperatures.

In addition to the regulatory control objective it is important that the utility cost is as small as
possible. In order to have a concise understanding of what we want to achieve during
operation of a HEN, the following definition is introduced.

Definition 2.1 Optimal operation of HEN.

For a HEN with given structure, heat exchanger areas, heat transfer coefficients and supply
and target temperatures, the operation is optimal if the following three requirements are
fulfilled:

* Primary goal:  Target temperatures are satisfied at steady state.

» Secondary goal: Utility cost is minimized at steady state.

e Third goal: Dynamic behavior is satisfactory.
[ |
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The secondary goal requires that there are extra degrees of freedom when manipulations have
been dedicated for achieving the primary goal. As it will be clear from the next section, most
HENSs have degrees of freedom that can be used for utility cost minimization. The third goal
is deliberately a bit more vague than the two first. It is certainly possible to define rigorous
specifications on the dynamic behavior, but in many cases we will simply use hand rules and
common sense to satisfy this third requirement. Of course, we want the controlled HEN to be
stable and that the dynamics are not unnecessary slow or oscillatory. With this definition of
optimal operation, where the two first goals apply at steady state, it is clear that it is assumed
that the process is operated close to steady state most of the time and that the total operating
costs are dominated by steady state performance rather than by transient responses.

To manipulate the outputs to meet the targets we differ between the following four categories
of inputs:

1. Bypass fraction across one single heat exchanger

2. Bypass fraction across multiple heat exchangers

3. Duty of utility exchangers

4. Split fractions

-2
7
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Figure 2.8 Different types of manipulations in a HEN; andu, are
single bypassesy is a variable split fractiony, andus are utility duties
andug is a multi-bypass.

The network in figure 2.8 shows these four types of manipulations. For single bypasses (type
1) the input signal is assumed to be the bypass fraction directly. In practicenathibe
implemented with a three-way control valve as the splitter, one flow transmitter in each of the
two parallel streams and a flow ratio controller. Alternatively, oray install a regular
control valve in the bypass stream (as indicated in figure 2.8) and perhaps a throttle in series
with the heat exchanger combined with the low-level flow ratio control. (This alternative
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solution will reduce the operating range and/or introduce additional pressure drop). In this
thesis, the HEN will be viewed from a systems level, and the different practical realizations
including the low-level flow control will not be considered in detail. We assume that the
control signal is the split fraction directly (flow in bypass line divided by total flow in the
stream). In practice, this signal may be the setpoint to the (fast) flow control.

Multi-bypasses may be considered in order to haweaaipulation with a fast response in
cases where single bypasses cannot affect all outputs directly (e.g. when both hot and cold
outlet temperatures from a heat exchanger are controlled). Mathisen (1994, p.63) shows that
a multi-bypass (type 2) malmit the operating range considerably compared to single
bypasses, thus multi-bypasseay giveserious problems with input constraints. In addition,

a multi-bypass will reduce the driving forces on several heat exchangers. For these reasons,
this category of manipulations will generally not be considered any further in this thesis.

Utility heat exchangers (type 3) are manufactured in various types and many different control
strategies are being used. Again, since the HEN is considered from a systems level, we will
not consider the implementation details and simply assume that the duty of the utility
exchangers are manipulated directly. A utility exchanger is usually located as the final unit in
a stream and therefore affects only the outlet temperature of this stream and no other
temperatures in the network.

For networks with stream splits, the split fractionay befixed or variable. A variable split
fraction can be used as the manipulated input to control a target temperature. Often, however,
a variable split fraction will be used for optimization purposes rather than for regulatory
control.

As a general rule in this thesis, it is assumed that a single bypass is (or can be) placed across
any heat exchanger anthat utility exchangers (if present) always control the outlet
temperature of that particular stream. Whether a split fraction is used as a manipulated input
or not will be explained in each case. To summarize, the two most important types of
manipulations are single bypasses and utility exchanger duties and this gives origin for
dividing the targets into the following categories:

» Bypass controlled targets. Target temperatures controlled by a bypass across a
process-to-process heat exchanger.

» Ultility controlled targets. Target temperatures normally controlled by the duty of a
final utility exchanger.

For problems with multiple hot or cold utilities theray be cases where a utility exchanger

is locatedinternally in the HEN. While internal utility exchangemsay occur forindustrial

HEN problems, they are not considered very frequently in the academic literature. Utility
controlled targets refers to outputs controlled bfmal utility exchanger. Internal utility
exchangers are not consides@ay further inthis thesis. Thus, the term “utility exchanger”,
actually refers to a final utility exchanger.

Since a utility exchanger only affects one outlet temperature, all exit temperatures from utility
exchangers normally are utility controlled while the other target temperatures usually are
bypass controlled. Using the HEN in figure 2.4 as a simple exafpleand T are utility
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controlled while T<? is bypass controlled. This division into bypass controlled and utility
controlled targets will be utilized in the methods presented in later chapters. The two
categories of outputs can also be used to decompose HENSs into a certain general structure.
To do this, first split the targets (outputs) inkp andygp for utility and bypass controlled
targets as above. Then split the manipulated inputs into utility dutiasd bypass fractions

ugp. Now the transfer functio® from the inputs to the outputs can be divided into the
following block structure:

Vo 0 G GOy O

B’BP E: % 0 Gy %JBP H 1)

G2* will always be diagonal since each final utility exchanger only affects the exit

temperature of the corresponding stream, and therefore we alsGhav8. The first set of
outputs is given by

Yu = GIW + G We (2.2)

Assuming thatyy are controlled by SISO feedback controllers frapgy the last term in
equation (2.2) can be considered as a disturbance. If the control of some utility controlled
targets are critical, the diagonal feedback contray be combined with feedforwacaontrol

from ugp. Note that itmaybe possible to use bypass fractions for control of utility controlled
outputs, but one must ensure that there are enough bypasses left for control of the bypass
controlled outputysp (sinceG,; = 0, meaning thaty, can not controygp). It is important to

note that whileyy, may be affected bygp, ysp is Not affected byuy since we simply have

Yer = Gy Ugp (2.3)

Now, if we assume that, is perfectlycontrolled byuy the following rule for decomposition
of HENs can be stated.

Rule 2.1 Decomposition of HENSs.

Assume that utility controlled targets are perfectly controlled using duties of utility
exchangers, and that the utility exchangers are not saturated. Then, studying the utility
consumption for the complete HEN and the dynamics of the bypass controlled targets are
equivalent to studys,, together with a steady state expression for the duty of each utility
exchanger. That i§5;; andGs» in equation (2.1) do not need to be addresdamd.

The expression for the steady state utility dQgyfor each utility exchanger is
Qu=ATyCP (2.4)

where CP is the heat capacity flowrate of the process stream /Zdndis the positive
temperature difference between the target temperature and the temperature at the inlet of the
utility exchanger. The fact that dynamic models for utility exchangesanot be needed can

be exploited to greatly simplify dynamic simulations of HENs as it will be done in chapter 3.
An important point concerning optimization of a HEN during operation, is that there are no
degrees of freedom associated Wih since it is diagonal. The degree(s) of freedom (which
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is a prerequisite for optimization) is associated v@th (which usually has more columns
than rows). Therefore, methods for optimal operation often focus on this transfer function
together with simple expressions for utility consumption as in equation (2.4).

The pairing between inputs (manipulations) and outputs for regulatory control is usually
rather straightforward. This is partly due to the structure in equation (2.1) which makes the
pairing of uy andyy trivial since G;; is diagonal and partly because the “main rule” for
pairing in HENs often can be used for the other outputs. The main rule for pairing can be
stated as

Rule 2.2 Main rule for input/output pairing in a HEN.
For each outlet temperature that have a target value, prefer a manipulation which has a direct
effect on this temperaturem

This rule can be found several places in the literature and it is a frequently used hand rule for
designers. See e.g. Mathisen (1994, chapter 4), where a number of other rules for bypass
placement are stated as well. In cases where both hot and cold outlet temperatures from a
heat exchanger have target values, the main rule for pairing cannot be applied and other
pairings or a multivariable controller has to be used.

The pairing problem often assumes a quadratic plant, i.e. same number of inputs as outputs.
This is usually not the case for HENs and when a manipulation has been assigned to each
target temperature there are often extra manipulations left. How these extra manipulations
are utilizedmay beimportant for other features than control such as for example energy
consumption. It is important to keep in mind that rule 2.2 originates from the needs of
regulatory control. Other pairingsay be preferred if dynamic requirementsrataxed, and

utility consumption is considered more important. Hence, there is a trade-off between
dynamics and steady state performance. This interesting trade-off is important for the
methods for optimal operation proposed in chapters 5, 6 and 7.

As it has been evident from this section, the methods for control of HENs presented in this
thesis will be based on decentralized control. That is, SISO controllers will be used even if it

is clear that the plant itself is multivariable. One might agdly not use a centralized
controller that uses all measurements and computes all manipulations using dynamic
optimization that simultaneously accounts for regulatory control as well as optimizing issues.
Today, more and more plants have modern control systems that allow for such centralized
control. At least the hardware conditions are fulfilled by means of data acquisition where all
measurements are available for a computer which also can apply manipulations to the
process. Despite this, most plants are based on decentralized control and some reasons for
this are:

» Decentralized plant. Often a large part of the plant is trivially decentralized, or at least
a pairing that gives relatively small interactions can be found.

» Easy to understand. The operation of SISO control loops (using PI or PID controllers)
are fairly well understood by operators and others involved in the plant operation, and
the control structure is often relatively easy to understand.

* Maintenance and modifications. Maintenance of a centralized control system
(software) may beomplex since it would have to comprise a complete model of the
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plant together with optimization algorithms, equation solvers etc. In a decentralized
control system, the different parts of the software can more easily be maintained or
modified as long as the interactions from the plant to other control loops are taken into
consideration.

* Modeling effort. A centralized controller requires a dynamic model of the complete
plant and a considerable amount of work is normally required to obtain such a model.
In a decentralized control system, the individual loops are usually tuned without any
(mathematical) model at all. In practice, the tuning of a complete plant during start-up
Is often done in a hierarchical manner starting with the fast and low-level loops, inner
loops of cascade structures etc. and moving on to more slow loops with the faster loops
closed.

Regarding the first point, it was argued in section 2.1 that process integration increases plant
interaction, but it should also be recalled that good control of the HEN has a decoupling
effect on the overall plant.

There is a trend towards increased use of multivariable controllers such as MPCimamg in
cases these are implemented in addition to (not instead of) conventional (SISO) controllers
such that the MPC provides setpoints for the SISO control loops. The methods for optimal
control that are proposed in this thesis are based on a decentralized control structure.

2.4 Degrees of freedom in design and operation

In section 2.2 it was demonstrated that a loop in a HEN represents a degree of freedom (DOF)
that can be used to optimize tesignby shifting the duties of the heat exchangers. In a
loop, one exchangenay be removed by choosing the duty equadam and this breaks the

loop. A HEN withoutany loops has no such degrees of freedom in the design phase. In
operation however, the situation is different. During operation we assume:

* Fixed network structure.

» Fixed installed heat exchanger areas where the effective area can be varied between
zero and the installed area by manipulating a bypass.

» Specified supply and target temperatures and heat capacity flowrates of process streams.

The perhaps most fundamental difference between design and operation regarding degrees of
freedom is that in design there has to be a mechanism that trades off energy cost against
capital cost. This fact is rather obvious, since if only energy consumption is considered
during design, the result would be a HEN with infinite area and thus infinite capital cost. In
the pinch design method, the trade-off between energy and capital cost is taken care of by the
specification ofATmin (heat recovery level).

In operation, on the other hand, the trade-off between energy and capital cost is completely
irrelevant. Since the HEN structure and installed areas are fixed, the capital costs are fixed as
well. The only issue that matters is to exploit the installed heat exchanger areas as efficiently
as possible (minimized energy cost) while maintaining the targets. Some earlier works
prohibits violation ofATn, for a HEN to be announced operable, see e.g. Calandranis and
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Stephanopoulos (1986). This view is not adopted in this thesis. The inapprioprate problem
formulation of constrainind\ T, in flexibility/operability analysis is also pointed out by
Mathisen (1994, chapter 9). Since the trade-off between capital and energy cost (e.g. by
specifyingATmin) represents a constraint in design and not in operation, this is one example of
differences in degrees of freedom in design and operation.

An important question regarding operation of HENs is whether optimization is possible or
not. A prerequisite for doing amgptimization is that there are degrees of freedom left when
manipulations are used for regulatory control. The most crucial question is naohdow
degrees of freedom (DOFs) the HEN has, but simphether we have zero DOFs
(optimization is not possible), or one or more DOFs (optimization is possible).

Degrees of freedom of HENs during operation is discussed more thorougly in chapter 4. A
simple rule to quickly conclude whether a HEN maypemized or not, is presented. It will

be distinguished between DOFs tinady beutilized for utility optimization and DOFs that

only can be used to shift duties internally in the HEN (without affecting the utility cost). In
many cases, adding extra manipulations will not contribute to the number of DOFs that can
be exploited for optimization. It will be shown that most HENs have DOFs that can be used
for optimization, and a quantitative expression for the number of DOFs will be derived.

2.5 Flexibility and controllability

Operability of a plant includes all aspects related to the operation of it such as flexibility,
safety and reliability, controllability, startup, shutdown etc. This section briefly introduces
the two terms, flexibility and controllability.

Flexibility

Flexibility is the ability of a plant to maintain feasible steady state operation for the varying
disturbances and operating points tivety be encountered during operation. In a HEN, the
targets should be met when supply temperatures and flowrates vary within specified regions,
and also the targets themselwveay besubject to changes during operation. In the case of
fouling, the design should also take varying heat transfer coefficients into consideration.
Finally, the error of the HEMhodelused for flexibility evaluation compared to tteal HEN

should be considered to ensure that not only the HEN model, but also the real HEN is
flexible. Two important problems within flexibility analysis are flexibility test problem

and theflexibility index problemsee Biegleet al (1997). The flexibility test problem aims

to find an answer (yes or no) to whether a design is feasible for a given set of parameter
variations. In the flexibility index problem, an index that quantifies the flexibility is
introduced (Swaney and Grossmann, 1985). This index of flexibility is equal to one if the
design just fulfills the flexibility requirements, above one if the flexibility exceeds the
requirements, and below one if the design is infeasible somewhere within the specified
uncertainty region.

The flexibility index only quantifies the flexibility for the worst case parameter (or worst case
direction of parameter combinations). For instance, a flexibility index of 0.8 indicates that
for the worst case parameter (or combination of parameters), the plant becomes infeasible
when the parameter value is 80% of its nominal value. It does ncamyweformation about
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the other parameters (or directions), which at&y yield infeasibilityjust above 80% of the
nominal values, or they may have plenty of flexibility.

For HENSs, flowrate variationmay yield non-convexities as shown by Saboo and Morari
(1984). Thismay give a design which is feasible fovo different flowrate values and
infeasible for some intermediate value. In flexibility analysis, this implies that the critical
parameter values manot correspond to the extreme values (corner points) of the parameters.
Variations in supply temperatures, however, cannot givenamyconvexities due to linear
responses, and the critical points corresponds to the corner points. Halemane and Grossmann
(1983) show that the computation of the flexibility index is greatly simplified if the critical
points in the analysis corresponds to the corner points. For HENSs, this implies that variations
in supply temperatures can be analyzed by checking the corner points, whereas flowrate
variationsmay yield non-convexities and the critical pointsay be in the interior of the
uncertainty region, see e.g. Floudas and Grossmann (1987). It should be noted that even the
corner point check may not be trivial if there are many independent parameters.

Kotjabasakis and Linnhoff (1986) suggest a three-way trade-off between energy, capital cost
and flexibility in HEN synthesis. While thisay be asuitable view for many problems, it is

not adopted in this thesis. Here, it will normally be required that the HEN is feasible for the
specified region of disturbances and parameter variations. It is assumed that the variations
stay within this region during operation, and therefore no extra money should be spent (or
wasted) on making the HEN more flexible than needed.

The termstructural flexibilityin HENs refers to the flexibility of a given network structure

when the approach temperature of the heat exchangers are allowed to be zero, that is, areas
can be infinitely large. The actual flexibility will be limited by the installed area of some heat
exchanger and therefore the achievable flexibility will be less than the structural flexibility.

While flexibility certainly is dependent on the network structure, the flexibility of a given
structure can be modified by adjusting the heat exchanger areas. This problem of area
optimization is considered by e.g. Mathisen (1994, chapter 9) and Papalexandri and
Pistikopolous (1994). In this thesis, it will be assumed that the HENs to be operated have
been designed with sufficient flexibility and that the issue is to achieve optimal operation for
this given HEN. Problems such as designing for flexibility or area optimization is not
considered.

It is important to be aware that the actual flexibility of a HEN during operatiayp be
limited by the control strategyEven if a HEN has capability of being sufficiently flexible,
there is no guarantee that the control strategy will adjust the manipulations such that the full
flexibility of the HEN is maintained. In the literature, this point seems to have been
neglected, or it has been implicitly understood that the control system will not deteriorate the
flexibility. While flexibility is a property of the HEN alone, we defieffective flexibilityas
follows:

Definition 2.2 Effective flexibility of HENSs.

The effective flexibility is the ability of @ontrolled HEN to maintain feasible steady state
operation for the varying disturbances and operating pointarthgtbe encountered during
operation. Effective flexibility is a property of the HEN and the control stratamy.
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In control structure design it is important to ensure that the control structure preserves
sufficient flexibility such that the controlled HEN fulfills the requirement for effective
flexibility.

Controllability

While flexibility concerns steady state propertiesntrollability is related to more short term
responses and dynamic properties. In this thesis, the term controllability will usually be used
in a loose sense simply meaning how easy the plant is to control. E.g. a manipulation with a
“fast” and “large” effect on a controlled outputay be preferred compared tenanipulation

with a “slow” and “small” effect for controllability reasons. Such qualitative considerations

is the basis for the main rule for input/output pairing in HENs.

Controllability is a property of the plant itself, irrespective of the controller. However,
manipulations and measurements are defined to be a part of the plant, and the selection of
these may strongly affect the controllability. Concerrgngtrol and operation of HENS, e.g.
Marselleet al. (1982), it is often implicitely understood that a variable bypass is placed across
each heat exchanger and that all outlet temperatures are measured. In this thesis, it is
assumed that a bypass or may be placed across each heat exchanger. In addition, extra
measurements (internally in the HEN) may uidized for improved controllability. The

actual choice of manipulations and measurements results in different controllability properties
and it is considered as different plants concerning controllability, despite it is the same HEN
(same structure, areas etc.) within the synthesis terminology.

Quantitative analysis of controllability aims to find what control performance can be
expected, or whether a specified closed-loop performance can be achieved. The closed-loop
performance may be specified in the tigh@main (overshoot, settling time etc.) or in the
frequency domain (e.g. bandwidth). A comprehensive description of quantitative
controllability analysis (or performance targeting) in the frequency domain is given by
Skogestad and Postlethwaite (1996). Control limitations in HENs, such as RHP-zeros, are
thoroughly treated by Mathisen (1994, chapter 3), and will not be emphasized in this thesis.
In chapter 6 of this thesis, it will be necessary to apply a quantitative measure of
controllability in order to find a pairing that is acceptable also from a control point of view.
This measure of controllability will be based on teétive gain array(RGA) of a linear

model of the HEN. The RGA for a square plant (transfer ma&is)defined as

RGAG) = Gx (GN)* (2.5)

where x denotes element-by-element multiplication. The RGA was introduced by Bristol
(1966) as a measure of (two-way) steady state interactions in MIMO systems. The RGA, and
particularly the frequency dependent RGfifv)), has a number of interesting control
properties, see Skogestad and Postlethwaite (1996, chapters 3 and 10). Using the RGA is
often a efficient tool since it does not have to be recomputed for different pairings of the same
plant. One property of the steady state RGA is the ability to test if a pldaténtralized

integral controllable(DIC), and this property will be utilized in chapter 6 of this thesis. The
DIC was introduced by Skogestad and Morari (1988), and will be defined and explained in
chapter 6.

Most HENs have more manipulations than targets and this yields a transfer function with
more columns than rows. Even HENSs (pinch problems) matloops have one manipulation
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in excess. As stated in Mathisen (1994, chapter 3), most HENs without loops only have one-
way interaction and this corresponds to transfer function that is upper or lower triangular
(with proper ordering of inputs and outputs). The pairing of a square plant that is triangular is
trivial since RGAG) =1. However, this i1ot the case for non-square plants and pairing is
not trivial. As an example, consider the transfer function for the HEN in figure 2.4 that will
have the form

[(Uea

gro B M O O 914%] lD
citl- Uy o ™o 2.6
o [T [ O o3 Ay, O (2.6)

.28 B0 0 s gSA%E
I

From equation (2.1), we recogni@s; = diag(jg11, g22]) and using the trivial decomposition
rule for HENs (rule 2.1), the remaining system becomes

[933 934]@ H (2.7)

The RGA 0ofGyz = [gss 034 is @ 1x 2 matrix with row sum equal to one, and the pairing is

not trivial. In chapter 6 where the RGA is used to find the pairing, the square system when
one (or more) manipulations is assumed unused is considered. This requires the RGA to be
recomputed for the possible selections of unused manipulations.

2.6 Process structure affects operability

It is rather evident that the structure of a process affects the operability. This section will first
recall some results from linear systems theory to demonstrate this point. Then, it will be
shown by a few simple examples that process struanag significantly change the
operability of the HEN as well as for the overall process.

Let g denote the transfer function for a SISO system. Thaj is,a frequency dependent
complex rational function that can be written as

goy [ (6= 2)
o(9) kgI'IlT”(S- ) (2.8)

wherezy andpy are the zeros and poles, adg andNg, denote the number of zeros or poles
of the systeny. kg is a constant. Similarly, ldt be a transfer function written in a similar
way.

2 6-2)
=" (6= m)

h(s) = (2.9)
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Introduce the short-hand notatiay and dy for the numerator and denominator @fin
equation (2.8), and similarlgy, andd, for h. Now, the zeros and poles of the total system
wheng andh are connected inseries parallel or feedbackstructure can easily be found.

a) Serial b) Parallel c) Feedback
u y

u y u=9§y 'T'g
—» g h —» —
h h

Figure 2.9 Series, parallel and feedback connection.
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The transfer function for series connection is

Ng Ny,
d,ds

%(s) S CLEE (2.10)

which implies that the zeros and poles for the connected system simply are the zeros and
poles of the individual partg(andh). Series interconnection is typical for plants without
integration and as mentioned in previous sections the dynamics of the overall plant can be
predicted quite intuitively from the individual units since no new zeros or poles are
introduced. Note that even if series interconnection cannot move or introduce new zeros or
poles, theymay be canceled. For parallel interconnection the overall trafsfetion
becomes

Ngdy + Ny dy

Yia = —
SO 3=

(2.11)

The poles of the new system are the poles of the individual elements, meaning that
connecting stable systems in parallel cannot yield an unstable overall system. The “plus” in
the nominator of equation (2.11) implies that parallel interconnection gives an overall system
with new zeros Thismaysignificantly change the operability of the plant am#ty introduce
RHP-zeros. A RHP-zero typically occurs when a fast response with small steady state effect
counteracts a slow response with large steady state effect, such that the overall step response
will start movingaway from the final value, yielding an inverse response. Note that while
RHP-zeros often are associated with inverse response for SISO systawsnanmber of
RHP-zerosmay not necessarily imply inverse response behavior. However, RHP-zeros
represent a fundamental control limitation (perfect control cannot be achieved) for both SISO
and MIMO systems, see Rosenbrock (1970). Effective control is only possible at low
frequenciesor at high frequencies. In process control applications, good control is usually
required at low frequencies and therefore RHP-zeros imply an upper bound on the bandwidth.

If a bypassed heat exchanger has a downstream path from both hot and cold side to a
controlled outlet temperature, this represents a parallel connection and the two effects will
always have opposite directions. Therefore, such parallel downstreammasthesult in
RHP-zeros and control limitations. As the following explanation shows, such parallel paths
may also give singularity at steady state. Assume that the net effect is small and that a change
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in the heat transfer coefficient in one of the parallel paths (e.g. due to fowling) changes the
sign of the net effect (at steady state). At some intermediate value of the heat transfer
coefficient the two parallel effects will exactly cancel each other at steady state which gives a
parametric singularity. For parameter values where the faster of the two opposing effects also
is largest at steady state, RHP-zeros would not be expected. When the parameter passes the
value that gives steady state singularity (sign changes) and the slower effect becomes
dominating at steady state, a RHP-zeray occur. Tis illustrates that there is a connection
between steady state properties (parametric singularity) and control properties (RHP-zeros).
A temperature disturbance in a HEN will be dampened at steady state and it will also become
slower as it traverses more heat exchangers. Therefore, the parallel path that is shortest,
normally gives a response that is both fastest and largest, and this suggests that RHP-zeros
may not occur very frequently in practice for HENs. Also, a manipulation rtiegt give
singularities is usually not preferred for control. In general, however, parallel paths often
occur in HENs and other parts of the plant, and they result in RHP-zeros and hence in
fundamental control limitations as well as modified steady state performance.

The last of the three basic interconnection types, feedbaal, perhaps give thenost
dramatic change of the overall plant dynamics. From figure 2.9mayewritey = gu+ ghy
which yields the transfer function

Yig=-9 = (2.12)
u

The zeros of) do not move, but the poles lnbecome additional zeros in the overall transfer
function. The interconnected system will have new poles andndysdramatically affect the
operability of the plant. Feedback interconnection of systems that are individually stable may
yield an unstable overall system. On the other hand, an unstablenghaftestabilized by
feedback control. As shown in section 2.1, feedback interconnections frequently occur in
integrated processes.

In addition to these three basic interconnection types, one fourth configuration is presented
where there are two sets of inpulis &ndu,) and two sets of outputg;(andy,). We want to

focus on the transfer function from the primary inpu) ¢o the primary outputy{) when
feedback is introduced between the secondary output and input, see figure 2.10.

uy — > B

\ 4

u, Yo
H

A

Figure 2.10 Feedback of secondary variables.

PartitioningG into four block matrices where the dimensions match the two sets of inputs and
outputs, we can write:
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DO G GO

= 2.13
3,0 R GooHHF (2-132)
Uu=Hy, (213b)

From equation (2.13) the transfer function frapto y; (lower linear fractional transform of
G andH) is given by

Yy = [Gll + Gy, H(1- Gy, H)™ Ql] u (2.14)

Assume a scalar transfer function, and introde the notatjeandd ; for the numerator and
denominator of;; and similarlyn, andd, for the the numerator and denominatohofThen,

the zeros and poles of the resulting system are given by the zeros and poles of the individual
transfer functions:

ﬁ(s): nl,ldl2(d1d2,2_ 1) rhz)q it din,d Gon 0y
Uy dl,ld:LZ(dﬁ d; .- rhnzz)d &y

(2.15)

While this expression is more complicated than for the three previous interconnection types,
it is evident that feedback in the secondary variables changes both the poles and zeros of the
resulting transfer function of the primary variables. It is often stated that feedback moves the
poles but not the zeros. This is true for the input and output directly involved with the
feedback loop, but feedbackay move thezeros for other transfer functions. As a simple
example, consider a case whagg =37, G2 =<5, O21 =%, G2 == andh=1. All
elements are stable and there are no zeros, but the resulting transfer function has both one

RHP-pole and a RHP-zerof(s) = £ =30 ) This type of interconnection may

indeed occur in practice, see Jacobsen (1997) where a reactor-separator system with recycle is
investigated. In that paper, sufficient conditions for the existence of RPH-zeros for the
connection in figure 2.10 also is given.

To conclude, series interconnection does not usually introdogaunexpected dynamic
behavior, parallel interconnection moves the zeros (may introduce RHP-zeros), and feedback
interconnection moves the poles (may introduce RHP-poles and hence instability). In
addition to these three basic interconnection types, introducing feedback (e.g. recycle) in one
part of a plant may move both poles and zeros in other parts of the plant. It should perhaps be
mentioned thateal plants have neither poles nor zeros, since these are mathematical terms
that apply for rational functions. However, it is assumed that the results for the linearized
transfer functions also capture the essence of the behavior of the real plants. Non-linear
effects and constraints in real plants (or more rigorous mowhalg)certainlyresult in much

more complex behavior.

From these results for interconnection of linear systems, a few practical examples will now be
shown, where the process structure affects the operability in some other ways than pointed
out above. Figure 2.11 shows two heat exchangersnthgtbe a part of a larger HEN.
Assume that the annual cost from nominal steady state considerations is only marginally
different for the two alternatives.
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a) b)
d | H1 G‘D T d [ H1 Qf) > T
H2 CP /L T, H2 /L Ci) > T,
T e—(O—O—a Tt (O—O—a

Figure 2.11 Two alternative orders for heat exchangers
We shall consider the two alternatives in the figure for two different cases.

Case 1 Disturbance rejection.

Assume thafT"* may vary considerably (indicatedtiwvd in the figure) and that it is critical

to have accurate control ™. In alternative A, the disturbance will affect the controlled
output since there is a downstream path fbto TJ*? through the two heat exchangers.
There is no such downstream path in alternative B, and the disturbance will not affect the
critical target at all. Alternative B is clearly preferred in this came.

Case 2 “Good” control.

Assume that it is critical to have good control Bf* and T when there may be various
disturbances in all three supply streams. In alternative A, the main rule for input/output
pairing can be used. Bypassing Il on the hot side and | on the cold side yield direct (or at least
fast) effect on both outputs and only one-way interactipddes not affecti™). The main

rule for input/output pairing can not be applied to alternative B (when single bypasses are
used), since bypassing both side of the same heat exchanger can not control two temperatures
independently at steady state. Bypassing Il on the hot side and using a multi bypass across
both I and Il on the cold side give direct effect on both outputsmiaytgiveproblems with

input constraints. With one single bypass on each heat exchanger, this structure will give
two-way interactions and they may be strong, Ma¢hisen (1994, chapter 4). For this case,
alternative A is clearly preferreda

The figures 2.12 and 2.13 show an example where different HEN structures give different
overall plant properties. The HEN is integrated with two reactors, R1 and R2. In figure 2.12
there are thermal feedback loops from the outlet to the inlet of each reactors. The outlet
temperature of reactor R1 affects the inlet temperature through only one heat ex@hanger
while the outlet temperature of reactor R2 affects the inlet through two heat transfer units (|
and h).
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Figure 2.12 Overall plant structure.

In figure 2.13, there are also feedback loops, however, the reactor outlet temperature (from
both reactors) have to traverse three heat transfer units before it reaches the inlet of the same
reactor. For reactor R2, the disturbance also has to traverse R1.indibatesthat the
structure in figure 2.13 yields weaker feedback loops, and thetyibe preferred compared

with the structure in figure 2.12 due to possible improved overall plant dynamics. While no
clear conclusions can be drawn for this example, it should be clear that the two structures
give different properties for the total plant.

> H1 (D—in >

H2 () \T (o

< (h T é C1

Rl (g O C2

Figure 2.13 Modified overall plant structure.

Finally in this chapter, it is emphasized that the struatuagchange during operationif a

bypass should saturate it would normally be at zero (fully closed bypass pipe and full duty of
heat exchanger). This makes the bypass inactive since it cannot be manipulated. This
changes theontrol structureand if the bypass fraction was controlling a target temperature, a
new bypass will have to be assigned for this purpose, if possible. The saturation of a bypass
at zero will not change the structural properties of the HEN regarding propagation of
temperature effects. As an example, consider the bypass across heat exchanger Il in figure
2.4 being saturated at zero. Still, the bypass on heat exchanger | can by used for control of
the bypass controlled target.

A utility exchanger may be saturatedzato duty, and this should be encouraged since utility
consumption should be as low as possible. An upstream manipulation has to be assigned if
the outlet temperature of the utility exchanger still needs to be controlled. Saturation of
utility exchangers maywlso change the problem type from a pinch problem to a threshold
problem. This implies that the HEN cannot be optimized (amther) at this operating
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condition. It is already operated optimally, since a bad control stratagyurn it back to a
pinch problem with an unnecessary large utility consumption.

While saturation at zero does not change the network structure (only the control structure),
this is not the case when a heat exchanger is completely bypassed (saturation at one). This
corresponds to removing the heat exchanger. If for instance heat exchanger I in figure 2.4 is
completely bypassed, this HEN is divided into two subnetworks (and both are threshold
problems). It is evident that when a bypass is fully closed, the outlet temperature of this
exchanger can not be controlled dayy upstream effects on tiapposite side. linay be of

more practical interest to note that when a bypass fraction increases, the upstream effect
traversing to the opposite side decreases. iag be good for disturbance rejection, but
makes control more difficult.

In this section, it has been shown that the structure of a process (orniyNjonsiderably
affect how easy it is to operate. Also, the operation of a preacagschangenot only the
control structure, bumay also also change the process structure itself, e.g. by bypassing a
heat exchanger completely.

Notation

CP Heat capacity flowrate

d Denominator

G Transfer function

Ky Constant in transfer functian

kn Constant in transfer functidn

n Numerator

N Number of, e.gN; is number of zeros.

Noor  Number of degrees of freedom
Nwrget Number of targets
Nuniis ~ Number of units

p Poles (in a transfer function).
Qc Cold utility consumption
Qn Hot utility consumption

Qin Energy flow in
Qout  Energy flow out

T Temperature

To Outlet temperature

Ts Supply temperature

T Target temperature

y Output or measurement
Vap Bypass controlled outputs
Yu Utility controlled outputs

u Input/manipulation

Ugsp Bypass fractions

Uy Utility duties

z Zeros (in a transfer function)

ATmin Minimum temperature difference
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Chapter 3

SIMULATION OF HENSs

This chapter describes how dynamic simulations of HENs can be carried out. The type and
complexity of the model of each heat exchanger significantly affect the efforts required for
HEN simulation, and focus is on the development of a general heat exchanger model that
simplifies the simulations. Some fundamentals of heat transfer and steady state properties of
ideal countercurrent heat exchangers are briefly described, and the chapter closes by
explaining how dynamic simulation of controlled HENs are performed.

3.1 Governing equations for heat transfer

A quite general expression for the energy balance (e.g.eBial, 1960), using cartesian
tensor notation, is

%(pé) +aixi(pui AE):a_xiEuEEJ'S (3.1)
Accumulation Convection

Diffusion

where E is specific energy (mass basis) amdare the velocity components in the three
spatial directionsy. It is assumed that the heat transfer due to diffusion is given by Fourier’s
law.

oT
a = _km (3.2)
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Here, k is thethermal conductivityof the material, and thinermal diffusivitya in equation

(3.1) is given bya =k/c,. Equation (3.1) gives the specific energyaaly point within
arbitrary system boundaries. The source t&rdenotes energy flow across the system
boundaries, and it maglso include heat transfer not included in the other terms, such as
radiation. Equation (3.1), together with similar expressions for conservation of mass and
impulse, may be used for detailestudies of heat exchangers to investigate for instance
different geometries inside the unit, see e.g. &hal (1982). The governing equation (3.1)
may also be used to derive simplified expressions for various cases. We shall approach
modeling of heat exchangers by setting up energy balances for the idealized countercurrent
configuration shown below, and see that the result conforms to a simplified version of
equation (3.1).

Ax//* /
BT
BRI

Figure 3.1 Sketch of ideal countercurrent heat exchange.

Heat g is transferred from the hot to the cold stream through the wall with an assumed
constant heat transfer coefficidht First, consider the hot side, where the demsitgnd the

mass fluxJ, are assumed constant. There are no temperature gradients in the crosswise
directions, and diffusion of energy is assumed negligible (compared to convection) in the
streamwise direction Also, mechanical energy is assumed small, thus the dynamic equation
for thermal energy in the hot control volume indicated in figure 3.1 becomes

%( Lxayz)=(3a8yE) (& YE) - BX@EF (63

EY is the specific internal energy in the hot side control volume. Rearranging somewhat and
letting 6z approach zero, we get

d( - oEY _ U
~(o.EY )+ J == (T, - T. 3.4
s PrEY)+ 3= (= T) (3.4)
H_/

Accumulation Convection Source
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This is identical to equation (3.1) in one dimensisdifection). Note that for the convective

term, we havel, = ppu, where both the density and thelirection velocityu, are constants.

Also, the diffusive term is zero in equation (3.4) since this was assumed negligible compared
to the convective term. The source term is the heat transferred into the system across the
boundaries. For the hot side, the source term is negative since heat is transferred from the hot
to the cold stream. Now, we introduce the specific heat capacity

od O
[(PE Y [

C, = %O—T% (3.5)

The assumption of incompressible fluids leads,te ¢, and the heat capacity flowrate will

be defined aLCP=pFc,, and terms related to pressure work are neglected. With the
definition of ¢,, the equation describing the temperatlixe= Ty(t,2) in the hot side of the
idealized heat exchanger is obtained. The corresponding equation for the cold side is derived
similarly, and this yields two coupled partial differential equations

oT, N F.L oT, __ UA (Th - T.) (3.6)
ot V, 0z PrVhCin

0T, F.LOT, UA
- = (Th - To) (3.7)
o0 V., 0z P:VeCy e

In these equations, A is the total heat exchanging BreandF. are volumetric flowrates on

hot and cold side, and, andV, are total volumes of hot and cold side. The total lergtls

equal to unity in figure 3.1, and this implies thas dimensionless. Equations (3.6) and (3.7)

form one basis for modeling of heat exchangers. In the next section it will be shown that
discretizing these equations in the spatial directzediréction) may lead to exactly the same

set of equations as when the mixing tank concept is used as basis. The remaining part of this
section will concern some basic steady state properties of ideal countercurrent heat exchange.
At steady state and when introducing the number of transfer Nfit$, = UA/CR, and

NTU, = UA/CP; (whereCPy, = prFncy n andCP, = pcFcCy o), equations (3.6) and (3.#ay be

written as

d O0nO0 ONTU, NTU,II.0O

A ENTu. N 59

Using the inlet temperatures as boundary conditions:

Th(z=0) = T (3.9)
T(z=1) = Tn (3.10)

the solution to equation (3.8) is given by the two following equations:



40 CHAPTER 3

NTU, (1_ gNTUz-NTW,) z)

Th(z) = -I;Lin - NTUh _ NTUC éNTUc—NTUh)

(Th,in - Tc,in) (311)

NTUC(e(NTUC—NTuh) — @NTW- NTW) z)

Tc Z) = 1::in -
( ) ) NTUh _ NTUC éNTUC—NTUn)

(Th,in - Tc,in) (312)

These equations show that the temperature through an ideal heat exchanger is a nonlinear
function of the positioz. The outlet temperatures are given by

NTU, (1- eNTUeNT))
NTU, - NTU, "™
Pn

Th,out = Th(Z: 1) = Th,in - (Th,in - Tc,in) (313)

NTU, (1 eNTue-NTw)
+
NTU, — NTU, éVT% W)
Pc

Tc,out = TC(Z: 0) = T:,in

(Th,in - Tc,in) (314)

where the thermal efficiencié% andP. are introduced. These atefinedas

P = Thin = Thoout (3_15)
Th,in - Tc,in

Pc — Tc,out - Tc,in (316)
Th,in - Tc,in

The definitions of thermal efficiencies apply for all flow configurations. One physical
interpretation of thermal efficiency is that it denotes the fraction of the heat in the stream that
is recovered compared to the maximum heat transfer being thermodynamically feasible. The
thermal efficiencies are physically bounded between zero and one, and the ratio between them
is Py/P.= CP/CP,. For ideal countercurrent flow, the expressions FPgrand P. are as
indicated in equations (3.13) and (3.14). Also, note that the thermal efficiencies are functions
of flow configuration andNTU, andNTU, only.

Using the thermal efficiencies, the correlation between the inlet and outlet temperatures of an
ideal countercurrent heat exchanger is

|:Th,0ut|] |j-_Ph I:)h Dlj-h,inD

H_C,out E: H P. 1- PC%I_C’ME (317)

This equation show that the relationship between inlet and outlet temperatures is linear.

Consideringchangesin the inlet and outlet temperatures, the thermal efficiencies can be
written as
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— ATh,out P — ATt:,out

P 3 Cc
" AT(:,in ATh in

(3.18)

That is, an alternative interpretation of thermal efficiency is that it denotemihe/hen an

outlet temperature is affected by a change in the inlet temperature of the opposite stream.
This implies that thermal efficiency, usually used in connection with design/sizing of heat
exchangers, also have implications concerning control and operation of heat exchangers and
HENs. For instance, the transfer matrix in equation (3.17) looses rank RyheR. = 1,
meaning that the outlet temperatures cannot be controiebendentlyusing the inlet
temperatures, see Mathisen (1994, chapter 3).

The temperature driving force in an ideal countercurrent heat exchanger is given by

U (Th,in - Tc,out) - (Th,out_ Tc,ir) WhenCR £ CP
Eln[(Th,in - Tc,out) / (Th,out_ Tc,ir)]
AT, =0 (3.19)

aTh,in - Tc,out) (: (Th,out_ Tc,in)) WhenCPh: CPC

The upper part of this expression (Wh€Ry, # CP) is the logarithmic mean temperature
difference (LMTD), and it will be denoteliT,,. The total heat transferred from hot to cold
side of a heat exchanger can now be written in the simple form

Q=UAAT, (3.20)

The total heat transfer coefficietd, is usually assumed to consist of three parts (the film
theory); one filmcoefficient on the hot sids), one filmcoefficient on the cold sidéc] and
one contribution from the heat conduction through the dividing wall givek,fyand the
geometry. For a flat wall with uniform thickne$sand when neglecting geometrical effects
near the edges, the total heat transfer coefficient is given by

1 1 I

1. +—+ (3.22)

U hh hc kWaII

The film coefficients are flow dependent, and estimates can be found using the Dittus-Boelter
equation. This equation gives the Nusselt numbler=hD/K) as function of the Reynolds
number and the Prandtl number. In the subsequent, the simulations are based on a specified
total heat transfer coefficierit), which is assumed to be independent of flow.

This section has given some basis for heat transfer, and the following section will utilize this
for practical modeling of heat exchangers.
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3.2 Dynamic model of a single heat exchanger

The type and complexity of the heat exchanger model greatly influences the time required
and quality of the results from HEN simulations. The idea is to develop a general heat
exchanger model consisting of a set of ordinary differential equations (ODE). Then, some
standard simulation tool including an ODE-solver can be utilized for simulation. When heat
exchangers are modeled, the basis is normally the mixing tank concept (lumped
models/concentrated parameter models), the distributed parameter models (partial
differential equations) presented in the previous section. The presentation in this section
aims at having elements from both these approaches. The three most important requirements
for the general heat exchanger model are

1. The model should be simple.
2. Good agreement with steady state behavior of ideal countercurrent heat exchangers.
3. Fair agreement with the dynamic behavior of heat exchangers.

It will be necessary to simulate HENs with several units e have heat loaldops and
controllers. Therefore, requirement 1 is crucial in order to simulate the complete HEN
efficiently. It may be surprisinghat requirement 2 concern good agreement wdéal
countercurrent heat exchangers insteagafheatexchangers. This is due to the importancy

of comparing the results (at steady state) with the properties of the HEN from the early
synthesis stage. At this stage, simple steady state models based on ideal countercurrent heat
exchange (using LMTD) is normally used. The comparison with such models is considered
most important when a method for operation is verified at a systems level. In practice, one
should encourage that the simulations reflects¢h&HEN for the particular case, however,

this requires decisions regarding heat exchanger types etc. to be taken in advance.

The following assumptions are made for the heat exchanger model:

» Constant densities of the two fluids.

» Constant specific heat capacities of the two fluids.

» Constant and flow independent heat transfer coefficient.
* No phase changes.

A countercurrent heat exchanger can be modeled from the assumption that each side consists
of a series of ideal mixing tanks as shown in figure 3.2.

F F
—» Thia . Th; . Thivt
1 qi-l 1 qi |qi+1
N7 \Z N7
- Tc,i-l - Tc,i - Tc,i+1
I:c I:c I:c

Figure 3.2 Sketch of mixing tank model.
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The model for each stage becomes

Moi = B (-1 )-— YA T, (3.22)
at Vh,i pth,i Cv,h

Mei = Fo i -T)+—A AT, (3.23)
6'[ Vc,i pch,i Cv,c

where A is the heat exchanging area at stagend V,; and V;; are the volumes of each
compartment at hot and cold side. Numbering each stage fronlN/1the heat exchanger
model consists of ordinary differential equations. At the inlet the boundary conditions are
Tho=ThinandTcn+1 = Tein, @and at the outlet we haWgn = T ou@ndTh 1 = Te out

The mixing tank concept can easily be modified to fit other configurations than
countercurrent flow. Letting indeixdenote the hot side tank number @itde cold side tank
number, the connection of hot and cold mixing tanks can be done by introducing a function

j =L(). E.g.j=L() =N+ 1-1iresults in a countercurrent configuration. This notation was
introduced by Correa and Marchetti (1987), and the fundtitor some other configurations

such as 1-2 shell-and-tube heat exchangers are given by Mathisen (1994, chapter 2, appendix
3). We will, however, assume countercurrent heat exchangers since this is normally assumed
in the synthesis stage.

In equations (3.22) and (3.23\Tn; is the temperature driving force at stage Three
alternatives (a, b and c) for this expression are:

a) Pure mixing tank model: ATni =Ty — Ty (3.24a)

b) AMTD: AT = 05 (T = Ty )+ (T = To)] (3.24b)

¢) LMTD: AT, = (T2 =T )= (T = Ta )
ln[(Th,i—l =T )/(Thi =Ty +1)]

(3.24c)

The first alternative is the only option consistent with ploee mixing tank concept. The
assumption of ideal mixing will underestimate the transferred heat at steady state since the
driving forces are less than for ideal countercurrent flow. Using few stagesathiesult in

a considerable steady state error. In alterndijvihe inlet temperatures at each stage are
taken into consideration and the driving force is assumed to be the arithmetic mean of the
temperature differences at each side of the stage. This compensates for the underestimation at
steady state from the first alternative. Alternativemply uses the LMTD which of course

give perfect accordance with ideal countercurrent heat exchasgeadly state This option,
however, may giveerious problems in a dynamic simulation not only because it is undefined
when the two temperature differencé@g;q — T¢;) and [Th; — T¢j+1) are equal: In a dynamic
simulation, itmay for instance be step in an inlet temperature resulting in crossover in the
heat exchanger until steady state is reached. LMTD is derived for steady state, and with
opposing temperature differences, it does not givg meaningful answer (sina@mplex
numbers have no physical interpretation in this case). Using LMTD in dynamic simulation
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may easily abrupt an ongoirgjmulation and it is disregarded due to these problems. The
Paterson approximation (Paterson, 1984) and the Chen approximation (Chen, 1987) are good
approximations of the LMTD, developed to cope with the discontinuity of the LMTD for
equal temperature differences. However, both of these approximations give the same
problems as LMTD when crossover occurs (since they both involve the geometric mean),
thus they are not suited for dynamic simulations.

Before proceeding, it will be shown that discretizing the partial differential equations (3.6)
and (3.7) in thee-direction mayresult inexactlythe same equations as in (3.22) and (3.23).
Figure 3.3 shows control volumes and nodes on the hot and cold side ala@xihe

Zi-l Z| Z|+1 Zi+2
Fig Thiig Thiq Thisg _Fo g
w L G w (i
— v v
- o ° ° B
I:c : Tc,i-l : Tc,i : Tc,i+1 : I:c
Zi-l Z| Zi+1 Zi+2

Figure 3.3 lllustration for discretization of equations (3.6) and (3.7).

As discretization method we will use a control volume approach to ensure thexteityy
balance is preserved for each control volume and not only within the total system boundaries,
see Patankar (1980). Note that the nodes (marked with circular dots) are not located at the
center of the control volumes, but are moved downstream to the “wall” of the each control
volume. From equation (3.6) (the hot side) we obtain for control volume

Zi+1 Th,i Zi+1
aTh Ia 2+ —— L I@Th - p \L;AC I(Th - Tc)az (325)
h Vhyv,h

Th,i-1

According to figure 3.3, control volumencludes the region<z<i+1. Whenz varies from

i toi+l, Ty, varies fromi —1 toi due to the downstream shifting of the nodes. Hehces
integrated fromi —1 to i in equation (3.25). Performing the two first integrations, the
equation can be written as

OTh UA 1%
Thi = Thia) =~ — [(T, = Tc)oz 3.26
e ()= g [ -T) (3.26)

ATm,i

Now, recognizing thawy; = VyAz/L (similarly for cold side) andd\,; = AWAz/L, and doing
similar for the cold side (integrating fromi toi + 1) we obtain
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Moi = B (-1 )-— YA T, (3.27)
at Vh,i pth,i Cv,h

Mo = Fo g -T)+—2A AT, (3.28)
6'[ Vc,i pch,i Cv,c

which are identical to equations (3.22) and (3.23) found from the mixing tank concept.
Assuming that the temperature in control volungeconstant and equal 7@; on the hot side

and T.; on the cold sideQAT,; from equation (3.26) becomes identical to alternafivia
equation (3.24) (pure mixing tank). This assumption leads to discrete jumps in temperature
from one control volume to the next. To be more realistic,nomg assume the temperature

to vary linearly between the nodes. Then, integratikif,; in equation (3.26) results in
AMTD as in alternativeb in equation (3.24). Finally, one may assume the temperature
variations between the nodes to follow the expressions in equations (3.13) and (3.14) which
results in using LMTD (which we have decided to disregard).

To conclude so far, the modeling of a heat exchanger using the mixing tank concept, or
discretizing the governing partial differential equatiomey result in identical sets of ordinary
differential equations (provided the number of mixing tanks is equal to the number of control
volumes, and the total volume and total area is divided into parts of equal size). It remains to
(1) select a typical number of mixing tanks/control volumes, (2) select which of the
alternativesa or b (from equation 3.24) should be used as mean temperature difference, and
(3) select how bypass manipulations should be implemented. In the following, the mixing
tanks and control volumes will be denoted “cells” as a common term. The number of cells is
the number of tanks/volumes at each side.

Mathisen (1994, chapter 2) recommends a minimum of two cells in the pure mixing tank
concept and minimum three cells when LMTD is used for dynamic purposes. Steady state
considerations may give a highesund on the minimum number of cells, particularly for the
pure mixing tank concept. Ongay tocompensate for the underestimation of the transferred
heat is to increase the heat transfer coefficient. egoial heat capacity flowratesnd N
number of cells, the heat transfer coefficient has to be increased by the following ratio
(Domingos, 1969).

u _ N
U|m N - NTU|m

(3.29)

where NTUp, = U ,A/CP. Mathisen (1994, chapter 2) recommends a minimum number of
cells for steady state considerations to be at least egNallig,. This is a rather loose bound
sinceU approaches infinity wheN approachedlTUy,. If one requires the error in the pure
lumped model to be less than 10%, this imphes 1INTU,. Also, the increase df is
dependent on the operating point when the heat capacity flowrates are different from each
other. As a practical example, consider heat exchanger Il in figure 2.4. Using a pure mixing
tank model with four celld) has to be increased by 94% in order to transfer the same heat as
the steady state model in the nominal caseTs f is decreased by 20, the increase it/

should be almost four times. If only three cells are used, the increase is more than 180% in
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the nominal case, and wh@g' is decreased by 20 the duty will be too small evenf is
infinite.

Using AMTD instead, the steady state error is much smaller. The relative error in transferred
heat caused by AMTD (compared to LMTD) is given by

AMTD -LMTD _ O5(AT, /AT +1) (AT,
LMTD AT, /AT, -1 T,

@—1 (3.30)

whereAT; andAT,; are the temperature differences between the hot and cold fluid at each side
of the heat exchanger. The error is a function of the varialdlg/T;) only, and figure 3.4
shows the error.

1.0 1.5 2.0 2.5 3.0
Temperature difference ratlol /AT,

Figure 3.4 Relative error (in %) using AMTD compared to LMTD.

The error in a complete heat exchanger will be reduced as the number of cells increases since
the parameteAT,/AT; will approach 1 for each cell. This is the case also for the pure mixing
tank model, but for AMTD the steady state error is much smaller for the same number of
cells. To compard) in heat exchanger Il in figure 2.4 should be modified (reduced) by only
3.5% using AMTD and four cells (compared to 94% increase for the pure mixing tank
model). Withoutany modifications, T,=? is only 0.3C above correct value (i.e. using
LMTD), and this is acceptable.

To achieve good agreement with the LMTD based models used in HEN synthesis, most
simulations in this thesis have been carried out using AMTD and four cells (on each side) in
the model. Heat transfer coefficients have not been modified. There is, however, a risk using
AMTD as pointed out by Sangro (1996): While the pure mixing tank model underestimates
the duty, the use of AMTDverestimateshe duty compared to LMTD. Since LMTD origins

from ideal countercurrent heat exchange, and since this is known to be the most effective
configuration, AMTD will give a steady state duty slightly above the maximum possible
theoretically. In most cases, this will not harg practicalmplications when comparing the
simulations results with the models used during design. In some cases, however, the use of



SIMULATION OF HENs 47

AMTD may lead to crossover at steady statl@is Tan occur when there are large differences

in the heat capacity flowrates of the two fluids, and this very unphysical behavior of the
modelsmay give severe error in tr@mulation of a HEN. When simulating HENs using
AMTD based models, it is important to verify that the error from equation (3.30) is
acceptable for each heat exchanger and for all variations (in disturbances, parameters etc.)
that may be encountered during the complete simulation.

Mathisen (1994, chapter 2) points out that wall dynamics should be included in many cases
also for liquid heat exchangers. Thisy beimportant in order to have a correct response in
outlet temperature due to changes in the inlet temperature of the opposite fluid. Despite this,
wall dynamics is not included in the models used for simulation in this thesis. The reasons
for this are (1) to have simple models (this was the first requirement stated at the beginning of
this section) and (2) it is assumed that the dynamics adngpleteHEN usually will not
change significantly if dynamics of the dividing wall is neglected.

In order to simulate controlled HENSs it is required to somehow incorporate variable bypass
fractions. This is implemented directly into the heat exchanger model. The variable
denotes the fraction of the inlet stream being bypassed the heat exchanger on hot or cold side,
and the stream actually flowing through the uniCB= (1-u)CP,,. The outlet temperature

after mixing is

Tou = UT +(1- U) Tt (3.31)

where T, is the outlet temperature of the heat exchanger prior to mixing with the bypass
stream.

In order to simplify the simulations and to reduce the risk of errors, it is important to specify
few parameters for each heat exchanger in a HEN. This is achieved by specifying a nominal
heat transfer coefficient (of 4009®m?) and a nominal specific area (of 89m°). Further,

it is assumed that the volumes on hot and cold side are equal (nominally). Now, specifying
UA, the area and volumes are easily calculated and hence a reasonable heat exchanger model
is found by specifying only one paramet&tA for each heat exchanger is available from the

early phase synthesis stage, and dynamic simulations can be carried out without the need for
any more detailed decisions.

To summarize, the general heat exchanger model assumes incompressible flow (liquids), flow
independant heat transfer coefficient, and it consists of four cells in a countercurrent
configuration. The heat transfer from hot to cold side of each cell is found using arithmetic
mean temperature difference and this corresponds to assuming linear temperature variations
(streamwise) within each cell. A variable bypass is included in the general model.

3.3 Dynamic simulation of HENs

This section will show how the general heat exchanger model is used for simulation of HENSs.
The simulations are carried out using SIMULINK which is an extension of the MATLAB

programming language. SIMULINK has a graphical user interface and it includes various
solvers for sets of ordinary differential equations. The reasons for choosing SIMULINK were
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mainly the graphical interface making it simple to generate new network structures and the
additional ODE-solvers supplied with SIMULINK which turned out to be sufficient for HEN
simulation

The heat exchanger model described in the last section is implemented as an S-function (see
SIMULINK User’s guide) which simply is an MATLAB function written in a format that
SIMULINK can use as alock A HEN is created simply by using the mouse to “drag-and-
drop” blocks and lines between blocks. The SIMULINK representation of the HEN in figure
2.4 may take the form as shown in figure 3.5.

The HEN structure is easily recognized in figure 3.5 with the process streams represented by
the wide lines. Stream H1 is defined with an inlet temperature diCl8@dCP equal to
100kWFK. The Mux (“multiplexer”) block H1 simply stacks the two input signals into one
vector signal. The heat exchanger block “hxI_I" (which contains the general heat exchanger
model) has four inputs where the two in the middle are the hot and cold inlet stream. The
upper input of the heat exchanger blocks is the hot side bypass fraction and the lower input is
the cold side bypass fraction. Thus, the actual heat exchanger implementation has bypasses
on both hot and cold side making it more general. An unconnected input automatically takes
the value of zero, meaning that the bypass is not used. The step blocks in figure 3.5 are for
investigation of the responses due to steps in the bypass fraction of the hot side of heat
exchanger | and the cold side of heat exchaligefhe two outputs in the middle from the

heat exchanger blocks are the hot and cold outlet streams. These include one signal for the
outlet temperature computed by the model and one signal f@Rhalue. TheCP-value is

fed directly from the input to the output of the heat exchanger block, providing information to
the next downstream heat exchanger. The upper and lower outputs from the heat exchanger
blocks are dummies. The ability to rotate and flip blocks in SIMULINK makes it possible to
draw the cold streams from right to left as shown in figure 3.5. This allows the HENs to be
drawn in the countercurrent configuration quite similar to the grid diagrams, and this is
important to easily verify that the simulated HEN structure is correct.

190 Step 1 Step 2
- P P
Ti_H1 Mux > 3)_ >
> >
100 H1 >
CP_H1 hxl_|
Mux Ti_C1
&
- CP_C1

PA|— < r{20]
DemuX.« Mux Ti_C2

To_C2 DemuxC2 cC 2 50
- CP_C2

Figure 3.5 SIMULINK representation of a simple HEN_.
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One conspicuous feature of the HEN figure 3.5 compared to the grid diagram in figure 2.4 is
the absence of the cooler and the heater. Recalling the decomposition rule for HENs from
section 2.3 (Rule 2.1), the most important features of a HEN can be found from studying the
responses in the bypass controlled outlet temperatures in addition to the utility consumption
(assuming perfect control of the utility controlled outputs). This is exactly what is done in the
upper right part of figure 3.5: The hot outlet temperature of heat exchanger Il (upper output
signal from the demultiplexer, “DemuxH1") is subtracted from the target temperatd() (30
and multiplied byCPy; (lower output from “DemuxH1”). This is actually equation (2.4)
shown graphically, and the result (cooler duty), is displayed during simulation by means of
the “Auto-Scale Graph” block “Q_COOL". Similar calculations are done for stream C1 and
“Q_HEAT” displays the heater duty. In this way, the bypass controlled outlet temperature
together with the utility duties of the HEN can be investigated dynamically involving only
two heat transferring units as opposed to the four units of the complete HEN. As a
consequence, using the decomposition principle for simulation of HENs, modeling of final
utility exchangers are completely avoided and the complexity of the simulations is
significantly reduced.

SIMULINK (version 1.3) includes ODE-solvers (integrators) using methods such as an fifth
order Runge-Kutta, Gear’s method (for stiff systems) and an Adam’s method. All of the
algorithms uses variable step-lengths. A switch can be set to automatically choose Gear’s
method or Adam’s method, depending on the stiffness, however, the manual advises against
using these methods on discontinuous systems. A method dénsieds recommended by

the manual for systems being relatively linear. The manual is economical on information
about this method, except that it extracts the linear dynamics of a system, leaving only the
nonlinear part to be simulated. Tests on all algorithms supplied with SIMULINK (version
1.3) have shown that thesim algorithm performed best on simulation of HENs modeled as
described in the previous section. Therefore, this algorithm is used for obtaining the results
shown in this thesis.

3.4 Dynamic simulation of controlled HENs

As it was clear from chapter 2, most methods in this thesis will be based on decentralized
control, and only simple controllers will be used (PI). A controller can be implemented as an
S-function (as for the heat exchanger model) and a temperature can be “measured” simply by
dragging a line from the process stream to the controller. Figure 3.6 shows the SIMULINK
representation of the HEN in figure 5.5 when the control strategy proposed in chapter 5 is
implemented.

In this case, the utility duties are not computed by SIMULINK during the simulation, but the
inlet temperatures to the final utility exchangers are stored, and the utility duties are computed
off-line using a simple MATLAB code. In figure 3.6, the outlet temperature of stream C1 is
controlled by the bypass fractions across heat exchand#dramd IV. The controller block
actually contains three SISO-controllers where only one is active at a time. (The control
strategy is explained in chapter 5).
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Simulation of controlled HENs (using SIMULINK) will often introduce a problem usually

not encountered by passive HENs. When the bypass of a manipulated bypass directly affects
the outlet temperature (no dynamics) and the proportional part of the controller directly
effects the bypass fraction when the measured temperature changdgelamic loopis
introduced in the system. That is, the system is no longer a set of ordinary differential
equations, but it is a set differential-algebraicequations (DAE). SIMULINK does not
include any efficient algorithms for solving DAE-systems, @edhtion is performed at each

time step to find a feasible solution. A possiwiy to changehe DAE-system into a set of

ODE, is to include some dynamics in the algebraic loops. For HENsn#lyihe done by
introducing a small volume to represent energy hold-up in the bypass line. If this volume is
selected too small, the system will become unnecessary stiff, and if the volume is selected too
large, it may significantly affect the overall dynamics of the controlled HEN.siRaxlation

results presented in this thesis, the volume of the bypass line is selected to be 20% of the total
heat exchanger volume. Now, using equation (3.31) for mixing the bypass stream with the
exit stream of the heat exchanger, the varidhléas to be replaced by the temperature in the
bypass mixing tank.

Ref ] »E ] =
- ul u3 ud
| Mux -DMDemu time
Max U0 Demuxns G,
Clock Storel
= Tho 1
TLHL | Mux > > pDemu{>LIoL |
= - To_H1
H1 Demuxhl
L
CP_H1 hxI_I hxI_IlI
[tx, Thi_2x] M K R ~ Bermus _M
Ti_H2 ux > 3}— _;i(}— » To_H2
CP_H2 H2 > Demuxh2
Store2 hx_II hx_IV
S
Demu < Mux [ T-C1
To_C1 h [tx,CPc_1x]
Demuxcl C1 cp 1
[(Fog 7|
1T'goc22 Pemuiie Mux Ti_C2
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Figure 3.6 SIMULINK representation of a controlled HEN.

The method proposed in chapter 7 involves a steady state optimization to be carried out at
periodic time intervals. This is also easily incorporated since all MATLAB functions are
available in SIMULINK. The method is implemented by creating a SIMULINK block that
utilizes the optimization functions in the MATLAB Optimization Toolbox.
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3.5 Conclusions

The aim of this chapter has been to explain how the dynamic simulation results shown in this
thesis are obtained. The main goal has been to develop models and use a simulation tool that
make the simulations as easy to perform as possible, while retaining the essential properties
of the HENs. In addition, some basic steady state properties of ideal countercurrent heat
exchange has been shown.

The simulation of HENs is based on a simple heat exchanger model consisting of a set of
ordinary differential equations. It has been shown that the particular model can be derived
from the mixing tank concept, or from simplifying and discretizing the governing equation
for heat transfer. Using arithmetic mean temperature difference in the mixing tank concept
corresponds to assuming linear temperature variations between the nodes in the second
approach.

In the literature on dynamic modeling of heat exchangers and HENs, the mixing tank concept
(lumped models) and the distributed parameter models (based on partial differential
equations) are often considered as two completely different approaches. In the description in
this chapter, it has been tried to include both these approaches. It has been demonstrated that
the two different approaches may result in exactly the same mathematical model.

Notation

Heat transfer area [t

Heat capacity flowrate [V¥K]

Specific heat capacity [JKkg)]

Diameter [m]

Energy [J/kg]

Internal energy [J/kg]

Volumetric flowrate [ni/s]

Film coefficient for heat transfer [WKm?)]

Thermal conductivity. Dimensions may vary, but are often {l()]
TU  Number of transfer units+ ]

Heat transferred from hot to cold side of each mixing tank/control volume [J]
Total heat transferred from hot to cold side [J]

Temperature®C]

Heat transfer coefficient [WIKm?)]

Heat transfer coefficient times area K[

Volume [n7]

o

[

o TMmmoL O>

<CccCc-HoLe =z
>

Subscripts

c Cold

h Hot

[ Index for mixing tank / control volume / temperature node, and index for velocities
and positions using tensor notation (eq. 3.1).

Im Logarithmic mean
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m Mean (does not imply any specific averaging method)
o] Outlet

S Supply

Greek

a Thermal diffusivity [nf/s]

AT Temperature differencéK]

P Density [kg/ni]
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Chapter 4

DEGREES OF FREEDOM
IN OPERATION OF HENSs

In order to perform optimization during operation, there has to be at least one extra degree of
freedom (DOF) after regulatory control is implemented. This chapter gives a thorough
discussion of DOFs in the operation of HENs, and it will be shown that extra manipulations
often cannot be utilized for optimization of utility cost. A rule to quickly verify whether a
HEN problemmay beoptimized during operation is presented, and an equation for the
number of DOFs that can be utilized for optimizatibpdg, y) is derived.

4.1 Introduction

In section 2.4 it was briefly demonstrated that the number of D®cs)(during operation is
different from the synthesis stage. During operation we assume:

* Fixed network structure.

» Fixed installed heat exchanger areas where the effective area can be varied between
zero and the installed area by manipulating a bypass. Process exchangers without
bypass will also be considered in section 4.4.

» Specified supply and target temperatures and heat capacity flowrates of process streams.
An important question regarding operation of HENs is whether optimization is possible or
not. A prerequisite for doing amgptimization is that there are degrees of freedom left when

manipulations are used for regulatory control. The most crucial question is nahduow
DOFs the HEN has, but simplyhetherwe have zero DOF (optimization is not possible), or

53
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one or more DOFs (optimization is possible). To answer this question quickly for a given
network, the simple rule being derived in section 4.3 is helpful.

The chapter is organized as follows: The remaining part of this introduction discusses the
number of manipulations required for regulatory control of target temperatures, to see if there
may beextra manipulations. Section 4.2 shows that extra manipulations (more than needed
for regulatory control) often maygot be utilized for optimization and the number of DOFs
that can be utilized for utility optimizatioMNfor, u) is defined. Section 4.3 presents the rule

to find whether optimization should be considered or not. A guantitative expressitsbfor

v is derived in section 4.4, and some examples are given in section 4.5.

The primary goal of optimal operation requires that the targets are met at steady state and this
implies that it has to be possible to control the target temperatures independently. To achieve
this, the HEN must b&unctionally controllable (Rosenbrock, 1970, p.170) which for a linear
system requires that the rank of the transfer matrix (at steady state) is equal to or greater than
the number of outputs. If we assume that manipulations are selected such that independent
control of the target temperatures is possible, i.e. the system is non-singular, it is ckbar that
number of manipulations for regulatory control is equal to the number of targjefsractice,

it is often straightforward to choose manipulations that yield a regulatory control system
without singularities in HENs simply using the main rule for input/output pairing (rule 2.2 in
section 2.3). Control of utility controlled targets is trivially non-singular due to the diagonal
structure. Potential singularities in control of the bypass controlled tanggtsccur and it is

usually a structural property of the HEN. In Mathisen (1994, chapter 3) a number of singular
network structures are presented.

A necessity for optimal operation is of course that regulatory control is possible (primary goal
in definition 2.1). As shown above this requires at least as many manipulations as targets.
Euler’s rule from graph theory states that the number of edges in a graph is given by

Nedges: Nnodes+ I\lloops_ Nsubnetworks (4-1)

Applied to HENSs, edges represent units (process or utility exchangers) and nodes represent
streams (process or utility streams). The discussion starts by considering HENs with
minimum number of units (no loops). For a connected netwibghkworks= 1) with no

loops Nioops = 0), the (minimum) number of units is given by

Nunits, min=Np + Ny — 1 (4-2)

whereNp is the number of process streams Bigds the number of different utility types. A

pinch problem has at least two utility streams (one hot and one cold) and hence the number of
units is at least one more than the number of process streams. Each unit (process or utility
exchanger) can be manipulated and represents a DOF that can be used for regulatory control.
The maximum number of targets is equal to the number of process streams (all outlet
temperatures are controlled). Thus, it can be concluded that all pinch problems have at least
one extra manipulation after regulatory control is implemented.

Threshold problemsay have only one utility stream and thereforertieimum number of
units may be equal to the number of process streams. In such cases thereeate no
manipulations for optimization. If, however, one or more outlet temperatures do not have any
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target values, the number of manipulations required for regulatory control is less than the
minimum number of units and there will be extra manipulations. Also, for threshold
problems with loops (more than minimum number of units) and problems with multiple hot
and/or cold utilities (e.g. different steam levels) there will be extra manipulations. To
conclude this section, it has been found that pinch prokddéneg/shave extra manipulations
whereas threshold problenmay have extra manipulations. This is, however, only an
intermediate result, based on the assumption that all heat exchanger duties can be
manipulated. More useful results will be deduced in the following sections.

4.2 DOF with respect to utility consumption

In this section, it will be shown that introducing loops (more than minimum number of
units/more manipulationshay not always increase the number of DOFs that can be used for
optimization. LetN; be the number of targets and assume that each target has one
manipulation assigned for regulatory control. Marselleal. (1982) and Mathisen (1994,
chapter 1) states thilbor is given by

Nbor = Nunits — Nt (43)

Nunits IS the total number of manipulations since each unit is regarded as a manipulation (and
variable split fractions are disregarded in this discussisyr from equation (4.3)nay be
thought of as the extra degrees of freedom with respect to bypass fractions. However, it is not
always possible to exploit these DOF to anything useful, and the network in figure 4.1
illustrates this.

uC
THL [ HL D an O () > THL
T - O c1] Te
Uy
TC? - () () c2 | Te

Figure 4.1 Network where DOF cannot affect utility consumption.

In this HEN the three outlet temperatures should be controlled, and with four manipulations
we would expeciNpor to be one. Examining the network we see that the duty of heat
exchangeil, Qy, (and hencey,) is dictated by the deficit heat of stream C1 and the sum

Q + Qy is dictated by the deficit heat of stream C2. Now, with the duties fixed for all three
process exchangers, it is clear that these duties together with the excess heat in stream H1
dictate the utility consumptioQ. and hence.. The DOF in this example can only be used to

shift duties between the heat exchangers Ildndt doesnot affect the utility consumption

and it camot be utilized for any meaningful optimization during operation.
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The result for this example is rather obvious since it is a threshold problem with only one
utility stream. Thus, the utility consumption can not be manipulated when the target
temperatures are fixed. While this casay not be used as a counter example to equation
(4.3), it shows that using this equatioray give misleadingesults regarding optimization
during operation. While (4.3) givdspor = 1 (hence one would expect optimization to be
possible), the correct statement is that the utility consumption is fixed and optimization
should not be considered.

The discussion above motivates the need for a definition of degrees of freedom that is suited
for optimal operation of HENs.

Definition 4.1 Degrees of freedom with respect to utility consumptigs:N.
The number of DOFs with respect to utility consumptiir, u is the number of DOFs that
can be utilized for optimization of utility consumption when targets are satisiied.

Note that with degrees of freedom in the subsequent, we usually meextréndegrees of
freedom left when regulatory control is implemented

4.3 A simple rule to check scope for optimization
At the end of section 4.1, we concluded that pinch problems always have extra manipulations
while threshold problems may have extra manipulations. In this section, a few simple rules to

determine whether extra manipulations can be used for utility optimization will be derived.

From the arguments given previously, the most important aspect is to determine whether
Nbor, u= 0 or whetheNpor, y= 1. This can be done with the total emebalance of a HEN

as basis, see figure 4.2.

Heat Exchanger —|>

Network Qou

[ 1
I ch

Figure 4.2 Total energy balance in a HEN.

I
Qin
]

In the figure,Qin andQoy: are the energy flow in and out of the HEN via the process streams
while Q4 and Q¢ are hot and cold utilities. The steady state energy balance when only
thermal energy is considered becomes

Qin + Qn = Qout + Qc (4.4)
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This total energy balance together with the result above (equation 4.2 and the two paragraphs
after that) regarding number of manipulations for pinch and threshold problems will now be
used to derive rules to find whether a HEN can be optimized during operation or not. Pinch
problems and threshold problems are treated separately.

Pinch problems.

From equation (4.2) it was found that pinch problems always have at least one extra
manipulation. Also, pinch problems ha@g > 0 andQ¢ > 0 and there will always be a path

from hot to cold utility since we assume a connected network (disconnected networks can of
course be treated as connected subnetworks, both for pinch and threshold problems). We
may always increase or decre§ieandQc with the same amount of heat and still preserve
the energy balance. Therefore, the extra manipulation(s) can be used to minimize utility
consumption and for pinch problems we always éws:- y= 1. If some outlet streams are

free, i.e. have no targets, al€g,: may be varied anthis introduces additional degrees of
freedom. Note that the nominal design often is optimal in the nominal operating point. There
is, however, no guarantee that a control system will find this operating condition, since it is
possible to operate the HEN with unnecessary large utility consumption. Therefore,
optimization should be considered in order to operate the HEN with (close to) minimum
utility consumption at any operating point.

Threshold problems.

In threshold problems we hat®; =0 orQc = 0.  First, consider a threshold problem with

only one utility stream (e.g. one steam level) and that all outlet temperatures have targets such
that Qo is fixed atany operatingpoint. From the total energy balance we see that the utility
consumption is fixed (equal tQi} — Qoud ) Which means that we hatgor y=0. Above,

from equation (4.2) it was stated that threshold problems with minimum number of units and
no free outlet temperatures have no extra manipulations and therefore no degrees of freedom.
Now, we have found that this holds also for threshold problems independent of the number of
units. That is, introducing loops (additional manipulations) in threshold problemsdbes
increaseNpor, u.  The extra manipulations can only be used to shift duties internally in the
HEN.

The situation changes if some of the outlet temperatures are free. Qbl@an be varied at

any operating point and there always exists a path from the utility exchanger(s) and to the free
outlet temperature(s). This means that the Hdy beoptimized during operation and that

we haveNpor, y= 1. Also note that if there are more than one utility stream (e.g. cooling
water and a cryogenic refrigerant), optimization is meaningful also when all outlet
temperatures have targets (even if total utility consumption in terms of kW, MW etc. is
fixed). In such cases omeay minimze the most expensive utility stream, or more general,
minimize total utilitycost

These results for pinch and threshold problems are summarized in rule 4.1. Thiseuafe is
simple to use but as it will be clear from the explanation below, it only serves as necessary
conditions fofNpor, u= 1.
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Rule 4.1 Degrees of freedom with respect to utility consumption of HENSs.
Based on the structural properties of a connected HEN problem, the following three rules
(one rule for each problem type) states whether the HEN can be optimized or not:

a) Pinch problems (all cases) Npor, u=1
b) Threshold problems with no free outlet temperatures  Npor, u=0

c) Threshold problems with at least one free outlet temperatigeg: ;= 1

The rules a) and c) are necessary conditions for optimizatigsr (b= 1), whereas rule b) is
sufficient to state that optimization is not possitNedr, u< 0). B

According to rule 4.1, the question whether a HEN can be optimized or mutefendent of

the internal HEN structureit only depends on the problem type and which outlet
temperatures that should be controlled. This implies that in many cases, adding more units
(introducing more loops) will not incread¥por, u. However, the only thermodynamic
constraint that has been considered is the total energy balance of the HEN. It has been
assumed that each unit has positive temperature driving forces such that heat transfer is
possible, and it has been assumed that the duty of eacmayibemanipulated. If for
example the duty of a utility exchanger drops to zero for given operating conditions, this unit
can no longer be used for control purposes, and an upstream exchanger has to be bypassed to
reach the target temperature. In this way, the HEN will loose one degree of freedom with
respect to bypass fractions andnidyalso reduc@®por, u. A reduction inNpor, y may lead to

only one feasible operating condition for a HEN that can be optimized at other operating
points. Itmayalso lead to infeasible operation, meaning that the primary goal of optimal
operation (reach targets) cannot be met.

Rule 4.1 assumes that a bypass is placed across each process heat exchanger. If this is not the
caseNpor, ymay be reduced. As axample consider a pinch design with minimum number

of units (one unit more than the number of targets). If one unit cannot be manipulated (e.g.
because bypass is not installed), all manipulations must be used for regulatory control, thus
optimization is not possible.

Despite the fact that rule 4.1 (a and c) is only necessary conditioNsder; = 1, it may give
valuable information regarding optimization during operation from a quick glance at the
network, or simply from the problem type. If the HEN consists of more subnetworks, then
rule 4.1 must be applied to each subnetwork.

4.4 A guantitative expression for the number of DOF

A quantitative equation for the number of degrees of freedom that can be utilized for utility
optimization Npor, y of HENSs is derived. The same equation is valid for HENs with loops,
splits and multiple utilities, and it is not required that all process exchangers have bypasses
for manipulation. Pinch and threshold problems as well as HENs where there are outlet
temperatures without target values (free outlet temperatures) are covered. In the general
equation foNpor, u, however, internal utility exchangers are disregarded. That is, for streams
where a utility exchanger is present, itis assumed to be the last unit in that stream.
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With utility optimization, we mean optimization of utilitgost and not only the total
consumption. It is assumes that different utilities (e.g. different steam levels) have different
cost. This implies that for cases where there are multiple utilities (e.g. high and low pressure
steam), also the distribution (e.g. HP/LP-ratio) between the different utilities is considered.
The expression fdlpor, y Will be developed starting with a trivial example.

Example 4.1 Trivial example folNpor, u

The HEN in figure 4.3 has 4 manipulations and 2 targets, thus equation (4.3Nghvres?2.

For this example onmay argudhat the two process exchangers are placed side by side, and
they may be treated as ouneit. Since the heat removed from the hot stream equals the heat
received by the cold stream, the two bypasses only contributes with one free variable and
therefore the number of DOFs that can be used for optimization is only 1 (identified as the
path from the heatdrto the coolec).

S
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Figure 4.3 Trivial HEN.
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An alternative explanation being better suited for generalization to other HENs is the
following: Specifying the temperatuiig freely, T, is given by an energy balance around the
two process exchangers, and vice versa. Hence, the two variableQ@atietQ, only spans

a one-dimensional space iy and T,. Utility consumption takes place in the utility
exchangers, and with one free varialll@T,) together with varying the duties of the utility
exchangers, there are totally 3 free variables that affect the utility consumption. With 2
constraints (specifications on the target temperatures) there is one DOF left for utility
optimization, thus\Npor, y= 1. So for a total of 2 degrees of freeddgde = 2), only 1 can

be used for utility optimizationNpor, y= 1). Note, however, that one temperature between
the process exchangers may be specified or one bypass may sanithted reducing
Nbor, u (since the process exchangers still spans a one-dimensional sacnohT,). In

other words: Even though the extra unit (loop) in figure 4.3 does not inddgasea,, it
serves as a “spare” degree of freedamn.

To generalize, we divide a HEN into two parts — the “inner” HEN and the “outer” HEN, as
shown in figure 4.4. For this general HEN, all outlet temperatures have target values. We
will come back to free outlet temperatures at the end of the section.

The inner HEN consists of all process exchangers, splitters and mixers etc. The utility
consumption takes place in the outer HEN which consists of the utility exchangers and target
values. Streams with target values enter the outer HEN even if they do not have a utility
exchanger. It is important to notice that all information from the inner to the outer HEN
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passes through the streams entering the outer HEN. Thus, the number of streams put
limitations on the number of free variables passed from the inner to the outer HEN. In figure
4.3, the two temperaturds and T, constitute the interface between the inner and the outer
HEN. The next example demonstrates how the concept of inner and outer HEN can be used

to find NDOF’ U

TH | HL ——
T2 (H2 ——
TH | H ——

=

Inner HEN

Tol@< 1

TCah2H—

T < hj e

Outer HEN

Figure 4.4 Inner and outer HEN.

Example 4.2 Simple example fd¥por, y using inner and outer HEN
The HEN in figure 4.5 has at total of 6 manipulations and 4 targets. The interface between
the inner and outer HEN is the four temperatdie® T,.

Each process exchanger has a bypass and the duties are @nQied); andQy. For the
4 streams the following equations for the inner HEN can be written:

CPHl(-E_-I;Hl):_Q_Q/ 0
CPHZ(TZ_ -EHZ):_Q - Q H
CPCl(-[? - TsCl): Q+Q B
CPCZ(-El_ TScz): Q+Q E

whereb; = CPy(T: = TS etc.

1 0 0 -IIQ O O

P 11 ogRig b

i 0 1 0IQ, 0 MO
o 1 0 1HQ.H A

Rank =3

(4.5)
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Figure 4.5 Simple HEN for demonstratingoor, u.

The rank of the ¥4 matrix is 3 as indicated in equation (4.5). This implies that the 4
bypasses only spans a 3-dimensional space in the tempefatufesTs andT;. We could

actually conclude that the 4 bypasses could not span more than 3 dimensions without putting
up equation (4.5), since if three of the temperatlisds T, are specified, the fourth is given

by an energy balance for the inner HEN. By looking at the set of equations and the
corresponding rank, however, we can guarantee that the bypasses span a space with
dimension equal to 3. The 3-dimensional space spanned by the bypasses implies that the
inner HEN contributes with 3 free variables thay beutilized for utility optimization. The

2 utility exchangers give 2 more free variables, and with the 4 constraints (targets) we have:

Nporu= 3+2 - 4 =1 (46)

Free variables Constraints

Also in this example, there is one “additional” DOF that cannot be used for utility
optimization; one temperature in the inner HEMy be specified or one bypass on the
process exchangers may become inactive (e.g. satuvatédut reducingNpor, u, Since the
inner HEN still spans a 3-dimensional spa®.

So far, we have assumed that each utility exchanger contributes with one free variable in the
optimization of utility cost. Thisnay seem to be asbvious assumption due to the structure

of HENs given by equation 2.1. The diagonal structure from the utility exchangers to the
utility controlled target temperatures suggests that no singularities can occur here. However,
before we can put up the equation fyor, , it is required to consider the case where utility
exchangers are parts of a loop, see figure 4.6.
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Figure 4.6 Utility exchangers forming a loop.

Assuming that the two coolers use the same type of utility, e.g. cooling water, they form a
loop together with the connection in the inner HEN. Manipulating the loop, every second
unit may increase or decrea#e duty by the same amount while maintaining émergy
balance (satisfy targets). When the two coolers use the same type of utility, the distribution of
heat between these two units is indifferent for the total utility cost. The twomaitshe
considered to represent two independent variables, while therlagoe considered as an
additional constraint. Hence the net contribution of two utility units forming a loop is one
free variable. More in generdluiiy units Utility exchangers using the same utility stream
form Nuiity units — 1 independent loops, thus contributing with only 1 free variable for utility
optimization.

If the two coolers in figure 4.6 use different utility streams (e.g. c1 uses cooling water and c2
uses a cryogenic refrigerant), then they would not form a loop but instead they would form a
path from the cooling water to the refrigerant. Manipulating this path will change the
distribution of these two utility streams and with different cost, thesy be used for
optimization. Thus the two coolers contribute with two free variables for utility optimization.

The net contribution of free variables from the outer HEN is equBllidi§; units — Nutility loops
(number of utility units minus number of independent loops involving utilities). Above, it
was argued that several utility exchangers on the same utility stream only give 1 free variable
for optimization due to the formations of loops. This applies for each utility stream and we
have

Nutility units — Nutility loops — Ny (4-7)

As before,Ny is the number of different utility types. That is, 2 steam levels and cooling
water givedNy = 3, no matter how many utility units that are installed. From equation (4.7),
the net contribution of free variables from the outer HEN simpNis That is, the number

of utility units is not directly involved ifNpor, b, and we do not have to find the number of
independent loops involving utility exchangers. Now, the equatioNdek, u is given in
theorem 4.1.
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Theorem 4.1 Degrees of freedom that can be used for utility optimizahigsr, u
For a HEN with no utility exchangers and no target specifications in the inner HEN, the
number of degrees of freedom that can be used for utility optimization in a HEN is given by:

Nbor, u=R+ Ny —N; (4.8)

whereR is the dimension of the space spanned by the temperatures of the streams entering the
outer HEN, due to all possible manipulations in the inner HER.is the number of utility
streams andll; is the number of target temperatures.

Proof. R is the number of free variables from the inner HEN. In the outer HEN, utility
exchangers represent variables, but more than one unit on the same utility stream (same utility
type) form loops. Manipulating such loops where the utility cost is the same do not affect the
utility cost, thus each utility stream represent one free variable for utility optimization
(equation 4.7). No singularities can occur in the outer HEN due to the diagonal structure,
hence the total number of free variableRis Ny. With a total number d¥; constraints, this

proves the theoremm

In the rest of this section, the role of loops in the inner HEN, split fraction and process
exchangers without bypasses will be discussed. Then, HENs that have free outlet
temperatures are discussed, and it is shown that theorem 4.1 holds also for such cases.
Finally, equation (4.8) will be simplified such tHado not have to be computed as shown in
example 4.2.

Loops in inner HEN

Adding more than minimum number of units to a HEN design introduces loops. In most
cases, this will not increadéor, u. The reason to this is that the number of process streams
between the inner and outer HEN is an upper boun®. orlJsually (process exchangers
without bypassemay result in exceptionsR is one less than the number of process streams
since if all temperatures except one is specified, the last temperature is given by an energy
balance. A typical case is the HEN in figure 4.5 which has one loop (one excess unit).
However, the extra unit does not increddgyr y sinceR is limited by the four process
streams and the energy balance of the inner HEN. In fact, one can add as many units and
manipulations in the inner HEN as one like without increablpgr, u, SinceR cannot exceed

3 for this case.

Split fractions

The same argument as for loops in the inner HEN applies for variable split fractions:
Usually, Npor, u is not increased sindeis limited by the number of process streams and the
energy balance. Figure 4.7 shows a configuration that may be part of a larger HEN.
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Figure 4.7 Part of HEN with variable stream split).

Even if there are 3 manipulations, U, andus), only 2 free variables can be transferred to the
surroundings. Again, the energy balance for the shown part of the HEN fixes the third of the
stream exit temperatures. Addition of the split fraction will not contribute to increasing
Nbor, u. However, the presence of the split fraction allows one of the bypasses to be saturated
without reducing the number of free variables to the surroundings. Also, if one of the process
exchangers do not hawny bypassnstalled, then the addition of the split fraction will
increase the number of free variables from 1 to 2. This leads to the next topic:

Process exchangers without bypasses

It has been argued above, tRails normally bounded by the number of process stre&l)s (

minus one. HoweveR can of course not exceed the number of manipulations in the inner
HEN. In cases where there are process exchangers without bypasses and the total number of
manipulations is less tha — 1, then the number of manipulations will lirRiandNpor, u IS

limited by the process exchangers without bypasses. If there are excess units (loops) in the
inner HEN, then removing bypasses will not redNger, y unlessR is reduced.

Free outlet temperatures

When considering free outlet temperatures, it is important to recall that only those streams
with targets enter the outer HEN. That is, the number of streams entering the outer HEN is
always (per definition of outer HEN) equalNp For HENs with free outlet temperatures, we
have N; = Np —Ng, whereNg is the number of free outlet temperatures. For all HENs, an
upper bound orR is N.. This follows trivially sinceN; is the number of “information
channels” transferred to the outer HEN. Here, we assume that there are enough
manipulations to span the whole space with dimenkionFor a HEN with no free outlet
temperatures, howeveR,is restricted tdN; — 1 (=Np — 1) since the energy balance around the
inner HEN represents one constraint. Now, adding a process stream with a free outlet
temperature (and connecting it to the HEN with one or more units), the free outlet serve as a
sink/source for the inner HEN. That is, the streams entering the outer HEN span the full
space with dimensiofN;, thusR and alsoNpor, y are increased by one. Going one step
further, we may add another process streath a free outlet temperature and connect it to

the HEN.R already spans the full space, and it is now constrainds.byrhat is,R and

Nbor, u arenot increased any furtherTo conclude so far we have found that for HENs where
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Ris not limited by the manipulations in the inner HEEdding one or more process streams
with free outlet temperatures increasasoNy by 1.

Another approach is to consider the case where a target is relaxed (a target temperature is
turned into a free outlet temperature) without introdu@ng new streams. Thesult is the

same, but the arguments are slightly different: The starting point is a HEN with no free outlet
temperatures and we haRe= N; — 1. Relaxing one target specificatidf,is reduced by one

and one less stream is entering the outer HEN. However, the free outlet temperature serves as
a sink/source ang now spans the full space of the new set of streams/temperatures entering
the outer HEN. That ifR is unchanged and witR; reduced by 1Npor, u iS increased by 1.
Proceeding by relaxing another tardétjs reduced again, but now alRds reduced since it

is bounded byN;. With bothR and N; reduced by one\por, u is unchanged. Similar to
above, we have found that for HENs wh&& not limited by the manipulations in the inner

HEN, relaxing one or more target specifications increasesrN, by 1. This result is
demonstrated by example 4.4 in the next section. Note that the result does not hdRlisvhen
limited by the number of manipulations in the inner HEN. In such clbgs,y may be
increased by more than 1 (urikE Ny).

Simplification of equation (4.8)

Equation (4.8) covers all situations discussed above such as loops, splits, units that cannot be
manipulated and free outlet temperatures, however, it requires computation of tife rank
Now, this equation will be simplifiedjet still it will be valid for most HENs. Focus will be

on the termR — N which is part of equation (4.8). First, the case where there are no free
outlet temperatures is considered.

As pointed out above, ampperbound orR for cases with no free outlet temperatures is equal

to N;— 1. On the other hand, the smallest number of process exchangers to form a connected
inner HEN isNp— 1 (=N;—1). Assuming that these process exchangers have bypasses and
that there are no singularitiesloaver bound orRis N; — 1. With upper bound equal to lower
bound, we can conclude tHat= N; — 1, hence the terR — N in equation (4.8) equals —1.

For HENs with free outlet temperatures, an upper boun® @ N; since the free outlet
temperature(s) can be considered as a sink/source for the energy balance of the inner HEN.
The smallest number of process exchangers to form a connected inner NEN 1sand

with N; = Np—Nf, we haveNp— 1 =N; + Ne— 1. Assuming that the duties of the process
exchangers can be manipulated and that no singularities are preseet ldound orR is N;.

Again, the upper bound equals the lower bound and weRiaw = 0.

Inserting these results in equation (4.8), we have foundNbkat y for HENs where all
process exchangers have bypasses and there are no singularities, is

HENSs with no free outlet temperatures: Noor,u=Ny—-1 (4.9a)
HENSs with (one or more) free outlet temperaturesNpor, u = Nu (4.9b)

For HENs with more than minimum number of units, this result also hold if some process
exchangers do not have bypass installed or if there are singularities, as 1B a®t
reduced below its upper bound.
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4.5 Examples

In this section, the use and validity of rule 4.1, theorem 4.1 and equation (4.9) is demonstrated
by 3 examples.

Example 4.3 HEN with multiple utilities.

The HEN in figure 4.8 has a total of 11 manipulations and 6 targets. There are 4 utilities: LP-
steam, HP-steam, cooling water (CW) and a refrigerant (R1). The inner HEN has 6 units (1
loop) and all these have bypass installed.

|_>-°<.le CW
o [ ™) G (oD 1
s o/ N U t
TH | H2 O V) () T2
Py \f T Al
TS H3 (1) @ @ P TH3
Ter 0 @, C1]Te
HP T4
e =@y O—A ]
T5
TC3 - ‘ e ) C3 TS
TG

Figure 4.8 HEN with multiple utilities.
Rule 4.1 suggests that optimization is possible. Using theorem 4.1 tNdgady, we first

computeR by putting up the equations for the inner HEN as in example 4.2. In matrix form,
we get

M 0 0 -1 0 -0 (T

B -1 0 0 -1 ol Hh(m)-

41 0 -1 0 0 O0OQ,0O Obs(T)O (4.10)
0 0= 0 -
2L 0 0 0 1 O%Q.VD @;4(3)5

00 1 0 0 0 100,0 h(T)O

. % . a)s( s)D

m 0 1 1 0 O 1O 5 (Ts) O

The rank of the matrix is 5, thus we hake= 5. WithNy = 4 andN; = 6, equation (4.8) in
theorem 4.1 gives

Noor,u=R+Ny—-N;=5+4-6=3 (4.11)
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For this example, equation (4.9a) also gigsr u= 3 since the assumptions made in the
simplifications of (4.8) are fulfilled. The 3 DOF for utility optimization can be identified as
» Heat recovery level (total utility energy consumption)
* Distribution of LP-steam and HP-steam.
+ Distribution of cooling water/refrigerant.

Equation (4.3) suggests a total of 5 DOF (11 manipulations and 6 targets), thus we expect that
there are 2 additional DOF that do not affect the utility cost. These are identified as

 Distribution of duties between the coolers c2 and c3 (manipulating loop formed by
outer and inner HEN together).

+ Distribution of duties in process exchangers (manipulating loop in inner HEN).

Example 4.4 HEN with free outlet temperatures.

This example demonstrates that more than one free outlet temparatyneot increase
Nbor, u, see figure 4.9. The HEN structure is identical as in example 4.2 where we found
Nbor, u = 1 when all outlet temperatures had targets.

First, we consider the case whaig! is free. The interface from the inner to the outer HEN
is constituted by the temperatuiies Ts and T, andN; is reduced to 3. The matrix to compute
Ris

0 -1 -1 EQ'E ()0

10 1 .l.l. o= ()5 (4.12)
1 0 T,

R et

TH

s \’f ) T T H Free
2
TH2 [ H2 JL 1N f@—»
T “@1U| /L ), CL| 10
T3
Free/ T2 - O C2| T1L2
target ] 7}95_|
T4

Figure 4.9 HEN with free outlet temperatures.
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The rank of the matrix in equation (4.12)Rs= 3 which is the same as in example 4.2. The
matrix is identical to the matrix in equation (4.5) with the first row deleted, and stream H1
serves as a sink/source for the energy balance. The result is

NDOF,U:R+NJ_Nt:3+2_3:2 (412)

Now, we go one step further and alsoTl¢t’ be free. The interface to the outer HEN are the

2 temperature$, andTs, and the corresponding equations for the inner HEN become equal to
equation (4.12) with the last row deleted. This yidkds2 and since alsh; = 2, the result

with 2 free outlet temperatures is

NDOF,U:R+NJ_Nt:2+2_2:2 (413)

Nbor, u do not increase when the number of free outlets is increased above 1. This only holds
when the manipulations in the inner HEN spans the whole spadedahensions. In other
examples wherR < N, relaxing target specifications may increbger, y until R=N;. H

Example 4.5 HEN with split and a process exchanger without bypass.

The HEN in figure 4.10 has a total of 7 manipulations (including the split fragfjcand 6
targets. It is a pinch problem with 2 utilities, rule 4.1 suggest that optimization is possible
and equation (4.9a) results Mpor, u=1. Note that process exchanger V does not have a
bypass, and we should be careful when using equation (4.9a). Below it is shown that this
HEN in fact hafNpor, u = 0, thus no optimization of utility cost should be considered for this
design. The explanation uses only simple physical insight described in the previous section,
no equations are needed.

T
TH H1 @ l@ »TtHl
TZ& | TH2
Tsl | TH3
Cl|ter
C2 | 1e2
C3 | TC8

Figure 4.10 HEN with variable stream spliti) and a process exchanger without bypass.

The reason foNpor, y = 0 is that the 3 manipulationg u andu, only spans a 2-dimensional
space in the temperaturés T, andTs. This is easily seen by drawing a system boundary



DEGREES OF FREEDOM IN OPERATION OF HENs 69

around the splitted part of stream H3 and the process exchangers | and Il on streams C1 and
C2 (see dotted line). The energy balance for this subsystem only allows for 2 temperatures to
be freely specified. That is, the 3 manipulatiogsuy, and u;, only contributes with 2 free
variables to the surroundings. We can already conclude that these 2 free variables have to be
used for control off; andTs, thus we cannot contrdl,. The 2 other manipulations in the

inner HEN (i anduy) gives a total number of free variables from the inner HER of4.

From this, we obtain

Noor,u=R+Ny—N=4+2-6=0 (4.14)

This example has demonstrated that it may not always be possible to optimize pinch problems
even if there are extra manipulations. In addition it has been shown that it is not always
necessary to write down equations and compute theRramkthematically. m

4.6 Conclusions

It has been shown that degrees of freedom in operation of HaMsaot always be utilized

for utility optimization and the number of DOFs that can be used for optimizalieg, y is
defined. Most important for operation is not how many DOFs that can be used for
optimization, but whether optimization is possibMpdr, u=1) or not Npor, u=0). If
Nbor, u< 0, the operation of the HEN is infeasible (targets cannot be met) and the HEN
design or the target specifications have to be modified.

A rule to quickly find whether optimization is possible or not has been established. We
concluded that threshold problems with free outlet temperatures and pinch praidgrbe
optimized, whereas threshold problems with no free outlet temperatures never can be
optimized. For threshold problems and pinch problems with free outlet temperatures, this
rule only serve as a necessary condition for optimization.

A quantitative expression fdpor, y is developed and as part of that the HEN was divided
into the inner HEN and the outer HEN. In many cases, the number of physical streams
entering the outer HEN (streams with target value) represents a bottlen®&glodas. The
eguation requires computation of the rank of the transfer matrix from manipulations in the
inner HEN to the temperatures of the streams entering the outer HEN, thus the detailed HEN
structure is considered. By making some assumptions about the inner HEN (bypasses on all
process exchangers and no singularitidgyr, y is simply given by the number of utility
streams.

The following three chapters concern methods for optimal operation of HENs. In those
chapters it is assumed that the HENs to be operatedMiayey= 1. As it has been clear
from this chapter, it should always be verified that the HEN Mws y= 1 before any
optimizing control scheme is considered.
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Notation

CPg  Heat capacity flowrate of cold stregm

CPyi  Heat capacity flowrate of hot stream

Noor  Number of degrees of freedom.

Nbor, u Npor that can be utilized for optimization of utility cost.

Nk Number of free outlet temperatures.

Np Number of process streams.

N Number of target specifications.

Nu Number of different utility types (same as number of utility streams).

Qi Heat load (duty) of heat exchangéwherei is a Roman numeral)

R Rank. (Dimension of the space when the temperatures in the streams to the outer

_ HEN are spanned by all manipulations in the inner HEN).
Tol Outlet temperature of cold stream
Ty Outlet temperature of hot stream
T Supply temperature to cold stream

TsH_j Supply temperature to hot stream
T Target temperature of cold stregm
T Target temperature of hot stream

u Manipulation (often bypass fraction).
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Chapter 5

OPTIMAL OPERATION USING
STRUCTURAL INFORMATION

This is the first of three chapters concerning specific methods for optimal operation of HENSs.
The method being discussed in this chapter utilizestthetural properties of the network. A
control strategy is developed that, in addition to controlling the target temperatures,
minimizes the utility consumption. The method results in a decentralized control structure
with variable pairing. The procedure is based on an idea suggested by Mettak€h994)

but in that paper no applications to validate the method are presented. The method is also
described by Glemmestad al. (1996), and the content of this chapter is, with the exception

of some extensions, taken from that paper.

5.1 Introduction

This chapter concerns operation of a HEN with given structure and heat exchanger areas. In
addition to structure and areas, the stream data (heat capacity flowrates, supply temperatures
and target temperatures) are specified, and finally disturbances, such as variations in supply
temperatures, flowrates and possibly in heat transfer coefficients are given. The goal is to
find a control strategy that yields optimal operation. Optimal operaton was defined in section
2.3, and to recall, the control system should (1) satisfy targets at steady state, (2) minimize
utility consumption and (3) give reasonable dynamic behavior.

The main rule for input/output pairing of HENs (Rule 2.2), is motivated from the needs of
regulatory control (dynamic behavior). The method in this chapter aims to find a pairing that
minimizes utility consumption instead, and this pairimgy not always result in the best
possible dynamic properties.

71
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A prerequisite for optimization is that there are at least one degree of freedom in operation.
As it was shown in section 2.4, most HENs have this feature (e.g. all pinch problems). In
addition, optimum is often constrained meaning that for the operating state with minimum

utility consumption, one or more manipulations are saturated (e.g. fully closed bypass). The
location of optimum during operation for HENSs is treated more thoroughly in section 5.3.

The fact that optimum often is constrained is, however, very important when structural

properies are utilized for optimal operation of a HEN. The idea of the method is the

following:

Assume for simplicity a HEN with only one DOF that can be used for utility optimization. If
one can find one manipulation that have to be saturated in optimum, then adjusting this
manipulation to the saturation limit, there will be only one feasible solution for the remaining
manipulations. That is, the number of remaining manipulations are equal to the number of
targets. The optimal operating state of the HEN is achieved by using decentralized feedback
control involving the remaining manipulations. In general, the method uses the structural
properties of the HEN to find which manipulation should be saturated, and then feedback
control is applied for the remaining system (with only one feasible solution).

The structural properties of the HEN are containesign matrices These matrices describe

how the manipulations affect outlet temperatures and utility consumption. The elements of
the sign matrices are simply “+” and “-" etc. to denote whether an effect is positive or
negative. The sign matrices are found from the HEN structure and simple physical insight.
The procedure does not result directly in a particular manipulation that should be saturated,
but in apriority table for the manipulations. This priority table is implemented in the control
scheme and the optimal operating state will be found “automatically” during operation. The
set of saturated manipulatiomsay depend on the disturbandbst are present, thus the
control structuremay change during operation. Timeethod is introduced by an illustrating
example where the idea is explained from simple physical insight.

5.2 An illustrating example

Based on the stream data in table 5.1, a pinch design with evolution can result in the HEN
shown in figure 5.1. The design is based on a minimum heat recovery approach temperature
of 20°K and the nominal value of 190 in Ts™*. The nominal stream data and the HEN is
identical to the simple HEN used previously in the thesis except for the heat capacity
flowrates which are reduced by a factor of one hundred (has no practical implications). The
only disturbance i#20°C in TS and its influence on the output temperatures should be
completely rejected during steady state operation. Using the decomposition principle
(Rule 2.1), we assume th@g"* and T,-! are perfectly controlled by the cooler and heater
duties, respectively. The focus is on how to control the only bypass controlled temperature
To %, using the bypass fractiomsandu,. Common engineering to contrds" would be to
increase the area of exchanger 2 and equip it with a bypass and a controller. This strategy
would increase the capital cost of the HEN. Alternatively, one could avoid additional area of
the process exchangers by increasing the heater and cooler duties which instead would
increase the operating cost. We shall develop a procedure that maintains the target
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temperatures and at the same time gives minimum utility consumption at steady state together
with minimum added area.

Stream | Ts[°C] T [°C] | CP[kW/°C]
H1 190+20 30 1.0
C1 80 160 15
C2 20 130 0.5

Table 5.1 Stream data for illustrating example.

H1 ) \OJ
Q
o O
160C 80C
O, N\ ¢l
Qn
T2 AN 20°C

é U
Figure 5.1 Network for illustrating example.

Assuming that bypasses (but no extra area) are placed across both heat exchangers, we have
four manipulations (two bypass fractions and two utility duties) to control the three outlet
temperatures. That is, there is one degree of freedom with respect to control and this degree
of freedom will be used to minimize the utility consumptidg™ and T,C* are perfectly
controlled by utilities so we have two possible manipulatiopsrfdu,) to control the only

bypass controlled target temperatiifé’.

First, assume that the outlet temperatlise® is too low, for example due to a negative
disturbance iff¢'*. To increase the outlet temperaturecould be increased o could be
decreased. Increasing bypasswill increase downstream temperatures on stream H1 and
decrease downstream temperatures in stream C1. To maintain the utility controlled target
temperatures, the heat load has to be increased in the cooler as well as in the heater.
Alternatively, decreasingy will give a desired increase ifi,"? along with decreasing
downstream temperatures in H1. This correspondsréalgctionin the utility consumption

of the cooler. When the outlet temperature is too low we therefore prefer to tgdudé

this bypass is saturated at O, we have to increase hypass

Next, assume thaf,“? too high. A similar argument will imply that the preferred
manipulation is to reduce which at the same time will reduce utility consumptiony, lis
saturated, we must increase bypaswhich also increases the utility consumption. Based on
the arguments above, we will use the following control configuration for the HEN:
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When T,?is too high:
If u, >0, then paiff,"? andy in a SISO-controller and lef = O,
else paiff,"? andu, in a SISO-controller and keep= 0.

When T2 is too low:
If u, >0, then paiff,"? andu, in a SISO-controller and let = 0,
else paifT,“ andu; in a SISO-controller and keep = 0.

Figure 5.2 shows the result when this variable control structure is implemented. The
controllers are simple PIl-controllers with anti-windup. An important observation is that one

of the manipulations or uy is always saturated at zero, and this implies that the optimal
solution lies on the constraints of the feasible region. Whes used instead afy, the

transient response becomes somewhat worse. We shall, however, not be too concerned about
this since we assume that the process is continuos and that the setpoints and disturbances are
fairly steady.

a) Disturbance inpufs™* c) Bypasay
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Figure 5.2 Simulation results for motivating example.
(a) Input disturbanc&™. (b) Response ifi,"%
(c) and (d) Bypass fractions anduy.

In this example, a control strategy that minimizes utility consumption has been found from
the structural properties of the HEN. In the following parts of this chapter, a systematic
method to achieve optimal operation using structural information is developed.
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To conclude this section, a remark regarding flexibility is given: As the example has shown,
the variable control structure yield a controlled HEN with sufficient effective flexibility
(recall definition 2.2). A fixed SISO control structure will resulzero effective flexibilityf

the areas are not increased. (Usindor control can only decreadg“ while u, can only
increaseT,"%) The flexibility can be increased by increasing the area of exchanger Il and
using uy for control. However, an alternatiwgay of makingthe controlled HEN more
flexible (effective flexibility) is toreducethe area of exchanger | (or to bypass it constantly).
This corresponds to increasing the utility consumption since the heat transferred in the path
from the heater to the cooler is increased. Hence, the effective flexibility may be improved by
reducing area.

The variable control strategy used in the example does not only minimize utility
consumption, it also maintains the flexibility of the HEN itself, thus no area of process
exchangers (compared to the nominal design) need to be added for flexibility.

5.3 Location of optimum

As mentioned in the introduction to this chapter, an important feature of HENs in order to use
structual information for operation, is that optimum often is located at the intersection of
constraints.

Increasing the bypass fraction of a heat exchanger will monotonically decrease its duty and
vice versa. This will give a monotonic increase or decrease of downstream temperatures and
hence usually also the outlet temperatures and the utility duties. In a HEN, minimum utility
consumption corresponds to maximum heat recovery between the process streams. In a HEN
with degrees of freedom, this implies that some bypasses in most cases should be fully closed.
These bypasses should only be used if this is the wayyto meet the targets. This may
happend if bypasses used for regulatory control are saturated. Hence, optimal operation of
HENs normally corresponds to saturation of some manipulations.

An obvious exception is when a variable split fraction is used for utility optimization. In such
cases, minimum utility consumption is obtained at some intermediate value of the split
fraction, thus the optimal solutiomay not be located at constraints. Other exceptions are
when there are independent downstream paths from both hot and cold side of a heat
exchanger and to the same outlet temperature/utility exchanger (Mathisen, 1994). The effects
from the hot and cold side of a bypassed heat exchanger will always have opposite signs. The
net effect (positive or negative) can usually not be deduced from structural information, and
optimal operation can not be guaranteed in such cases.

To illustrate the typical situation where optimum is constrained, total utility consumption for
the HEN used in the illustrating example is plotted as a function of the two bypass fractions.
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a) T¢is nominal (196C). B is 20K above nominal value.
Figure 5.3 Utility consumption as a function af andu,. Feasible line is also plotted.

Figure 5.3a (left graph) shows the utility consumpti@a € Q) when no disturbances are
present. The line shows the combinatiouadndu, that gives feasible operation, that is, all
targets are met. As seen from the figure, feasible (but worst case) operation in the nominal
case may be achievedtivu, = 1 (fully open bypass) ang = 0.6, whileoptimal operation is
obtained for, =u, = 0. The graph in figure 5.3b shows the same when the disturfafice,

has its maximum value. For both cases the optimal solution is constrained. In addition, the
results in figure 5.2 are confirmed.

5.4 The sign matrices

The method for optimal operation makes use of “sign matrices”. These are used for storage
of information that can be exctracted from the structure of the process. In general, a sign
matrix is defines as

Definition 5.1 The sign matrixsign(A).
Let A be a matrix of real numbers where the precise value of each elejpemy not be
known. The sign matrigign(A) is defined as

g+] ifa; >0
-1 ifa,; <0
Sign( A, = O]] e o G5

H+] otherwise
_

To avoid confusion with the operators for addition and subtraction, the elements in a sign
matrix are enclosed by brackets also when single elements are addressed. Each entry in a sign
matrix denote a scalar number, thus e.g. [+] denotes a number that we know is positive, but
we maynot necessarily know the specific value. In the example in the previous section, we
concluded that increasing bypassincreasesT,">. This implies that the corresponding
element in the (sign) transfer matrix is [+]. [0] simply denotes the number 0. [£] denotes a
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number that may be both positive and negative (and zero) and occurs when there are opposing
effects where we cannot conclude that the effects with a certain sign are the dominating.

The arithemic rules for signs (we only need addition and multiplication) follow the normal
conventions for scalars. Examples are

i n
A —
|+
e e

s

Further, all operations involving [£], except for multiplication by [0O], results in [£].

Now, the relation of the sign matrices and optimal operation will be made. The following
two systems for HENs are introduced:

yBP = GBPu (5.2)
yY =GYu (5.3)

Here,y"" is a vector containing the bypass controlled output (target) temperaturé§-aisl

the transfer function matrix from the input vectotbypasses) tg®". In equation (5.3)G"

is the transfer matrix fror to the output vectoy” that contains the utilitgonsumptiorfor

each of the utility controlled temperatures (assuming that the utility controlled outputs are
perfectly controlled).

The procedure makes use of the two sign matsag¥G®") andsignG”). Note that the
definition of the sign matrix in this thesis is different from the sign matrix used by Mathisen
et al. (1994) where the signs depend on whether a stream is hot or cold. Thereby, that method
is useful only for HENs, while the method as presented in this thesisnalsde applied to

other processes. We will, however, assume a HEN in the presentation of the procedure.

The procedure is based on the following four observations for HENs:

1) A positive (negative) temperature change has a positive (negative) effect on all
downstream temperatures.

2) Temperature disturbances are naturally dampened.

3) A flowrate increase of hot (cold) streams has a positive (negative) effect on all
downstream temperatures.

4) Bypass increases propagate as a temperature increase from the hot side and
temperature decrease from the cold side of the bypassed heat exchanger.

These observations are proven by Mathisen (1994, chapter 5), and they imply the following
useful rules when constructisign(G®"):
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« signG®"); = [+] if all downstream paths are from the hot side of bypassbypass
controlled target temperatuke

. sign(GBP)k,j =[] if all downstream paths are from the cold side of bypdssbypass
controlled target temperatuke

Similarly, when constructingign(G"), the following rules may be useful:

« signGY);; = [+] if all downstream paths are from the hot (cold) side of bypases
utility controlled target temperaturef a hot (cold) stream.

« sign@GY);; = [] if all downstream paths are from the hot (cold) side of byjptasstility
controlled target temperaturef a cold (hot) stream.

If there are no downstream paths from an input to an output, the corresponding element in the
sign transfer matrix is [0]. If there are opposing effects, such as parallel downstream paths
from a bypass, the corresponding element in the sign matrix is often [t]. There is, however,
an important exception to this as given by the following observation which also is proven by
Mathisen (1994, chapter 5):

5) Bypassing a heat exchanger immediately upstream a cooler (heater), increases the cold
(hot) utility consumption, irrespective of any opposing effects.

This observatioimay be used to statkat an elemennhay be[+] or [-] even if it consists of
opposing effects. In general, it is important to reduce the number of [t]-elements in the sign
matrices as much as possible, since these elements do not irdigagpecificinformation

about the system.

5.5 The procedure

The procedure aims to combine the elementsign(G®") andsignG) in order to find the
preferred manipulation for reduction of a control error. A manipulation that decreases the
control error and at the same time decreases the utility consumption is desired. If no such
manipulation exist (or it is saturated) omay be forced to useraanipulation that increases
utility consumption.

As a shorthand notation in the remaining of this chapter, we will not vaige“every time
an individual element of a sign matrix is accessed, g:g.is the shorthand notation for

signGY),;.

The elements isign(G”) denote the effect of the manipulations (bypasses) on each of the
utility exchangers. Instead of adressing each individual utility unit, we want to minimize the
total utility consumption. To do this, a sign vecsign(g”) is constructed from theign(G")
matrix. Each entry of the row vectsign(g”) is simply the sum of the corresponding column
of sign(G"), i.e.

g’ =) dj (5.4)
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Here, g is an element of the vectsign(g”) while g is an element of the matrsign(G").

Using the conventional arithmetics for adding sign elemsigs(g”) can be found from the
following rule:

+] if (g4 =[+]org¥ =[0]) Ui (atleastonf |+ )

-] if (g4 =[-]org¥ =[0]) Ui (atleastonf] ) 5.5)

0] ifgy=[q Oi |
H+] otherwise

gy =

Each element isign(g”) is easily found from the corresponding columrsigh(G"). As an
example the followingign(G") result in the vectosign(g”) written below.

@+ 0 0 0 + 0O
Y 00 + O
'GU:D [l
SONGI= 5 _ ~ 0 & 40
H o o o o +H
sign(d’)= [+ = - 0 = +]

The vector signg”) denotes the effect from each manipulation on the total utility
consumption. Note that there are cases where physical imsayhboverride tharithmetics.
Observation 5 in last section is an example where the sum of [+] anthj#Esult in [+]or

[-] since wemay concludehat one of the effects always is larger than the other. Another
important example is in the calculation i§n(g”) for HENs where all outlet temperatures
have targets. To fulfill the total energy balance of the HEN it can be concluded that

g =[+] if (g‘j- =[+]or @Y :[0]) foriOH (atleastonpt] )

i

or (g% =[+]orgy =[0]) foriOC (atleastorfe] )

J
whereH is the set of all hot process streams @nsl the set of all cold process streams.
The procedure consists of the following four steps:
Step 1. Initialization.
Initialize bypasses that have increasing or zero effect on utility consumption to zero.

Bypasses with decreasing effect on utility consumption is initialized to one.

u =0 if g’ =[+]or][Q] (5.5a8)
u=1if g’ =[] (5.5b)

From step 2, start with the first bypass controlled outpstX).

Step 2. Give priority to the manipulationsfrom the sign matrices in the following
order:
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I. Bypasses that affect bypass controlled oukprntd reduce utility consumption. For
each manipulation priority i is given if the following is fulfilled:

e Ll [y =[+] (5.6)

li. Bypasses that affect bypass controlled oukmarnd have zero or mixed influence on
utility consumption. That is, prioritly are given to bypasses witff; # [0] which

are not included in prioritigisor iii .

lii. Bypasses that affect bypass controlled oukpand increase utility consumption. For
eachj, priority iii is given if the following is fulfilled:

e Ll g =[] (5.7)

Step 3. Use heuristics to choose among equal priorities from step 2.

a) Among bypasses with the same priority, choose the one closest to the bypass
controlled output.

b) Among bypasses with the same priority, disregard bypassesm#yat have
mixed influence @]) on the bypass controlled outgut

Step 4. Increas& to next bypass controlled output and repeat from step 2.

The priorities given in step 2 are crucial and the result is summarized in a priority table. The
following example shows in detail how the procedure is applied to the HEN in the illustration
example and how the priority table is generated.

Example 5.1 Application of the procedure to the illustrating example.

First we define the input and output vectors of the systems in equations (5.1) and (5.2):
u=[u w]", y** =T, “?andy’ = [Q. Q1]", whereQ. andQ; are the cooler and heater duties
whenT, ™ andT,“! are perfectly controlled by the cooler and heater, respectively. Using the
rules given above to find the two sign matrices for the network structure in figure 5.1 we get

signG™) = [+ -] and sigr(GU):E: ;E

This G gives sign@”) = [+ +]. There is only one bypass controlled output, and the
procedure gives:

Step 1. Initialize u; = uy = 0 since both elementssign(g”) are [+].

Step 2. Both elements inG®" satisfies gB? #[0] so both bypasses affect the only
1]

bypass controlled output. Witk= 1, priority i is given to a manipulation when the
conditions in (5.6) are fulfilled and priority is given when (5.7) is fulfilled. For bypass
u ( =1)we get
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P . t . h BP 0
elBP Eg]l?f Egl-u - @P [ﬂ"‘] I:E+] |:| E rori y| w erel >

0 Priority iii. wherer” <0
and for bypass, (j = 2) we get

OPriorityi whereBP <0
e [P gy = QBP[E_][E"'] alls y 1

(Priority iii wheref? >0
In this example, there are no cases where pribréye given.

Step 3. No bypasses are given the same priority (for the same valeg” pfso no
heuristics are needed.

Step 4. There is only one bypass controlled output (1), hence no repetitions can be
made.

The bypass priorities found by the procedure can be summarized as:efihe, useu, as
the primary manipulated input. Uf is saturated, use, as secondary input. Whesf® <0,

useu; as the primary input. I is saturated, use as secondary input. From the given
bypass prioritiesvghich bypass to adjust) and the valuesignG®") (howto adjust), we can
now construct a priority table for the bypass manipulations:

Primary manipulation Secondary manipulatipn
e’ >0 Reducey; (U !) Increaseau; (uy 1)
et <0 Reducew;, (uy |) Increase, (U 1)

Table 5.2 Priority table for example.

The control structure suggested by this priority table is identical to the one used in the
illustration example. This control strategy will be the same for all networks with this
structure, and it will “automatically” find the bypass fractions that give minimum utility
consumption together with meeting the target demands at steady state (provided that the HEN
is feasible and the SISO-controllers do not give any steady state control &ror).

To construct the sign matrices for networks that include loops, inner matches
(process/process heat exchangers with downstream process/process exchangers on both sides)
as well as split manipulations, some additional observations for HENs are given in Mathisen

et al. (1994). These are mainly derived from the four observations given aboveagnioe

used to convert some][elements in the sign matrices to [+] or [].

5.6 Parallels to split-range control

The control structure found for the illustrating example in this chapter is very similar to split-
range control which is a commonly used control configuration. Figure 5.4 shows a typical
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example which is taken from Loe (1993). The process is a utility system with three steam
pressure levels. Each levelay have severauppliers and consumers (not shown) with
varying demands. The objective is to control the pressure of the MP-steam by supplying HP-
steam (usingk) to increase the pressure, or by delivering steam to the LP-level (4¥ing

This is obtained using a pressure transmitter (PT) and a pressure controller (PC) for control of
the two valves. The signal from the controller is splitted such that both valves are fully
closed when the signal is 50%. Valugopens when the control signal exceeds 50%, and
valve u; opens when the control signal is leass than 50% (see figure 5.4b which shows the
valve positions as a function of the control signal). This is an example of split-range control,
and it allows two actuator devices to be controlled by one single controller.

a) b)
HP-steam
50-100%
PC U, Open + p
oy u,  ~
N 2
MP-steam R
Uy Closedt 171
- 0,
0-50% 0% 50% 100%
LP-steam

Control signal

Figure 5.4 Example of split-range control for a steam supply system.

In practice, spilt-range contratay beimplemented without the use afyswithes: Assume

that the physical control signal is electrical current in the range 4 — 20 mA which is supplied
to both valves. Scaling value to be open at 4 mA and closed at 12 mA, and vajue be

closed at 12 mA and open at 20 mA, the split-range control will work. A perhaps more
updated implementation is to perform the scaling in the process control system (software) and
to use two separate control signals (individually scaled from 0 — 100 %) in the field.

The control strategy in figure 5.4 is in fact identical to the control strategy in the illustrating
example of the HEN in figure 5.1. Instead of implementing the control sceme using two
controllers and then switch between them, it is simpler to use only one controller to control
the bypasses, andu, in a split-range configuration as in figure 5.4b. Note that if we in the
problem in figure 5.4 want to minimize the (energy) flow from high pressure to low pressure
steam, not only the control strategies are similar to each other, in fact, the two problems are
completely analogous.

In other applications where split-range is used, the range of each controlrdayipartly or
fully overlap. One mayuestion if “split-range” is the correct term when the ranges overlap
completely, though.

Using split-range control, the controller parameters when the different valves are active, may
be different from each other. Concerning the controller gainpthisbesolved by selecting
proper settings/scalings for the valves. As an example, assume that for “good” control of the
HEN in figure 5.1 it has been found that the gain when usgirgthree times the gain when
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usinguy. Then, ifuy is active in the range 0 — 75% amds active from 75 to 100%, there
will be no large discontinuities of the process gain when switching between the two bypass
valves.

As it has been clear from this section, the method for optimal operation based on structural
information often leads to a control strategy tnaly easily bemplemented using split-range
control. In fact, onenay think of the method as a systematiay tofind an optimal split-

range control structure. In section 5.8, an example will demonstrate the method and the split-
range implementation when a controlleray utilize more than two bypasses. In that
example, it is not trivial to find the strategy for optimal operation without using a systematic
method.

5.7 How to handle multiple bypass controlled outputs

Until now, the method has only been applied to a simple example with only one bypass
controlled target. |If there are several bypass controlled targets, the following situation will
typically occur during operation: Assume that a bypass saturates and thus a new has to be
assigned for control of a given outlet temperature. What if the new bypass for this control
purpose already is occupied controlling an other outlet temperature? It is clear that a new
candidate bypass has to be selected since one bypass cannot control two outlet temperatures
independently. However, it is not clear how to select a new bypass, or how the two outlet
temperatures and the two bypasses should be paired.

To address this problem when there are several bypass controlled outputs, the following
approaches may be considered:

1. All possible pairinggnay belisted in a prioritized order, and when one bypass is
preferred for two different bypass controlled outputs, then find the second best bypass
for both outputs (from the priority table), and choose the combination and pairing that
gives highest total priority.

2. Minimize switching of pairings. That is, if the selected bypass for one output is
occupied, do not change the existing pairing but switch to the next manipulations for
the output that needs a new manipulation.

3. When a manipulation saturates, and a new needs to be assigned, the pairing problem is
solved simultaneously to find the combination that maximizes the total priority.

Here, it will be focused on the third option — partly because it is expected to give the best
results since all manipulations are considered simultaneously and partly becauganyit is
similar to the method proposed in the next chapter. In section 5.5, the following rules were
found:

Priority i: ef” g2 (g” = [+]
Priorityii: ~ With gf® #[0], ePF (2% Cg” =[0] or []
Priority iii : e gt (g” =[]
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Recall thatk is index for bypass controlled outputs grid index for the manipulations. All
information from these expressions can be stored in a nevpsaity matrix P given by

. _er gl g if @i #0
Slgr( I:bi,i - Hx] if ng}]D =0 (58)

The new symbol¥{] in this sign matrix denotes a forbidden pairing since the corresponding
manipulation does not affect the specific bypass controlled output. WhileG8iyrend
sign@”) are constant, the sign of the control error sy (changes during operation, hence
the sign matrix sigif) will change during operation. When a change in the sign of the
control error is detected, sig?)(will change, and new control configurations should be
evaluated. This is done automatically by first assigning numerical values to the priority
matrix P according to the following rules:

Pej = -1 if signP)y; = [+] (priority i)
pj = O if signP)xj =[0] or [£]  (priority ii) (5.9)
pj = 1 if signP)y; =[] (priority iii )

Now, the task is to select pairings that minimizes tihtal utility consumption, i.e. the
objective function to be minimized gpx; for the selected pairings. Pairings are chosen
such that there is one manipulation for each bypass controlled output, and no manipulations
control more than one output. In addition, constraints that prevent forbidden pairings and
selection of manipulations that are saturated must be included. As an example consider a
system with 2 bypass controlled outputs and 3 manipulations, and the priority matrix at one
instant during operation is

il 0 x[g

"H ey

Pairing input 3 with output 1 is forbidden. Assuming that none of the manipulations are
saturated, it is preferred to pair input 1 with output 1 and input 2 with output 2, as indicated.

The presentation concerning how multiple bypass controlled outputs can be handled is made
very brief in this section. The reason for this is that the method proposedniexthehapter
handles multiple bypass controlled outputs in a similar way. In that chapter, the explanations
are more thorough and the methody easily be applied to sign matricesnasl. For this

reason, multiple bypass controlled outputs are not considered any further in this chapter.

5.8 Example

Finally in this chapter, the procedure is applied to an example. The HEN in the example has
one bypass controlled outlet temperature.

Consider the stream data in table 5.3 and the design in figure 5.5. From the stream data we
see that there are two disturbance2C in TS, and+7.5 kWPC in CP°L. The nominal
design in figure 5.5 is based on a design (before retrofit) in Kotjabasakis and Linnhoff (1986),
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but modified sincd, " here is a free outlet temperature. Also, note that the disturbances and
the problem statement here are different from the problem discussed by Kotjabasakis and
Linnhoff (1986). Assume that the nominal design for control purposes already has been
modified by increasing the area of exchangjeand that bypass has been installed across this
exchanger so that each of the two disturbances can be rejected completely (one at a time).
Added area and bypass on the last heat exchanger is in accordance with common engineering
practice, and we will refer to this as case A.

Stream | Ts[°C] | T; [°C] | CP[kKW/°C]
H1 300 80 30
H2 200+20 X 45
C1 40 180 40£7.5
C2 140 240 60

Table 5.3 Stream data for example.

-2
Lo O— O
U
™ /N
H2 \I_I/ AV |
TCl
- tO EXA
Uy, Uy
NN
+— () —")—) C2

Figure 5.5 Network in example.

We will apply the procedure to this network (including the extra area already installed on
exchanger 3) and show that the utility consumption is reduced. This case is denoted B.
Remember that bypasses now can be placed across all four process/process heat exchangers.
Each bypass is placed on that side of the heat exchanger which is closest to the bypass
controlled output. This is to improve controllability, and it will not influence the steady state
performance. Defining = [u uy uy un]’, V27 = T4 W= [Qc Q" and e = T,.“=T,** gives

the sign matrices:

signG™) =[+ £ - -] and sigr(GU):EFIr :_: J(; ;E
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Fromsign(G"), we obtairsign(g”) = [+ + + —], and the procedure yields:

Step 1 Fromsign(GY) it is clear that,=uy = 0 during initialization. Inspecting the
network, we assume that the plus in column 2 will dominate the possible negative effect
from the [] element so we also set=0. uy reduces the utility consumption and is
therefore initialized to one.

Step 2 e>0 gives priorityi tou, anduy, and priorityiii touy. e<0 gives priority
i touy and priorityiii tou, anduy. Priority ii) is given tau .

Step 3 To distinguish betwean anduy, both have to travel through one exchanger to
reachT,"" but we preferuy since it bypasses a larger heat exchanger and therefore
probably has larger influence ag~~.

Step 4. Not applicable.

When constructing the priority table from the results in step 2 and step 3, the following
considerations are made:

« Bypassu, has a mixed influence di“. Thus, it can not be concluded (from structural
information) whether we shall decrease or increase this bypass to counteract a control
error. Inspecting the network structure, it is reasonable to assuma, thave little
influence onT,°! since both hot and cold outlet from heat exchanger Il traverses two
heat exchanger before affectifigh’. For simplicity, we totally disregard bypassin
the control structure.

» With the bypass fractions initialized according to step 1, it is reasonable to assume that
To tis too small. The preferred choice for control is to reduce bypassf uy should
saturate at zeray has to be opened. However, whgfi' is too high and is opened,
we prefer to resat, to zero beforeyy is used.

The priority table with these considerations is shown in the table below. Note that the
“primary”, “secondary” and “third” manipulation is not the same as priorities andiii .

Also, preferringu, beforeu,, whene is positive is not a violation of the priorities given in
step 3, but it ensures thatreturns to zero after it has been opened.

Primary Secondary Third
manipulation| manipulation| manipulation

e>0 u | Uy 1 Up 1

e<0 Uy Uy ! u 1

Table 5.3 Priority table for example.

Figure 5.6 shows the results when simple Pl-controllers are used for both case A (traditional
engineering approach) and case B (“sign”-method). From figure 5.6c¢, it is clear that the sign-
method results in considerably reduced utility consumption (thick line), compared to the
traditional engineering approach (thin line). For nominal disturbances, (4 to 6 hours on the
time axis) the utility reduction is close to 0.9 MW at steady state.
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Using the sign-method (case B), the controlled HEN has become more flexiigletive
flexibility has improved) since it is able to compensate for both disturbances occurring at the
same time in their worst case combination (8 to 10 hours). In this period, case A has the
lowest utility consumption but target temperatures are not met, see figure 5.6b. Thus, the
primary goal of optimal operation is not satisfied.

Note that case B does not utiligg for any of the disturbances this example. From figure
5.6D, it is clear that the sign-method may result in deteriorated dynamic behavior.

a) Input disturbances | d) Bypass
20 T e 1 e o
—AT? : : : : : :
O e C T T AT oo - - |
B
or - - -- ‘ T 05 -~~~ """ " T T
0 [ - R SR I I I I
Wl o
0 2 4 6 8 10 0 2 4 6 8 10
- _ b) Respons@,~* ~_e) Bypasasy
I I I I 1r- - e o

185 | S R EEEEERFEEE,
180

175

170

Figure 5.6 Closed loop simulation results. (a) Deviation from nominal disturbance
inputs, T2 (thin line) andCP“* (thick line). (b) Response iR, case A (thin) and
case B (thick). (c) Utility consumption, case A (thin) and case B (thick). (d), (e) and
() Bypasses;, uy anduy, case A (thin, (e) only) and cases B (thick).

Finally in this example section, the split-range implementation for this example is discussed.
Figure 5.7a shows graphically how the three bypasses open and close in ansgnigasr in
figure 5.4, however, split points are not located correctly.
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a) b)
1 --cl)uI
0.91:-O
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o N . control control
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Main control signal 0l1

Figure 5.7 Two representations of the split-range implementation.

Figure 5.7b (to the right) shows the same, with the main control signal to the left of the
vertical line and the control signal to the separate manipulations to the right. In this figure,
the split points (0.45 and 0.91) are shown approximately at their correct positions. The split
points were found as follows: First, the parameters of the three separate controllers were
found separately such that satisfying results were obtained. Then, the gain of the three
controllers were used to compute the split points together with the total gain, such that when
using only one controller, the gain is the same as when switching between the separate
controllers. The integral time constants were interpolated between the values found for the
separate controllers. This interpolation was performed in a range close to each split point,
and only on the side with the shortest integral time for the separate controller. The
simulations are carried out using only one control algorithm and by splitting the output signal
according to figure 5.7b. See also figure 3.6 where the controller (denoted “escreg4d”) is
shown in the upper left part.

5.9 Conclusions

In this chapter, a method for optimal operation based on structural information has been
discussed. The method has been derived for operation of HENwaluie applied to other

parts of the process as well. Applying the procedure, feasible manipulations for control are
given one of three possible priorities:

i. Manipulations that decrease utility consumption while decreasing the control error.
ii. Manipulations with zero or mixed effect on utility consumption.

iii. Manipulations that increase utility consumption while decreasing the control error.

From these three categories, a priority table for the manipulations is constructed and this table
dictates the control structure. The control structure may change during operation, however, in
many cases it simply corresponds to split-range control.

While it is clear that manipulations with priorityis better than manipulations with priority
iii, no clear conclusions can be drawn for those manipulations piioviigh mixed effects

[¥]. Manipulations with mixed effectsnay reduce utilityconsumption more than some
manipulations with priorityi, or they may increase utilitgonsumption more than some
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manipulations with priorityi. Hence the procedure will not always guarantee that the utility
consumption is minimized at steady state. Heuristic rules based on controllability
considerations are used to choose among manipulations with the same priority. While these
rules mayresult in selecting a manipulation which is not optimal from a steady state utility
consumption point of view, they will usually result in the control structure with best dynamic
performance among manipulations of equal priority.

Using structural information only, themeay be cases where the availab®rmation is not
sufficient to distinguish quantitatively between different effects. However, even in cases
where the method does not guarantee optimal solution in all situatiomay till result in
optimal or near optimal operation. Despite the disadvantage of not guaranteeing globally
optimal operation in all cases, the method also has some of nice features:

* The method requires very little information about the process to be operated. In fact,
the procedure is easily carried out by hand, and no quantitative information is needed.

» The method results in a decentralized control structure with variable pairing. As it has
been shown, the control configuration can usually be implemented as split-range
control. The control strategy can be included in today’s control systems.

» Optimal operation can often be achieved withany quantitative process model or any
numerical optimizations.

Since the method only guarantees optimal operation in a few cases, and reiageegult in

poor dynamic performance, it is advisable to combine it with dynamic simulations and verify
several possible options. Alternatively, the methods proposed in the two next chapters may
be evaluated.

Notation

e Control error.

g Element in transfer matrix.

G Transfer matrix.

CP Heat capacity flowrate.

P Priority matrix.

Q Heat load (duty) of heat exchanger.
T Temperature

u Manipulated input (bypass fraction).

Superscripts:
BP Bypass.
U Utility.

Subscripts:

i Index for utility controlled outputs.
Index for manipulated inputs.

Index for bypass controlled outputs.
Actual output or outlet (temperature).
Supply (temperature).

Target or reference (temperature).

T n o x—7—
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Chapter 6

A PARAMETRIC APPROACH TO
OPTIMAL OPERATION OF HENSs

The approach for optimal operation of HENs presented in this chapter is heavily inspired by
the sign method in the previous chapter. However, instead of using only structural properties,
parametric information in terms of linear steady state transfer matrices is utilized. The
control configuration (pairing of manipulations and measurements) that minimizes utility cost
is found from solving an integer programming problem during operation. As for the sign
method described in the previous chapter, this parametric approach results in a decentralized
control structure thaimay have variable pairing. The approach actually comprises three
methods that differ from each other in the way controllability considerations are handled.

6.1 Introduction

The same problem as in the previous chapter is considered. That is, we want to develop a
method for optimal operation of a given HEN. Decentralized control is used and the goal is
to find an answer to the questionWhich pairing reduces control error and minimizes utility

cost at the same time? At steady state, the solution should give no control error and
minimum utility cost. The information about the HEN is given by the transfer ma@ftes

and G” introduced in the previous chapter. Recall tifit are the bypass controlled
temperatureswhile y” are thedutiesof the utility exchangers assuming perfect control of the
utility controlled temperatures.

yBP = GPPu (6.1)
yY =GYu (6.2)

91
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In the previous chapter, the row vectt was introduced to denote the effect from each
manipulation on the total utility consumption. The corresponding vector introduced in this
chapter denotes the effect from each manipulation on the total atifity It is denotecd‘;U$ to
indicate that it gives the cost rather than energy consumgH?)'rs given by

g®=c'c (6.3)

wherec is a vector containing the utility cost for each utility exchanger. As opposed to the
previous chapter where only sign matrices where utilized, we will in this section use the
steady state gains of the transfer matrices to find the optimal control configuration. The
methodmay be regarded as a “quantified” version of the siggthod. The motivating
example is presented in order to give a brief introduction to the idea.

Motivating example

The example uses the same HEN as in the illustrating example in section 5.2 (figure 5.1).
The two following linear systems have been found from small (and positive) perturbations
around the nominal operating pout = ug = 0.

T =[657 -13 ﬁ’* E (6.4)

GBP

Q.0 49 687Iu.0

= Em 0 HiiH (6:9)

Here, the bypass fractions are scaled from 0 to 1, the dimensiifi’a$ °C and the cooler
and heater duties are in kW. Given a steam cost of 0.05 $/kWh and cooling water cost of
0.01 $/kWh, the cost vector ¢S = [0.01 0.05]. This yields

gUs =c’GY =[0.01 ooe]g'jg 685_ [0.433 0Q06) (6.6)

That is, increasinga by one unit increases utility cost by 0.433 $/h, and increasiby one
unit increases utility cost by 0.069 $/h.

Dividing the elements ig”® by the elements i65° yields

g]l_J$ _ 0433_ . c2 o .
=—=——=0.066 (Increasing, “ by 1°C costs0.066 $/h whemi, is used.)
or; 657

Us
ngP %— -0.005 (Increasingo"? by 1°C saved).005 $/h wheni is used.)
Or2 -

However, instead dhcreasingthe bypass controlled temperature, the cost to bring it back to
its target value is more interesting. Introducing the control erroll,“*—T:" we can
define a “priority matrix"P:
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|:| us us |:|
P=m2 e -% er=[-0.066e 0005
N

- [0
0 9% 0>

That is, ife=1, itsaves0.066 $/h to reach the target using while it wouldcost0.005 $/h

if us is used. In generaR consists of as many rows as there are bypass controlled
temperatures and as many columns as there are inputsnélyatbe manipulated (here:
bypasses). To minimize utility cost, the pairing is chosen such that the sum of the
corresponding elements ihbecomes as small as possible. In this case, the optimal pairing is
easily found by hand. Assuming thet 1, usingua seem to be optimal choice. However,
g:°"e> 0 and this implies thats has to be decreased in order to reduce the control error. If
we assume that, = ug = 0, it is not possible to redueaisingu, and we have to pairs and

Too% The same result is found in the illustrating example in previous chapter (section 5.2).
Here, however, the effects have been quantifimd.

Each time a control error changes sign or a new manipulation saturates, the procedure to find
optimal pairing should be repeated. Also, the linear transfer matriagsbe different in
different operating regimes, and there may be a need to updateds in addition to the
pairing. There is a need for a general model that enables automation of the procedure to find
the pairing that optimizes utility cost.

In the next section, the integer programming formulation to find the pairing that minimizes
utility cost is presented (model A). In that model, no dynamic considerations are made, and
section 6.3 explains how control aspeu@y be included in theodel. In section 6.4, model

A is extended into a hierarchical strategy for operation that includes a simple controllability
requirement (model B). Section 6.5 extends the model further iftiL® formulation
(model C), which includes a slightly more complex controllability consideration. Before the
chapter concludes, some examples to demonstrate the parametric approach are presented.

6.2 A model to find optimal pairing (model A)

The model for obtaining the optimal control configuration is based on the information
contained inG®” andG". These may be found from perturbation of a steady statkel of

the HEN. The vectogU$ is obtained fromG" and utility cost data according to equation
(6.3). Each element in the priority matfxs given by

Us
_9i

€ (6.7)
g’

Pij =

whereg is the control error of bypass controlled outputEach entry of the priority matrix
denotes the total utility cost (money per time unit) after control ert@as been removed
using manipulation. Wheng®" is small the corresponding valuepf is a large (positive or

negative) number. A large negatigg may seem to be a good choice, howettds also
indicate that the manipulation has a small effect on the output. A valpg of infinity
(o) simply means thay®" is zero and this pairing can not be used for control at all. To

prevent such pairings, an elementirtan be denoted] to indicate that the corresponding
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element inG®" is zero. In the actual implementation given by equation (6.13) xthelties”
in P can be given any numerical value simomstraint (6.13f) prevents these pairings from
being considered.

Note the similarity and difference from the definitionsPofn equation (6.7) and equation
(5.8). The definition in chapter 5 is applicable for sign matrices only, thus it does not matter
whether we multiply or divide. In order to get the correct numerical value in equation (6.7),
division by the elements of5®" is required, while for sign matrices, multiplication is
sufficient to get the correct sign.

The pairing that results in minimum total utility cost according &hould be selected. The
total utility cost is found simply by adding elementsRncorresponding to the selected
pairing. In order to do this automatically, some variables and constants with logical (binary)
elements are introduced. First, the variable matnxith the same dimension &3s defined

as

1 if p; is a selected pairing.
= _ (6.8)
otherwise.
A value of X corresponds to a given pairing, and we seek the optimal value of this variable.
In addition, the following constant binary vectors/matrices are needed:

H BP —
g, = 97 =0 (6.9
! otherwise.
v = (1 if g°’g >0 (whichimpliesy ¢ toreduce ). (6.10)
" Ep otherwise  (which implies; 1 to reduge ).
. _ O if u;is saturated at lower bound.
z0 = _ (6.11)
%J otherwise.
if u; is saturated at upper bound.
o= TS PP (6.12)
E) otherwise.

The values of these vectors/matrices may change during operatioexarople, the values

in y are dependent on the sign of the control error which will change. Further, which
manipulations that are saturatef? @ndz”) can change. The values pf Z° and 2" are
based on information from the DCS (Distributed Control System) in the plant. This
information is updated immediately before each optimization to find a new pairing. Even if
these vectors/matrices may change during operation, theyoaibject taany changes by

the optimization procedure. Hence, they are regardedoastantsin the model to be
optimized. The optimal pairing is found from the formulation given by the equations (6.13a)
to (6.13f). Note that the model is a pure integer programming problem. The formulation is
linear in the variables, thus it is denoted an Integer Linear Programming (ILP) problem.
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X =arg rp(inz Z %.; p; Find pairingX that minimizes utility consumption.  (6.13a)
]

subject to

z xi; =1 Oi One bypass pr. bypass controlled temperature. (6.13b)
ixm <1 0 Each bypass can not control more than one output.  (6.13c)
Xi; +¥; +2°<2 Oij Reject pairing that requires whenu = 0. (6.13d)

Xij =¥, +z"<1 Oij Rejectpairing that requires whenu = 1. (6.13e)
Xij+0% <1 0Oi]j Reject pairing ifg®” = 0. (6.13f)

The objective function (equation 6.13a) is the pairing that minimizes total utility cost, i.e. the
sum ofp;; (cost to restore a control error) for the selected pairisjg-(1). The purpose of

the different constraints are explained in each of the equations (6.13b) to (6.13f). As an
example, constraint (6.13d) forbids pairings that require a bypass decrease if it is already zero.
If a pairing requires the manipulation to be decreased in order to reduce control errds) (
andthat manipulation is saturated at lower bounfl £ 1 , thgn equation (6.13d) forceg to

be zero (pairing is forbidden). Otherwigg,is free to take any value (0 or 1). Témuations
(6.13a) to (6.13f) are referred to as “model A” in the subsequent.

If, for a given operating state, there is no pairing that reduces the control error, model A will
not produceany feasiblesolution. In practice, it is important to know what to do if this
should happen. One possibility is to keep the existing pairing and accept the control error,
alternatively the plant could be switched into a predefined (and safe) control configuration. In
the subsequent it is assumed that model A contains feasible solutions. It is emphasized that in
practice, it is important to consider the consequences and remedies if no feasible solution
exists.

The complete control algorithm can be summarized by the four following points:

1. Let SISO-controllers regulate bypass controlled output temperatures according to the
last pairing that has been found. While this control configuration is active, check steps
2 and 3 continuously (or with frequent time intervals).

2. If the operating point has exceeded some limits or some timer has elapsed, update linear
steady state modeGE” andgU®).

3. Optimize model A to find a new pairing if

a) a new bypass has saturated, or
b) a control error has changed sign, or
c) the model just has been updated.

An alternative to the points a, b and c is to optimize model A at regular time intervals.
4. Repeat from step 1.



96 CHAPTER 6

Note that the criterion for selecting pairing according to equation (6.13) is completely
different from what is normally done for regulatory control. For regulatory control, the
pairing is selected to achieve good dynamic behavior of the closed-loop system (operating
cost is not considered), while the method presented above selects a pairing purely for utility
cost minimization. Dynamic behavior has get been considered. It is clehat neglecting
dynamics can result in undesired control configurations, e.g. the closed-loop system (or parts
of it) may becomeinstable if a control loop becomes inactive due to saturation or is switched
to manual operating mode. How to implement controllability issues is the topic of the next
section. The remaining part of this section will draw some parallels to the sign method in the
previous chapter.

In section 5.7, multiple bypass controlled outputs were briefly discussed for the sign method.
Numerical values were assigned to thenatrix in equation (4.9), however, for the simple
example in equation (5.10), constraints due to saturation (equations 6.13d and 6.13e) were not
included. With the numerical valuesknof —1, 0 and 1 (priority, ii andiii), the model in
equation (6.13) can be applied for the sign method when there are several bypass controlled
temperatures. Hence, the possible pairings are evaluated in a simultaneous manner. The
operability heuristics in step three of the sign method were used to distinguish between
pairings of equal priority. This can be implemented in the automatic approach by penalizing
the objective. The first heuristic rubeay beimplemented by increasing an elemenPityy

e.g. 0.01 per exchanger the corresponding manipulation traverses before it affects the output.
When implementing the sign method in this manner, howeveraytnot always be possible

to use the priority table to find a simple split-range implementation of the control
configuration.

6.3 How to implement controllability considerations

Model A (equations 6.13a to 6.13f) only considers operating cost. When the control
configuration is selected with no regard to the dynamic properties, the closed-loop dynamic
performance may be poor. This section describes how controllability aspects can be included.
It is assumed that the only available information about the process is the two transfer matrices
G®F andG" (at steady state) together with cost data for the utilities. That is, no explicit
dynamic information is available.

The following two controllability requirements will be considered:

1. The plant (HEN) should remain stable when one or more control loops become
inactive.

2. Among pairings with similar steady state properties, select the one with the best closed-
loop performance

Requirement one is treated first, while the second is treated at the end of the section. A
control loop becomes inactive if the input signal saturates. When saturation occurs, model A
should be optimized and a new pairing should be found. Until the new pairing is active it is
desired that the present closed-loop system is stable. A controlrag@lso become
inactive if the controller is switched to a different operating mode (perhaps deliberately), e.g.
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“tracking mode” where the control signal to the actuator is simply given a fixed value. Also,
the controller may be switched to manuabde, and then the control loop is inactive if no
operator actions are taken. (The loop is of course not inactive when it is operated manually;
then the operator is part of the feedback loop). In cases when one or more control loops are
inactive, it is highly desirable that the plant remains stable. Otherwise, plant hazard or severe
product quality problemsiay be theesult. To ensure stability, we will require that the plant

is decentralized integral controllabl¢DIC). Decentralized integral controllability was
introduced by Skogestad and Morari (1988), and the following definition is taken from
Skogestad and Postlethwaite (1996):

Definition 6.1. Decentralized integral controllabilityDIC).

The plantG(s) (corresponding to a given pairing) is DIC if there exists a decentralized
controller with integral action in each loop, such that the feedback system is stable and such
that each individual loopnay be detuned (reduced gain) independently by a fagtor

(0 < & < 1) without introducing instability.m

& = 0 corresponds to an inactive control loop. DIC is a somewhat stronger requirement than
requirement 1 above since requirement 1 only concerns a detuning factor of 0 or 1 (not the
intermediate values). Plants that are open-loop unstable are not DIC. This follows trivially
since with allg; = 0, only the uncontrolled (and unstable) plant is left. However, all HENs are
open-loop stable, as shown by Mathisen (1994, chapter 3).

No simple conditions (both necessary and sufficient) to test for DIC exists (Skogestad and
Morari, 1988). Here, we need necessary conditions for DIC in order to screen pairing
alternatives that result in plants that are not DIC. It is desirable with a condition daal/is

and efficient to compute so the screening can be automated. Such a simple necessary
condition exists and it is based on the steady state RGA. The RGA was introduced by Bristol
(1966) as a measure of interactions in multivariable systems. For square systems, the RGA of
a transfer matrixa is defined as:

RGAG) =G x (GYT (6.14)

The following theorem concerning the steady state RGA and stability was proven by
Grosdidieret al (1985).

Theorem 6.1 Steady state RGA.

Consider a stable square plaatand a diagonal controlledk with integral action in all
elements, and assume that the loop transfer funGtiors strictly proper (always satisfied for

real systems). If a pairing of outputs and manipulated inputs corresponds to a negative steady
state relative gain, then the closed-loop system has at least one of the following properties:

1. The overall closed-loop system is unstable.
2. The loop with the negative relative gain is unstable by itself (other loops opened).

3. The closed-loop system is unstable if the loop with the negative relative gain is inactive.
[ |
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This theorem implies the following necessary condition for DIC (Skogestad and Postlethwaite
(1996):

A plantG(s) is DIC only if RGA;j(G(0)) = O for the selected pairing$ (6.15)

That is, pairings corresponding to negative steady state RGA elements should be avoided as it
will result in a plant which is not DIC. There are other necessary conditions and also
sufficient conditions for DIC, see Skogestad and Morari (1988). Note that the condition
given by (6.15) is necessary, meaning that even if all selected RGA elements are positive
there is no guarantee that the plant is DIC. The steady state RGA, however, is a simple tool
since it does not have to be recomputed for each possible pairing. Therefore, we will here
only use the simple test given by (6.15) to screen plants that are not DIC xZplafts,

positive steady state RGA-elements are both necessary and sufficient conditions for DIC
(Skogestad and Morari, 1988).

The screening method for HENSs is based on RGA computed@8m This transfer matrix

is usually not square as there are more manipulations (bypasses) than outputs (targets). The
control configuration being active ahy moment, however, is square. Unused manipulations

are usually saturated, and each of the active manipulations are paired with one controlled
outputs using single loop controllers. Hence, the RGA is computed @8mwith the
columns corresponding to unused inputs removed. Since the unusedmiaguistry, it is
necessary to consider several RGAs, and the following notation is introduced:

RGA is the steady state RGA computed fr&fiy with columnk removed.  (6.16)

In case of more than one unused inputs, this is indicated with more indiceRG&.the
steady state RGA computed froBF" with columnsk and| removed. In order to get
consistency when addressing individual elemenR@# andG®F, columns with only zeros
are inserted ifRGA at the locations of the unused inputs. As an example, we have

1 2 O 1 0 20 3@[1—125

GPP = % 5 65’ RGA = HZ 0 - smce RGA%1 _15. (6.17)

Now, the pairing with negative relative gains can be forbidden by adding new constraints to
model A. Recall the variabl, Wherex|J 1 for selected pairings andg; =0 for the
remaining elements. To forbid pairing of output 1 with input 1 and output 2 with input 3 for
the system given by equation (6.17), we could include the constraitsO andx, 3= 0.

For the remaining 2-system (input 2 is unused) it will be sufficient to include only one of
these constraints. This method, however, will forbid each of the two pairings in all cases and
this is not what we want. If input 1 or 3 is unused, wendiowant to forbid pairing 1 or

%23 To forbid bothx; ; andx; 3to be 1 at the same time, the following constraint should be
included instead:

X1,1 T Xo3< 1 (618)
With both these pairings selected, the left-hand side of (6.18) is 2 thus the constraint is

violated. This constraint, however, allows for selecting e.g. the pairivg 1 andx; , =1 in
the case where input 3 is unused. With 2 controlled outputs the right-hand side of the
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constraint is 1 in order to prevent selection of the 2 elemedtsvith negative relative gains.

More general, the sum of each pairiigorresponding to a negative relative gain should be
less than or equal to,— 1 f is the number of controlled outputs). If there are several
pairings that have at least one negative relative gain, a constraint similar to equation (6.18)
should be included for each of these pairings. Thus, pairings resulting in plants that are not
DIC are forbidden. The next section shows how pairings resulting in negative gains (not
DIC) are not strictly forbidden, but they are disregarded if there amispossible pairing

with non-negative RGA-elements.

The steady state RGA will also be used for the second controllability requirement given
above (best closed-loop performance for pairings with similar steady state properties). We
choose to penalize the RGA-number, which for a square @amith rows and columns
ordered such that the pairings are along the diagonal, is:

RGA-number =|RGA G - || (6.19)

sum

The sum norm is simply the sum of the absolute values of all elements. The RGA-number is
a measure of the diagonal dominance (Skogestad and Postlethwaite, 1996, chapter 10). In our
case, the rows and columns of the plant are not ordered, but in model A we have the variable
X denoting the selected pairings@t”. The RGA-number when inpktis unused is:

RGA-number with inpuk unused =|RGA - X (6.20)

sum

The matrixX with columnk removed can be considered as a permutatidr(inf6.19), or as

the permutation matrix itself. The matrices in equation (6.20) are not square, however, the
elements in the column(s) corresponding to the unused input(s) are zero, HR@&Aand

X. Hence, the unused columns do not contribute to the RGA-number. Penalizing the RGA-
number given by (6.20) for the different alternativeRGfA, represents a method to include
controllability considerations for selection among pairings with similar steady state
performance. This method will be used to handle the second controllability requirement.

The next section explains in more detail how model A is extended to include the first
controllability requirement presented above, and a hierarchical approach is proposed. Section
6.5 shows how both the first and the second controllability requirement can be included in a
more complex hierarchical approach.

6.4 A first hierarchical strategy for operation (model B)

In the previous sections, pairings that have to result in a plant that is not DIC were forbidden
by introducing new constraints to model A (equation 6.13). In cases where no DIC plants
exist, this approach implies that there are no feasible solution to the pairing problem. This
infeasibility is not desired as we still want to operate the plant in the best pegsibleThis

section introduces a hierarchical approach by extending model A to also handle cases where
no DIC plants exist. We want to obtain the following strategy for operation:

1. Select the pairing that results in the lowest utility consumption among configurations
that are DIC.
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2. If no DIC pairing exists, select the pairing that results in the lowest utility consumption
(among the plants that are not DIC).

The first point corresponds to the strategy described in the previous sections. The second
point cannot be implemented simply by forbidding pairings that results in plants being not
DIC. Further, simply penalizing negative values of RGA-elements will not result in the
desired strategy since pairings with small negative relative gains (and low utility
consumption)may be preferred beforglants with only positive relative gains (and high
utility consumption). This is not consistent with the two items above. The strategy can be
implemented by introducing logical inference in the model. This is explained in the
subsequent. Consider the following inequality wieeiie a logical variable (binary variable,

0-1 variable) and is a real scalar variable:

—Ma +r<0 (6.21)

M is an upper bound on the real variable This constraint connects the real and binary
variables in the following way:

If a=0,therr<0. (6.22a)
If o =1, therris free to take any value (upkd). (6.22b)

Such constraints are often included e.g. in optimization of process structures using
mathematical programming. tfis restricted to a positive real value denoting the size (or
cost) of a unit, andr = 1 if that unit is present amal= 0 otherwise, then constraint (6.21)
forces the size (or cost) of the unit to be zero when the unit is not selected (see e.geBiegler
al. (1997). Here, we shall considebeing both positive and negative and also it will be
focused on the “complementary” statement of (6.22). That is, instead of using the walue of
to draw conclusions aboutwe will use the value afto draw conclusions aboat If a and

b are logical propositions, then the following two statements are equivalent:

“al] b” is equivalentto “(nob) O (nota)” (6.23)

Using this, constraint (6.21) results in the following relationship between the binary and real
variable:

If r >0, thema = 1. (6.24a)
If r <0, thena is free to take any value (0 or 1). (6.24b)

In our model, we wantt = 1 if there exists at least one pairing with no relative gains, and
a = 0 if no such pairing exists (meaning that all pairings are not DIC). The first step to do
this, is to establish the proper relationship between a single varigbleich may be one
element of the RGA) and a single binary variable that is derfbted/e want to formulate
constraints that are equivalent to the following statements:

If r=0, then = 1. (6.25a)
If r <0, ther3 =0. (6.25b)
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Statement (6.24a) is close to (6.25a) but it should be modified such that the equality part
(r =0) force3 to 1. This can be done by changing constraint (6.21) into

RGAwB+ ([ +8)<0 (6.26)

RGAnax is the largest absolute value afy element in th&®GA thus representing an upper
bound onr. The new variabl® is the absolute value of an upper bound (closest to 0) on
negative values af. That is, if the largest negative valuean have is —0.01, thénmust be

in the intervab [J (0, 0.01) (not including the endpoints).

To satisfy statement (6.25b), the following constraint is introduced:
RGAWB-1)— € +3) <0 (6.27)

Here,RGAnax represents a bound of the largest (in absolute value) negative valué/ah a
proper value 0b, constraint (6.27) is equivalent to:

If r <0, therB=0. (6.28a)
If r =0, thenB is free to take any value (0 or 1). (6.28b)

To conclude so far, we have found that the desired statements (6.25a) and (6.25b) can be
satisfied by introducing the two constraints (6.26) and (6.27), and the result can be
summarized as:

RGAB+(r+3)<0 E . Elf r=0, thenf=1 (6.29)
RGA...(3-1)-(r+8)< 0 if r <0, thenp=0
Actually, the correct statements in (6.29) are: ¥-9, thenf3 =1 and ifr < -9, thenf3 = 0.
However, with a proper value @&, this is equivalent to the statements in (6.29). These
constraints provide the required connection between one single real nuamzkthe logical
variable. In our case, we want to distinguish whether it can be concluded from negative
relative gains that all possible pairings and choice of inputs have to result in plants that are
not DIC, or not. This makes the picture somewhat more complic@tedn not just be one
single variable; we need one binary value for each element in the RGAs. Using the RGA for
selecting pairing is efficient since it does not have to be recomputed for each pairing. It does,
however, have to be recomputed for different selections of unused inputs, REII
introduced in the last section. In the models a set ok logical variables, each with the
same dimension aRGA. The following constraints provide the necessary relationship
between each of tRGAs and thés:

~RGAWBY +(RGA +3)<0 Ojjk (6.30a)
RGAw(BY 1) -( RGA +8)<0 O jk (6.30b)

These constraints ensure that for each unused kptite elements of“ are 0 if the
corresponding element RGA is negative, and 1 if the corresponding elemerRG¥ is
zero or positive. As numerical values for the boulRiSAnax can be set equal to the largest
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element (in absolute value) foundany of theRGA's andd can be set equal to the absolute
value of the negative number closest to zero found irR&.

The model including controllability considerations shall reflect the hierarchical strategy given
by the two requirements stated first in this section. When extending model A to incorporate
this strategy, the following two items are important:

* The model size should be kept small, i.e. if it is possible to carry out some of the
computations in advance of the optimization, this should be done.

* No non-linearities should be introduced as thigy make the search for tloptimal
pairing significantly more difficult.

When an optimization is to be performed, the steady state transfer i@afris known.

From this matrix, thé&kGA's can be computed in advance. From &G, also theB*s may

be precomputed. Thisay be done by implementing tleenstraints (6.30a) and (6.30b)
separately or by means of if-then statementsamy conventional computer language. Hence,
both theRGAs and theg3s are computed in advance. This reduces the size of the model, but
another advantage concerning the second item above is perhaps more important: With
precomputed values of tHeGAs and thefs, these becomeonstants(and not variables) in

the optimization procedure. This allows variables to be multiplied by for exddnpiout
introducing non-linearities and this is very convenient.

The connection between the set of e and the variablex is done by adding 2 new
constraints. First, consider the following term:

S (x585) (6.31)

1]

The multiplication byx;; within the summation ensures that only the selected pairings are
considered (since for pairings that are not selected wexyav®). The constraints in model

A (more specifically; constraint 6.13b) ensure that the number of selected pairings is equal to
the number of controlled outputs. If all B-elements of the selected pairings are 1 (i.e.
relative gains are non-negative) then the term in (6.31) is eqogl 16 however, any of the
selected relative gains are negative (3¢~ 0 for the selectel), then the term in (6.31) is

less thamy and this implies that the plant with this pairing is not DIC. That is, the constraints
that connecti and3 must be equivalent to the following statement:

For the selectekt
If Z(xi‘f,- k)< ny (one or more negative RGA-elements), - then0. (6.32a)
]

If z (Xi‘f,- K ): ny (all RGA-elements are zero or positive), thenr 1. (6.32b)
1]

This statement is fulfilled by introducing the following two constraints:

na =Y (xBl5)<0 forthe selectek. (6.33a)
B
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-0 +1-n, + z (xi,jBi'fj ) < 0 for the selected. (6.33b)
1]

Constraint (6.33a), forcasto zero ifZ;j( x;; B¥;) <ny (otherwisea is free), thus requirement

(6.32a) is fulfilled. Likewise, constraint (6.33b) fulfills requirement (6.32b). With the
correct value ofr, the only remaining task is to prevent pairings resulting in a not DIC plant
when there exist DIC pairings that are feasible (fulfills the constrains in model A). This is
done simply by adding the term;(1-a) to the objective function.M; represents an upper
bound on thehangeof the objective function from model A (from equation 6.13a). That is,
M; should be at least as large as the difference between the best and worst case solutions from
model A, thus changing from 0 to 1 will always dominate other changes in the objective
function. A suitable value d¥1; can be found from adding timg (sinceny is the number of
selected elements) largest elementP i&nd subtracting the, smallest elements iR. This
should be done whep has been updated prior to an optimization, hévicés a constant in

the optimization algorithm.

Now, the necessary extensions to model A have been presented, and the complete extended
model B is given by equations (6.34) to (6.36).

X= [ + 1- % 6.34
=argmi . JZXa,i R + M( G)D (6.34)
subject to
Z Xij = 1 Oi (63561)
J
S % <1 0j (6.35b)
Xij +y;+2°<2 0Oij (6.35¢)
X, +g% <1 [Oij (6.35€)
n,a — z (xi,jBik,,- ) < 0 for the selecteH. (6.36a)
1)
-0 +1-n, + z (xi,jBik,,- ) < 0 for the selected. (6.36b)

1]

As we see, the constraints in (6.35) are the same as the constraints in model A, while the
constraints in (6.36) together with the modified objective function handle the controllability
requirement. The model works in the following way:

 If none of the pairings have negative RGA-elemeats (), the model is identical to
model A.

 If there are some pairings (that fulfills the constraints in 6.35) wherd and others
wherea = 0, then the optimal pairing is that with the smallest operating cost among
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those witha =1. That is, even the pairing with the worst case operating cost is
preferred before a plant we know is not DIC.

 If all pairings that satisfy the constraints in (6.35) result in a not DIC plant, then the
pairing with the smallest operating cost is selected. This last case, however, represents
a potentially hazardous situation since the plant (or parts of it) will become unstable if
one of the selected control loops becomes inactive.

Model B represents an implementation of the two requirements given early in this section,
corresponding to a hierarchical strategy for operation. The extension to include the
controllability considerations comprises only two additional constraints and a new term in the
objective function. The use of this model will be demonstrated in the example section.

6.5 A second hierarchical strategy for operation (model C)

This section presents a hierarchical strategy for operation which is different from that in the
previous section. Here, the second controllability consideration (among pairings with similar
operating costs, select that with the best controllability properties) is included. The strategy
differs from the previous also in the sense that if no DIC plant exists, then utility optimization
is sacrificed and focus is exclusively on controllability. We want to apply the following
strategy:

1. Select the pairing that results in the lowest utility consumption among configurations
that are DIC. Among pairings with similar utility consumption, select that with the best
controllability properties.

2. If no DIC pairing exists, give up utility optimization and select the pairing with the best
controllability properties.

This strategy is obtained from modifying the objective function of the previous models and
extending model B further. The second controllability consideration involves computation of
the RGA-number as explained in section 4.3, see equation (6.20). As for the previous model,
it is important to keep the model linear. It will become clear that implementing the strategy
above, and particularly computation of the RGA-number, represents a major extension of
model B.

For the new objective function, we introduce a new vari@lgchange in operating costs):

ij

OC is identical to the objective function in the previous models. To disregard the operating
costs when we know the plant is not DIC, it could be tempting to simply include the term
aOCin the objective function. However, this is a multiplication of the binary varabléh

the continuous variabl®C and thus it will introduce a non-linearity. A similar term can be
implemented without introducing non-linearities by means of logic inference. This is done
with the variableDC' that should have the following properties (identical to the @®):
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If a =0, therOC = 0. (6.38a)
If a = 1, thenrOC = OC. (6.38b)

This is implemented by means of constraints quite similar to constraint (6.21), but four
constraints are required. They are explained below.

-M,a —OC <0 (6.39a)
—M,a +0OC <0 (6.39b)
My(a — 1) —OC +0OC<0 (6.39c)
My(a — 1) +OC —OC< 0 (6.39d)

M is an upper bound on the operating costs. Constraint (6.39a) is equivatentO)fthen

OC =0, otherwiseOC is free. Likewise, constraint (6.39b) is equivalenta i 0, then

OC <0, otherwiseOC is free. The intersection of these two constraints (both constraints
are fulfilled) corresponds to the equality part of both. That is1 #0, thenOC =0,
otherwiseOC is free. Hence, the constraints (6.39a) and (6.39b) together ensure that
requirement (6.38a) is satisfied.

The argument is similar for requirement (6.38b). Constraint (6.39c) is equivalent to:1f

then OC = OC, otherwiseOC is free. Likewise, constraint (6.39d) is equivalent to: If

a =1, thenOC < OC, otherwiseOC is free. The intersection of these two constraints
corresponds to the equality part of both. Hence, the constraints (6.39c) and (6.39d) together
ensure that also requirement (6.38b) is satisfied.

Note that since model C minimiz&C, it is not necessary to provié@y uppembounds on
this variable. Thus, only constraints (6.39a) and (6.39c) are actually included in the model.
This corresponds to replacing the 2 equalities in (6.38) by “greater than or equal’-signs

The objective function in the extended model has the form

X = arg n;l(ir(OCD + WCM+ M(1-a)) (6.40)

The first term, operating cost, is implemented by the constraints (6.37), (6.39a) and (6.39c).
The second term involves the varial@® (controllability measure) and the weightthat

scales the controllability relative ©C when this is not zero. As controllability measure,

we have decided to use the RGA-number, see equation (6.20). This measure is not computed
in advance since it is not only a function of the seleB@d, but also on the pairing (that

would require computation of the RGA-number for a large number of pairings). To compute
the RGA-number, a new variableis introduced. This is a binary variable with same
dimension asRGA (and X). For each elemeny;; = 1 if the corresponding element in
(RGA -X) is positive andy;; = O if the corresponding element RGA —X) is negative. For
elements inRGA - X) that are zero, it does not matter which valydakes. For simplicity

we choosey; = 0 in such cases. That is, we want to obtain:

If (RGA; - x;)>0, theny; = 1
If (RGA; - x;)<0, theny,; =0
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This is achieved by the following constraints:

Mayi; +(RGAS - x;)<0 Ojj (6.41a)
Ms(yi; —1)+(RGAS - x;)<0 Ojj (6.41b)

M3 is and upper bound on the absolute valuRGA; — x;. A simple expression fdvlz is

M3 = RGAwax+ 1. The next step is to ugdo create a new continuous variaBR&Anof the
same size ag The purpose ofRGAnis that the RGA-number can be found simply from
adding all elements iRGAn That is,RGAnshould have the following definition:

If yij =1, therRGAn; = (RGA - X, )
If yij =0, therRGAn; = -(RGA[ - x,)

This is satisfied by introducing the following constraints (similar as 6.39):

2Yi; —RGAn; +(RGA - x)<0 O, ] (6.42a)
3y|] +RGAR; —( RGA - %)<0 O, ] (6.42b)
(y.J -1)-RGAn, +( RGA - %)<0 O, ] (6.42¢)
Ms(y:; —1) +RGAm, -(RGA - %)<0 O, ] (6.42d)

The intersection (equality parts) of (6.42a) and (6.42b) ensures correct v&@Anofvhen

¥.j = 0, while constraints (6.42c) and (6.42d) handles the elements yyhrere Apparently,

the computation of the controllability measure causes a significant extension of the size of the
model. With the values dRGAnfrom constraint (6.42), the RGA-numbeZN]) is simply

given by a summation as shown by equation (6.45g) below.

Now, the extensions to include controllability are explained, and the complete extended

model is given by equations (6.43) to (6.45). Note that with the introduction of the
continuous variable®C, OC andCM, the model has become a MILP-formulation.

X = arg n;l(ir(OCD + WCM+ M(1-a)) (6.43)

subject to

All constraints in model B. That is, equations (6.35) and (6.36).

In addition:
OoC= z % B (6.44a)
ij
-M,a —OC <0 (6.44b)
M, (a0 — 1) -OC +0OC<0 (6.44c)

May,; +(RGA; - %,;)<0 O] (6.45a)
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Ms(yi; —2)+(RGAS - ;)< 0 Oi ] (6.45b)
Mayi; — RGAn; +( RGA - %)<0 O, ] (6.45c)
Mayi; + RGAR; —( RGA - %)<0 O,i| (6.45d)
Ms(yi; —1)- RGAn; +( RGA - %)<0 O,i | (6.45¢)
Ms(yi; —1)+ RGAn; —( RGA - %)<0 O,i | (6.45f)
CM = Z RGAR, (6.45Q)

[N}

The constraints in (6.44) concern operating costs and except for (6.44a) they concern how to
disregard the operating costs when the pairing gives a plant that is not DIC. The constrains in
(6.45) concern computation of the RGA-number (second controllability requirement).

Model C represents an implementation of the two requirements given early in this section,

corresponding to a more complex hierarchical strategy for operation than model B. As it has

become evident, model B had to be extended quite extensively to incorporate the second
controllability requirement.

6.6 Examples

This section includes two examples to demonstrate the application of the method described in
this chapter. Example 6.1 is a very simple and academic example where model B is
demonstrated. Example 6.2 shows how modeidy be significantlysimplified for a seven
stream HEN.

Example 6.1 Simple demonstration example.
Consider a plant with 3 manipulable inputs and 2 outputs given by the following transfer
function:

0, O
O 1 3B -1 300'0 1 OO
1= Lt —— 6.47
SF e 2 el el o
%r—/ 3|:|

whereuy, Uy, Uz O [0, 1] and the objective function d&=u; + Uy + us (G“*=[1 1 1]). Even

if the transfer function in (6.47nay not represent a HEN, we will let superscript U$
represent operating costs a®f"” denotes the steady state transfer function from the
manipulated inputs to the controlled outputs. Only the steady state data is known. The
transfer function from the disturbance as well as the disturlzhiiself is unknown; we can

only register the effect on the measurements in terms of control errors.

The problem is to control both outputs to setpoints while minimizing the objektivihe
control configuration should result in a DIC plant, and if no DIC plants are possible when the
outputs are controlled, then optimizationJaf sacrificed and the best control configuration
should be selected.
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The threeRGA's computed fronG®" (inputk unused) are:

[l —
roa =[] 05 0% pep =06 0 04 i rew=7° 2 &
® 05 Q5 .4 0 Q€ 52 3 0

For each of the three cases there are two pairings, but only one pairing has negative relative
gains. However, it mapot always be possible to select the pairing with positive relative
gains due to the constraints in the manipulations. The corresponding precomputed values of
the3s are:

4110 4110 4 o d
Br=0] 0 B2=[] 0 and B3 =[] !
H 115 B 115 B 1 15

The initial values arei; =u, =u3 = 0 and alsa = 0. The result using model B, showing the
time responses for different disturbances when the pairing changes according to the optimal
pairing is shown. Initially, we have af = 1, i.e. all manipulations are saturated at zero.

At time zero, both setpoints are changed from 0 to 0.5. At the same time, an optimization is
done and this results in controlling usinguz and controllingy, usingu;. The different
events in terms of setpoint changes and disturbance are as follows:

Attime = 0: Setpoints; andr, are changed from 0 to 0.5.
Attime = 4: Setpoint, is changed from 0.5 to 0.

Attime = 8: Setpoint; is changed from 0.5 to 0.

At time = 14: Disturbancd is changed from 0 to 1.

This is shown in figure 6.1 where the thin solid lines in 6.1a and 6.1b are the setpamis

ro, respectively. The disturbandds shown in figure 6.1c. Optimization to find the control
structure (step 3 in the procedure on page 95) is done every fifth minute, regardless of
saturation or change of sign for control errors. The resulting pairing nXaimixeach period
became:

0 14
0

0 0g

X
I

A = S L = S N U
H

Time: 0-5 min.

0 10
O

0 03

X
I

Time: 5-10 min.

. . o
Time: 10-15 min.

X
I

Time: 15-20 min.

X
I
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The result from dynamic simulations when the system is controlled according to these control
structures is shown in figure 6.1. The thick lines in figures 6.1a and 6.1b shows the
controlled outputsy; andy,. The manipulations are shown in the 3 figures in the right
column. Simple Pl-controllers are used for the simulations. In all cases, the controller gain is
1 or —1 (depending on the sign of the transfer function) and the integral time is 1 minute.

| a) Outputy; | d)‘ Manipylationgl

06 [ I\~ - I

oa t|-- VN

02 I I A [ [

0 5 10 15 20
e) Manipulationuy,

0 5 10 15 20 0 5 10 15 20
c) Disturbancel | f) Manipulationus

05 fr - - - - - - R - -

o s 1 15 2 o s 1 15 2
Time [min.] Time [min.]

Figure 6.1 Result for example 6.1.

In addition to demonstrate how the method works, this example has also shown that the
approach may be applied to other processes than HENs. As long as the process is represented
by one steady state transfer functi®f” from the manipulations to the controlled outputs,

and one transfer function from the manipulations to a scalar objective, the nneslyolole

applied. m

Example 6.2 Seven-stream HEN example.
The HEN in this example has the same structure as the largest subnetwork of the aromatics
plant studied by Linnhofét al. (1982). The HEN is shown in the figure below.
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H1 [y o

T.H ()
TH2 | H2 I_? VH—V) CD— 112
T.H3 H3 r% Q/ | T3
TC! Ci1 TCL
TC? -« L%}J Cc2 T2
TC3 -« L%}_' C3 TC3
TC4 -« L%}_' C4 T.CA

Figure 6.2 HEN in example 6.2.

The stream data has been modified slightly such thaCBiealues are constant (segments
have been removed). As usual, the HEN is decomposed according to rule 2.1 (in section 2.3)
and the bypassed controlled temperatureFafe To"2, To-2 andT,"%. The transfer functions

G®F and G” have been found from small positive perturbations of the nonlinear process
model around the operating point=u; =uy = Uy = Uy =uy = 0.

W O
Jt0 588 -135 -12 0 0 0 “B
%-OCZB_BO 149 -21-36 0 O Huy,O 6.4
TS0 00 0 123 0 0 - 384U g -
4eH Ho 149 -01 09 -54 o0 =
GBP WWD
v 0O
II|:|
Q.0 00 29 -040 017 050 B
Reg=0 0 012 0 0 25"D (6.49)
@.H 8 08 008 0 O 'VE
o 00
(Ui [

The zeros in these transfer functions are given by the structural properties of the HEN. In this
example, we simply assume that the cost data are equal to emitfl( 1 1]), thus we
actually minimize the total utility consumption rather than the utility cost. This gives
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g®=[1 1 1BV =[6.8 3.78 -0.20 0.17 0.50 2.1] (6.50)

us
Defining e, =To"' =T, & =To"?~T,** and so on, the priority matrix :_E-JTF’e)
1,]

becomes
012, 028 -01& X x X [
0 x  -—02%, -0Q1 00 x x U
p="0 2 ® 2 O (6.51)
0 x X 0.02e, X X Q0%,0
% X -0.2%, -20g -01% 00%  x E

For this example, there are 2 excess manipulations thus 2 inputs are unused. This yields 15
combinations of using 4 of the 6 bypasses. The RGAs for these 15 possible candidates are
listed below. The columns with the unused inputs are markedxwitetead of 0 such that

they are easily identified and the zeros in the other columns are not filled in.

x x 1 0 x 1 x 0 ¥ 06 04 x 0
O O O
RGNZ:% ) ! DRGA%B:% 1 DRGA&"‘:% 04 06 x U
X X 10 [ x 10 [X x 10
K x 1 x  x 1 f & x 1 H
x 027 Q73 X x 1 X[ Ml x x 0
O O O O
RGA’S:% 015 023 062 x DRGA}'G:% 1 Xgoops.g X %1
X x 10 x 1 x[J 0 x X 10
H 058 004 038x H He 1 xH H x x 1 H
1 x x g 1 x x 0 1 x X[
O O O O O O
RGAR4=0 b Orggs=0 084 016 x Orgrs=0 ! D
0 x x 10 0 x x 10 O x 1 x
H x  x 1 H H x 016 as4 x H i x 1 xf
1 X X 0 1 X X 0
O O O O
RGMA4 = U o OrGas =0 02 x 08 x 0 RGA*¢ = Infeasible
0 X X 10 O X x 10
H x x1 H H 08 x 02 x H
i X X [ ! X X[] i X X[]
O O O O O O
RGeS = [ 005 105 x x ORGAS = O 1 X XDRGA%:D 0.2 08 x XD
O x x 10 ad 1 x x[] O 1 x X[
H 105 -005 x x H . x 1 xH H o8 a2 x xH
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The RGAs can be divided into the following three groups:

8 RGAs are equal to a permutation ofe.RGA = X (only 1 pairing is possible).
6 RGAs are not equal &, and only 1 of these has negative relative gains.
1 RGA RGA) is infeasible. (With inputay anduy, unused, no input affects").

For the first group of 8 RGAs equalXg the rows and columns &° (disregarding columns

that correspond to unused inputsqy be ordered to give a triangulaatrix. For each of

these 8 possible selections, only one pairing is feasible. Further, these 8 pairings give an
RGA-number of zero. That is, the second controllability requirement (minimize RGA-
number) is useless to distinguish between these 8 candidates.

Among the 6 in the second group, 5 of these have only 2 possible pairings while 1 RGA
(RGA™) yields 4 possible pairings. This yields a total of 14 possible pairings for this group.
Only 1 pairing has negative relative gains and this is the paifing Xz 2 =Xs3=X36= 1 (See
RGA"). With this information, model C may be significantly simplified:

First, the constraints (6.36) in model B will be replaced by a simpler expression. Ta force
to zero when the pairing with negative gains is selected, (6.36) can be replaced by

a—4+ki1t+Xo2+X3tXe) <0 (6.52)

If another pairing is selected (one or more obfedements in (6.52) are 0), thans free. It
is not required to force to 1 if another pairing is selected since the objective function in
model C handles this by penaliziog= 0.

The other simplification is more significant. For this example with 4 bypass controlled
temperatures and 6 manipulations each of the constraints in (6.45a) to (6.45f) actually
represents 24 single constraints. In total, the constraint (6.45) includes 145 single constraints.
These will now be replaced by a considerably smaller number of constraints.

As mentioned above, all 8 RGAs in the first group have RGA-number = 0. The 14 possible
pairings from the second group imply that there are only 14 RGA-numbers different from
zero. That is, all RGA-numbersay be computeih advanceand each RGA-number is
associated with the corresponding pairing. No pairing can have RGA-number less than zero,
and the following constraint is included:

CM=z0 (6.53)

This constraint handles all 8 pairings in the first group. The infeasibility when inputs 3 and 6
are unused do not neady further consideration aiis pairing will violate other constraints

in the model (constraints 6.13b and 6.13f in model A). For the 14 possible pairings (in the
second group) that have a positive RGA-number, we consider the 2 possible pairings in
RGA as an example. The 2 possible pairingsxape= X23= Xs6= X45= 1 andxy 3= Xz 2 =
X36=X5= 1. For the first of these pairings we have a RGA-number of 1.6. That is, we want
a constraint that fulfills:

If X12=X%3=X36=Xs5= 1, then RGA-numbeQM) = 1.6
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We do not need to hav€EM = 1.6 sinceCM is penalized in the objective. Thus, the optimal
value forCM is the smallest being feasible. The following inequality provides the necessary
constraint orCM for this pairing.

1.6[(X1 2t X3+X36+t X5 —4]+1.6-CM<O0 (6.54)

If all 4 x-elements are 1, then (5.54) is equivalertkd> 1.6. If one or morg-elements are
zero, thenCM > 1.6 by at least one of the constraints (6.53) and (6.54). For the second
possible pairing iRGA* the RGA-number is 2.4. To make this RGA-number active when
this pairing k1.3 = X2 = X3 6= X5 = 1) is selected, the following constraint is added:

2.4[(X1’3 +Xo 0+ X361 )(4,5) — 4] +2.4-CM<O0 (655)

Similar constraints are added for all 14 pairings in the second group. That is, the 145
constraints in the general formulation of model C (equation 6.45) can be replaced 15
constraints (constraint 6.53 plus 14 constraints similar to 6.54 and 6.55) for this particular
example.

From this example, two points have become evident:

* The second controllability requirement magt always be well suited to distinguish
between different pairings because many pairings may have RGA-number =0.

* In a given case, it may hpossible to significantly simplify the general formulations of
model B and C.

As a conclusion to the example, one should always investigate the characteristics of the
particular HEN/plant to be operated instead of applying the general models dimctly.

6.7 Conclusions

The chapter has presented a parametric approach for optimal operation of HENs. The
approach may be regarded as a quantified version of thensaginod discussed in the
previous chapter. The idea malgo be utilized to extend the sign method to multiple bypass
controlled outlet temperatures.

An ILP (or MILP) problem to find the optimal control configuration (pairing) is solved during
operation. This optimization can be carried out periodically, oray be performed when

e.g. a new manipulation has saturated such that a new pairing has to be applied. The optimal
control configuration is the pairing that gives the largest reduction (or smallest increase) in
operating cost after the present control errors have been canceled. That is, for a given process
state with given control errors, the method will find which bypasses should be manipulated in
order to move the process towards the optimal state. The actual manipulations of the bypass
fractions are done by SISO controllers.

It is emphasized here, that interactions have been disregarded in the formulation of the
optimization problem. Thisnay impose limitations in using the presented approach on
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MIMO systems (i.e. multiple bypass controlled outlet temperatures for HENs). To what
extent the methodhay fail tofind the optimal operating state for MIMO plants should be
thoroughly investigated. This investigation, probably together with further improvements, are
topics for future research that need to be done before the approach can be recommended for
practical use on MIMO plants.

The approach comprises three methods that differ from each other in how controllability
considerations are implemented. No controllability considerations are made in model A. In
model B, pairings resulting in plants that are not DIC are disregarded when there are
alternatives giving DIC plants. Model C optimizes operating cost only when DIC plants
exits, and also controllability considerations are used to distinguish between pairings with
similar steady state properties. If no DIC plants exist, model C focuses solely on finding the
pairing with the best controllability properties. Model C represents a major extension
compared to the size of model A and model B. An example has shown that muodg|@
significantly simplified for a practical HEN.

For processes where the optimal operating state lies at the intersection of constraints, the
approach presented in this chapter is an alternative to optimizing control schemes such as
MPC (model predictive control) or periodic optimization of a steady state process model to
find optimal setpoints. When the optimal operating state is at constraints, other strategies
may led to computing an infeasibdetpoint due to model errors or unknown disturbances.
Alternatively, significant safety margins may ineposed in order to avoid infeasibility and
thereby the operating state will be movagay from theoptimal one. Of course, other
strategies may be combinedthvon-line identification to improve the process model, but this

will increase the complexity of the applied method. Since the optimization problem included
in the approach presented here results in a cootnafiguration only errors leading to a
different configuration will haveany influence. Hence, the approach may be expected to be
robust to model errors and unknown disturbances. The robustness to errors is, however, not
investigated and a suggestion to further work is to verify this.

A disadvantage with the proposed approach is that the resulting control configuration may
have bad control properties, e.g. an outpay becontrolled by a manipulation with only a
small and slow effect. Thimay happemlespite the controllability considerations included in

two of the methods. Further, the pairingay vary during operation anthis may be
confusing for the operators, particularly if it should be necessary to operate the plant (or parts
of it) manually.

Two of the proposed methods represent hierarchical strategies for operation. It has been
demonstrated that such strategies can be implemented within the framework of mathematical
programming. Discrete decisions and logic inference required for the hierarchical strategies
are formulated as mathematical inequalities combining continuous and binary (logic)
variables.
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Notation

c Vector containing utility costs.

CM Controllability measure (i.e. value of RGA-number).

CP Heat capacity flowrate.

d Disturbance input.

e Control error.

g Element in transfer matrix.

G Transfer matrix.

M Large number (upper bound on continuous variable).

n Number of . . . (e.0u is the number of controlled outputs).

oC Operating cost.

P Priority matrix.

Q Heat load (duty) of heat exchanger.

RGA Relative gain array.

RGANn Absolute value of each element RGA; —X;;).

T Temperature.

u Manipulated input (bypass fraction).

X Binary variable X;; = 1 for selected pairing;; = O for not selected pairing).
y Binary constanty(; = 1 for pairing requiring reduction af, otherwisey;; = 0.
z Binary constant to denoteufis saturated at upper or lower bound.
Greek

a Global binary variable to denote whether selected pairing is DIC.
B Set of binary constants to denote if the corresponding RGA-element is negative.
0 Upper bound on negative values of RGA-elements.

€ Detuning factor.

Y Logical variable for computation of RGA-number.

Superscripts:

BP Bypass.

k Index for unused input.

lo Lower.

up Upper.

U Utility (concerns utility consumption in each utility exchanger).
us Utility cost (total utility cost in money per time unit).

Subscripts:

max Maximum.

< *+wmwo

Actual output or outlet (temperature).
Supply (temperature).

Target or reference (temperature).
Controlled outputs.
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Chapter 7

ON-LINE OPTIMIZATION AND
SELECTION OF MEASUREMENTS

This is the last of three chapters that discuss optimal operation of a general heat exchanger
network. A method that combines the use of steady state optimization and decentralized
feedback control is proposed. A general steady state model is developed, which is easily
adapted to any heat exchanger network. Usliggymodel periodically for optimization, the
operating conditions that minimize utility cost are found. Setpoints are constant from one
optimization to the next, and special attention is paid to the selection of measurements such
that the utility cost is minimized in the presence of unknown disturbances and model errors.
As opposed to the two preceding chapters, the method in this chapter restiltedrcantrol
structure. In addition to heat exchanger networks, the proposed nmetlyadso be applied

to other types of processes where the optimum lies at the intersection of constraints.

The method is proposed by Glemmesadl. (1997), and much of the content in this chapter
is taken from that paper.

7.1 Introduction

The problem being addressed is the same as in the two previous chapters, i.e. optimal
operation of a given HEN. The approach in this chapter, however, is different. A fixed
control structure for control of the target temperatures is selected, and the optimization is
carried out by utilizing the extra manipulations and extra measurements internally in the
HEN. The method uses steady state optimization which is carried out on-line with regular
time intervals. The result of this optimization is then implemented by specifying the optimal
value (setpoint) of some variables (“optimization variables”). It will be shown that the
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selection of which optimization variables that are controlled affect the performance of the
HEN when unknown disturbances are present. A procedure for optimal selection of these
variables is presented.

In the following, it is assumed that the stream data (heat capacity flowrates and supply/target
temperatures), network structure and heat exchanger areas are given and that the HEN is
sufficiently flexible. To manipulate the network it is assumed that utility duties can be
adjusted and that a variable bypass is placed across each process-to-process heat exchanger.
In case of stream splits, we may also assume that split fractions can be varied.

The remaining part of the chapter is organized as follows: First, the complete method is
outlined in section 7.2 and it is demonstrated that the selection of which variables that are
kept at setpoints influences the performance. In section 7.3, the procedure for selection of
optimization variables will be described in detail, and the term robust optimum will be
introduced in section 7.4. The steady state optimization model is presented in section 7.5,
then the complete method is applied to an example in section 7.6 and finally some
conclusions are drawn.

7.2 Outline of method

In order to perform a meaningful on-line optimization, it is required that there is at least one
extra degree of freedom during operation. As shown in chapter 4, most HENs have this
feature.

Figure 7.1a shows a schematic block diagram of the method that will be described. The
optimizer contains a scalar objective function (criteridm)hich indicates how well the HEN

is operated, and a steady state model of the HEN. As the objective function we will use total
utility cost of the HEN. The model is optimized regularly and reference values for the
optimization variables are passed to the contrddler The reference values (setpoints) are
constant in the period between each optimization.

a) Block diagram of control structure b) Primary control loops closed
Optimizer Optimizer
L)y Y& Wy ¥
K, [&—— © K, [e——
U, Y, Uy Y2
> — ™1 HEN with
d L HEN d—— base control
U, Y1

K, ¢

r

Figure 7.1 General optimizing control structure.
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All inputs (manipulations) and outputs (measuremenyspre separated into=[u; Up]"

andy = [y1 y2]', respectively.y; are those outputs which have given target (reference) values
and u; are those manipulations dedicated to kge@t their target values. Satisfying the
targets fory; is simply the primary goal of optimal operation (definition 2.1). Now, we close
the control loops for the primary outputs with controller (“base control”) and assume
integral action in the loops (no steady state control error). This leads to figure 7.1b where
focus is on the remaining part of the system, i.e. the secondary variabsand setpoints

r) and the optimizer. It is simply assumed that the base control is implemented and that it
works.

We want to focus on the secondary goal of optimal operation; utility cost minimization
(variables associated with this goal have indexu2)s the “excess” manipulation(s) which
represent the degree(s) of freedom that we will use to minimize utility cost. Of course, one
could compute optimal values fag and apply these directly (open-loop implementation) as
indicated by the dashed line in figure 7.1a and 7.1b. Alternatively, the optimizer could pass
reference values for some “extra” measuremgptéclosed-loop implementation). If the
disturbanceal was perfectly known (and constant), it would not matter (at steady state) which
variables were chosen. However, from the explanation below it will be clear that the
selection ofwhich variables that are passed from the optimizer down to the control level
affects how close to optimum the HEN can be operated.

The variables (setpoints) that are passed from the optimizer to the control level will be
denotedbptimization variables

Let the disturbancd be partitioned into the following two contributions:
d=d+d, (7.2)

wheredp is the information that the optimizer has about the disturbances when it performs an
optimization, andd, (unknown disturbances) are all deviations frayn and the real
disturbance until a new optimization is carried out. Thatdjs¢onsists of for example
unknown disturbances and model errors in addition to changes of the disturbances in the
period between two optimizations (optimization interval). Measurement/estimation errors
will not be handled explicitly in this chapter, but these errmay be included ird, and

treated as any other deviation.

Since the optimizer has no specific information alshuthe optimization is based ah~ d.

In practice, howeverd, may varywithin some known (or selected) bounds. The effect of
dy # 0 should be taken care of in the optimizer in order to avoid that the HEN becomes
infeasible (primary goal can not be satisfied) for some disturbances. Figure 7.2 shows a
typical situation for a general plant with one degree of freedom (one extra manipulation) and
an objective functiond that should be minimized. The plant has one disturbance input and
two candidate measurements A andyB=([y.a Y-g]") that can be controlled to a desired
value using the extra manipulatian. (Since subscripts 1 and 2 are used to distinguish
between the primary and secondary sets of inputs and outputs, we uses letters A, B etc. to
denote individual elements ofandy). Also, remember that base control to keep primary
outputs at fixed setpoints is already implemented.
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a) Jas function of/; A b) Jas function of: g

0.5 \ 0.5
0.4 | d“'max\l / ] 04 ¢
03 | N ] 03 | | /|
AN J ‘
J VAN
0.2 \ / N //’ 0.2
AN a S ‘
0.1 | dymin——  0y=0 | 01 |4
| u,min ‘
0 ‘ — ‘ 0 ‘ ‘ ‘ ‘
0 0.2 04 06 08 1.0 0 02 04 06 08 1.0
yZ,A yZ,B

Figure 7.2 Unconstrained process.

Figure 7.2a showd as a function ofy, » with the disturbance as a parameter. The solid line

is for d, =0, and the two dashed lines represent the extremed,.foFigure 7.2b shows
similar curves as a function gf z. Since we have to base our optimal valuesion0, we

can choose to keep eithgra=0.5 ory,g= 0.4 using feedback control. From the figure,
however, we see that when keeping constantJ] is less sensitive to both variations ip y
(control error)and to unknown disturbanceban when keeping » constant. Therefore we
prefer to keepy,,s constant between the optimizations. This simple example illustrates how
the choice of optimization variables affects the objective function for an unconstrained
process. Figure 7.3 shows similar curves as in figure 7.2 for a process where the optimum is
constrained which is typical for most HENs. (Minimum utility consumption corresponds to
maximum utilization of process-to-process exchangers which again means that some
bypasses are closed).

a) Jas function of/; A b) Jas function of, g

0.5 ‘ o 0.5 . -
Infeasible for - 4 ) . Infeasible
0.4 'some unknown /o 0.4 | " for some
disturbances . v R " unknown
0.3 | | Y ’ 0.3 | T dymax | disturbances
J | /du,max J ~ ‘
0.2 [ d 7 ! 0.2
u,min// % |
0.1 | %/ 4,0’ ] 01 ~~f Td,=0
0 : o : 0 : ‘ — ‘
0 0.2 04 06 08 1.0 0 02 04 06 08 1.0
Yo.a Y28

Figure 7.3 Constrained process (typical for HENS).

In figure 7.3a the process is infeasible wiygn becomes too small (marked with™). In a

HEN this typically happens when a bypass saturates such that a target temperature no longer
can be met. Whew g is kept at a given value (figure 7.3b) the process is infeasible when the
value becomes totarge. More interesting in the constrained case, however, is that the
nominaloptimum €I, = 0) isinfeasiblefor some unknown disturbances. That is, we have to
“back off” from the nominal optimum and find the optimal values that are feasible for all
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unknown disturbances. These values are indicated with the vertical dashed lines in figure
7.3a and 7.3b. Again we see that it is preferred to kegprather thany, ) constant.
However, a new obstacle has occurred; we need a remedy in the optimizer to find the values
that are optimal also in the presence of the unknown disturbances. We do not want to
compute optimum for all possible disturbances during operation sincedlyidetoo time
consuming. This problem can be solved by computing proper constraints (“safety margins”)
on u; that are implemented in the optimizer. The optimal value of these safety margins is
strongly correlated to the choice of optimization variables.

The following steps summarize the main parts of the complete procedure for on-line
optimization of HENSs:

1. Determine which manipulations;] that should be used to control the primary outputs
y1 and design a control configuration and controllers for the primary goal (base control).

2. For each excess manipulatienchoose a measuremegat(among all candidates) such
that the operation is insensitive to disturbances (see more details in next section). The
additional constraints (safety margins) onare also found. Design decentralized
controllers to controy,.

3. Implement the steady state model including the constraints found in step 2 in the
optimizer.

During operation, the optimizer computes setpoints for the optimization variables and apply
these to the controlld€, at regular intervals.

7.3 Selection of measurements

This section describes a procedure for selection of optimization variables (step 2 in the
complete method given above). The selection of outputs for optimizing control is discussed in
Morud (1995, chapter 8) and in Skogestad and Postlethwaite (1996, chapter 10). In the latter,
a method that is based on choosing outputs that maxisgize) (smallest singular value) for

a properly scaled system is proposed. In this chapter a more direct method is applied (which
is also mentioned in Skogestad and Postlethwaite, 1996). Before the procedure is presented,
the following notation is introduced:

Yo.cand IS @ vector containing all candidatesyto

Yopt IS the optimal value ok candfor a givend,.

Yoot IS a fixed value ofy, cangSuch that the objective function is minimized while the
network is feasible for ad,.

Js is J(yspe) for a given value of,.

Au; is the constraint imposed an such that an optimization problem based
ond, = O gives feasibility for aldl, within prespecified bounds.
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The steps in the procedure are listed below and some of the points will be further explained.

For simplicity, we will assume there is only one degree of freedom (one optimization
variable).

a) Select (i) minimum and maximum values @y (ii) the objective functiord, (iii) the
entries ofy, cang (V) the values fod, that should be included in the computations and
(v) define the type almeanthat will be used for choosing optimization variable.

b) Computey,p: andJop: for “all” cases ofd, (i.e. the values from step (iv) in the previous
point), see table 7.1. This tablaay also include row(s) foru, e, (open-loop
implementation). Note thal,; is case jof dy while yo; denoteslement in yopr.

du,l du,2 duj
Yopt, A Yopt, A(du,l) Yont, A(du,Z) Yopt, A(duj)
Yopt, B Yopt, B(du,l) Yont, B(du,z) Yopt, B(duj)
Yopt, i Yopt, i(du,l) Yopt, i(du,z) Yopt, i(duj)
Jopt Jopt(du,1) Jopt(du.2) Jopt(duj)

Table 7.1 yop: andJop: for all cases of, .

C) Keep Yacandi = Vs fOr each output candidate, and evaluill,;) and the resulting
Jmean In general, the setpoint,,; should be optimized in order to minimidgean but

for constrained processes it will be some extreme value from table 7.1 (to ensure
feasibility for alld,).

du,l du,2 duj Jmean
Ja Jx (du) Jx (du2) Jx (dyj) Jmean, A
Js J5(dy2) J5(du2) Jg(du’j) Jmean, B
J° Js (dul) J? (duz) Js (duJ) Jmean,

Table 7.2 J*°for all cases odl, .

d) Choose the variable that gives the smallgsi, from the last column in table 7.2 as
optimization variable, i.e. this measurement should be controlled to a setpoint which is
updated periodically by the optimizer.

We have now found the best optimization variables. To simplify the on-line optimization we
may want to use only theominal disturbance sed, = 0. To ensure that we find the correct
value of y5,. (which ensures feasibility for all disturbances), wayimpose some constraint

(“safety margin”) for the optimizer, e.gs = Au;. This will be explained in more detail for a
simple example in section 7.6. (See also remark 7.1 at the end of this section). The “safety
margin” onu; should of course not be implemented in the regulatory control level.

Until now we have only considered one degree of freedom. If there were 2 degrees of
freedom, 2 elements @b cangWould have to be fixed at a time. Table 7.2 would need as
many rows as there are possibilities to pick two variables out of the total number of candidate



ON-LINE OPTIMIZATION AND SELECTION OF MEASUREMENTS 123

measurements. For example, if there are 6 candidate measurements and 2 degrees of
freedom, the number of possibilitiesds = 15.

REMARK 7.1. ltis clear that the value &f; may depend od,. We assume that this change is small

and that the value can be used fodall In practice, one should carry out the procedure for selection

of optimization variables for differerd,, to verify thatAu; does not change too much. The worst
case value should be chosen if it is not acceptable to violate the primary goal, while a mean value can
be used if a small violation to the targets is tolerable.

7.4 Robust optimum

This section introduces the temobust optimum It will be clear that, when we have made a
selection of variable(s) for, we seek the value of this variable that corresponds to the robust
optimum. The robust optimal value is the optimal value when unknown disturbances and
model errors are encountered. The robust optimum will often be different from the nominal
optimum, where no disturbances (only nominal disturbance values) or model errors are
considered.

For the unconstrained and smooth objective function in figure 7.2, the vajpeesilting in
robust optimum is approximately equal to the value resulting in nominal optimum. For the
constrained objective function in figure 7.3, the situation is different. We require that the
process is feasible for the unknown disturbances. Whgeis selected, thaominaloptimal

value isy» o = 0.30 whereas the value resultingatustoptimum isy, o = 0.50. Whery, g is
selected, theominal optimal value isy, g = 0.65 whereasobust optimum is achieved for

yoa = 0.55. It is clear that the nominal optimal value cannot be applied since this will result
in infeasiblity for some unknown disturbances.

Mathematically, if we have an objective functidx, d) where the value of the variable
(argumentk can be selected/manipulated ahepresent the disturbances, we can write

Nominal optimum:  Jnopt = Optd(X, d = dp))
Robust optimum:  Jyop: = 0ptd(x,d I D))

In operation, we are not interested in the objective value directly, however, the argument (e.g.
manipulations or setpoints) that minimize the objective is more relevant:

Nominally optimal argument: Xnop: = arg op(f(x, d = do))

Robust optimal argument:  Xopt = arg op{f(x, d 0 D))

The seD represent the possible values of the unknown disturbaiizesayalso represent a
probability distributionof the unknown disturbances. The disturbarmoay for instance be
assumed to be normally distributed with a given mean (nominal) value and a given standard
deviation. If the probability distribution is not bounded, we cannot require the process to be
feasible forall possible disturbances. Instead, we could require feasibility with a specified
probability, such as requiring feasibility in 99% of the operating time. We shall, however,
use a different approach where the disturbances are specified by probability distributions:
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When a HEN is announced infeasible during operation, this normally does not imply that the
HEN cannot be operated. Typically, the reason for infeasibility is that it is impossible to
reach the targets for the primary measurements (outlet temperatures). Instead of requiring
that the targets are satisfied, we choose to penalize the deviation (control error in primary
control loop). In this way, the constrained problem is transformed into an unconstrained
problem, however, the new objective function will ofteralsgmmetric This implies that the

robust optimum is different from the nominal optimum.

In the search for the robust optimum, we simply use Monte Carlo simulations. That is,
random disturbances are generated from the given probability distribution. For each set of
random disturbances the objectives computed as a function of the selected secondary
variable. This is repeated for a large set of randomly generated disturbances, and the robust
optimum is the optimum of the mean valueldbr the set of disturbances.

An example is shown in figure 7.4. below. There are 2 different disturbances and they are
both normally distributed. The thin solid line shows the objeclivas a function of the
selected secondary measuremerfor the nominal disturbances. Starting from a high value

of y,, the objective decreases whgndecreases until the nominal optimum whgre 150.
Decreasingy, further, the primary outputs can no longer be kept at target. This is penalized
in the objective function resulting in a steep increase of the objective.

200
180
J
160
Nominal -\ e
optimum 5 : i
140 p ; . ~_optimum
145 150 155 160

Value of selecteg,

Figure 7.4 Robust optimum

The 4 dashed lines show the objective for 4 different sets of the disturbances. The location
where the primary targets are violated and objective increases steeply, depends on the value
of the disturbances. The most interesting curve in figure 7.4, however, is the thick solid
curve. This curve is the average of 1000 randomly generated sets of disturbances. While
each fixed disturbance result in a sharp break of the corresponding curve, the average curve is
smooth. To reach the robust optimum, a setpoigt 8f153 should be applied. The robust
optimum is slightly above 150, which is higher than the nominal optimurd -of45.
However, applying the nominally optimal values ywf= 150, theexpectedvalue of the
objective is roughlyd = 170. Since we do not know the exact value of the disturbances, only
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the probability distribution, the optimal setpoint gris the value corresponding to the robust
optimum {, = 153).

The curves in figure 7.4 are actually based on the results for the HEN in the example in
section 7.6, when the disturbances are normally distributed. The supply temperature of
stream H1 has a mean value of A@(and a standard deviation ofG3 while CP¢;, has a

mean value of 0.50kW and a standard deviation of 0.01R@/ The variable selected for

Y. is the setpoint for temperatufe (in figure 7.6) and the objective function is:

J = utility consumption [kw] +25T& = Té,| + 28y, — 1|

That is, a deviation of°C in the bypass controlled temperature ofsins assumed to “cost”
the same as 25kW.

If the Monte Carlo method is not used and one requires the process to be feasible (primary
targets met) for all possible unknown disturbances, a number of difficuties be
encountered in practice:

1. The worst casenay not be at the corner points for the disturbances, thus finding the
worst case disturbances may be a difficult task itself.

2. Even a corner point cheakay be time consuming and evamhibitive when there are
many independent disturbances.

3. If there are more than just a few disturbances, the probability that all have the worst
case values at the same time is very small.

Taking these 3 points into account, it is assumed that Monte Carlo simululations will give

reasonable results for most practical cases. Using the Monte Carlo approach, it is also
straightforward to include dependencies between different disturbances when such
information is available. Despite this preference for the Monte Carlo approach, in the

example in section 7.6 it is required that the HEN is feasible at the corner points for the 2
disturbances.

A disadvantage with the Monte Carlo method is that a large number of disturbance sets may
have to be generated in order to get good results, and it is difficsé#tytin advance how

many disturbance sets that are necessary. However, as it is explained in the previous section,
the robust optimum is only determined once (or for a few cases) and this is done off-line. The
difference in the nominal and robust optimal values are used to find a constraint on the
primary manipulations;;. With this constraint, the (approximate) robust optimum is found
periodically from the measured and inaccurate values of the disturbances.
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7.5 Steady state optimization model

This section presents a steady state model that can be adaptgdH&N. It is developed
primarily for implementation in the optimizer, howevenniay also be used in the procedure
for selection of optimization variables (to generate tables 7.1 and 7.2).

Before we present the general model, consider the two alternatives (equations (7.2) and (7.3),
respectively) to model a single heat exchanger with bypass, see figure 7.5.

u
Thot,in

cold,out

Thot,out

*
Thot,out

T

cold,in

Figure 7.5 Single heat exchanger with bypass.

At steady state it is of no consequence whether the bypass is placed across the hot side or cold
side, and the choice in the figure is arbitrary. The temperature driving £drge[) may be

the logarithmic mean or some approximation to it. Note particularly the difference between
equations (7.2a) and (7.3) regarding the argumet3,&f0).

Q = UAATm ( -I;wt, iny 1::old, iny T;mt, out Tcold, OL)[ (728.)
Thot, out — uThot, int (1_ LD -rhot, out (72b)
Q < UAATm ( -I;wt, iny -Eold, iny Thot, out Tcold, oL)t (73)

Equation (7.2) includes the hot exit temperature before it is mixed with the bypass stream and
this results in bilinearities in (7.2b). The inequality in (7.3) expresses a constrénviben

the boundary is placesltsidethe bypass splitter and mixer. The bypass fraatiodees not

even occur in (7.3), but the equality part of (7.3) corresponds=t®. In the optimization
model, we choose the second alternative for each heat exchanger since this eliminates the
bilinearities in the bypass mixer. ufis needed, it can be found after the optimization of the
network by solving one nonlinear equation for each bypass fraction. This equation can be
found from solving (7.2b) foTF,ot, outdnd inserting this expression into (7.2a), which is solved

for u through iteration. (Solving one unknown in one nonlinear equatibmes is much
simpler than solvingh unknowns inn nonlinear equations simultaneously). As it will be
shown, the value af is oftennot required explicitly as it normally is the manipulated input in

a feedback control loop.

The steady state model for a general HEN uses the following sets of heat exchangers:

PHX : Set of all Process-to-process Heat eXchangers.
HBT : Subset of PHX with Hot side outlet directly entering a Bypass controlled Target.
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CBT : Subset of PHX with Cold side outlet directly entering a Bypass controlled Target.

HUT : Subset of PHX with Hot side outlet entering a Utility controlled Target (through a
cooler).

CUT : Subset of PHX with Cold side outlet entering a Utility controlled Target (through a
heater).

HS : Subset of PHX with Hot side inlet directly entering from a (hot) Supply.
CS : Subset of PHX with Cold side inlet directly entering from a (cold) Supply.

The general HEN model shown below (equations 7.4 to 7.12b) is an NLP problem. The
variablec in equation (7.4) denotes the cost (pr. energy unit) for the utilities.

m|n( z CicoolersQ coolers . z C] heateQ heat’rs (74)

iCHOT jlcoT

subject to
Equalities, (7.5) to (7.9)

Q = CRM(Thom — Thotowy i OPHX (7.5a)

Q = CR(TMom — Jhoter) i OPHX (7.5b)

Qicoolers - CFI) hot( Thot, out __ T[) i OHUT (7.68.)

Qiheaters: CcP colc(‘l' t_ Tcold,out) i OCUT (7.6b)
T,hotout = Tt I OHBT (7.7a)
T = Tt i OCBT (7.7b)
T,etin = T i OHS (7.8a)
Teoldin = T i JCs (7.8b)

Interconnection equations (problem specific) (7.9)

Inequalities, (7.10) to (7.12b)

Q <a;U AAT, i JPHX (7.10)
Q=0 i JPHX (7.11)
Qeodlers > 0 i OHUT (7.12a)
QPeaters> 0 i JCUT (7.12b)

Note that the index denotes heat exchangersiatgtreams (which is common in many other
models), and thaAT,, denotes the temperature driving fomésidethe bypass stream as in
equation (7.3). As an example, the network in figure 7.6 will lead to the following sets:
PHX = {A,B}, HUT = {B}, CUT = {A}, HBT = O, CBT ={B}, HS = {A} and CS = {A,B},

and the only interconnection equation (7.9Y18"° = Tyt

During each optimizationT!, T% CP and UA for each heat exchanger are treated as
constants. The model is valid without modifications for networks with fixed stream split
fractions sinceCP denotes heat flow capacity in each heat exchanger. For networks with
variable stream split&P in the split streams can be regarded as variables, and equations that
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preserve the mass balance in the splitter(s) and energy balance in the mixer(s) must be
included. During operation, variable stream splits can be used as manipulated inputs.

The constantt in equation (7.10) is a factor thatay limit the duty of a heat exchanger
somewhat below its theoretical maximum. This is simplytagthat the constraint ow, is
implemented. Instead of implementing > Au; directly (which is impossible since the
model does not include,), the corresponding value farhas to be computed. This is done
separately for each heat exchanger that controls a primary output. The example below
explaines how this can be done. For heat exchangers associatag wethaven = 1.

The model does not includy upperconstraints on the duty of the utility exchangers, and
this implies the assumption that these are designed to handle the required duty. If this is not
the case, additional constraints have to be added to the model, e.g. an upper limit on the duty.

The only possible source of nonlinearities in the model (for networks without variable splits)

is the termAT,, in equation (7.10). In other words, if arithmetic mean (as opposed to
logarithmic mean) is used as the temperature driving force, the model can be solved as an LP
problem. The following procedure for solving the model has proven to be reliable: First, use
arithmetic mean in (7.10) for all exchangers and solve the corresponding LP problem.
Second, replace arithmetic mean with logarithmic mean (or e.g. Paterson or Chen
approximations) and solve the NLP problem using the LP solution as the initial value.

7.6 Example

The HEN used in the example is shown in figure 7.6. The primary outputs are the outlet
temperatures of each stream which should be controlled to their target values of 30, 160 and
130C°C for streams H1, C1 and C2, respectively. That is, we have

Y1:[TH°1 Tex -Eoz]T

where superscript denotes outlet temperature. There is a total of four manipulations (two
bypasses and two variable utility duties) which gives

u=fun w q gl

There are two disturbancesl0°C in the supply temperature of stream H1 a8d5 kWFC

in the CP of stream C2. These values represent the maximum variationat may be
present. The smaller variations/errailg) ghatmay occumwithin the optimization interval is
defined in step 2a) of the procedurdA for heat exchangers A and B are 0.523 and 1.322
kW/°C, respectively. For simplicity, it is assumed that the utility exchangers are able to
deliver sufficient duty for all possible cases. With this assumption and the ldgivealues,

all target temperatures can be reached for all combinations of disturbances mentioned above.
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Figure 7.6 Heat exchanger network used in example.
Applying the procedure step by step yields:

Step 1 Assign primary manipulations.

We use the main rule for selection of manipulations in HENs which is to choose the
manipulation closest to the measurement (e.g. Mathisen, 1994, chapter 4). This implies
that the primary manipulations; becomeq., g, and ug and these control the outlet
temperatures of streams H1, C1 and C2, respectively.

Step 2 Selection of optimization variable.
There is one excess manipulatian,= ua, and the steps a) to d) below illustrate the
selection of optimization variable.

2a) We assume:

(i) dy= [+3°C, +0.01kWPC]" (maximum variations/errors of the disturbances
within the optimization interval).

(i) The objective function i = qc + gy (utility consumption)

(iii) Possible candidates @ areys, cang= [T1 T2 Tz Ua] (see figure 7.6). Note that
the open-loop implementation,) is an alternative.

(iv) The computations are done for the four “corner points”dyoin addition to
du = 0. Jneanis the arithmetic mean of these five cases. (We require that target
temperatures have to be reached for the five cases).

2b) Yopt and Jopt for differentd, are shown in table 7.3. The table is generated for
do=[0 O, i.e. for nominal values of the disturbances ¢1®@nd 0.5kWIC). Also a
row for ug opt Is included for extra information.

2c) Table 7.4 show3d for optimal fixed values of» cang NOte that in this example, the
values fory, cang can be found without optimization, but simply from table 7.3 and
physical insight (see remark 7.2 at the end of this section). If there is a possibility that
the optimum is not constrained one would have to resort to conventional optimization.

2d) From the last column of table 7.4 it is clear that keepingpnstant is preferred.
Step 3 Implementation of optimizer.

The model (including the sets and connection equations) was described in the previous
section. The constraint (“safety margin”) that should be included in the optimizer is
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ug = 0.025. We will explain how this value is obtained, but first we explain the details in
the implementation of this constraint. To implement the constraint, we first find
gs = 55kW ford, = 0 (55kW is the deficit heat of stream C2). Then we &igd= 0.946

from gs = ag UAsATy g, Where the last term is the logarithmic mean for heat exchanger B
for d, = 0 andT; = 151.9C. Implementingig = 0.946 (andxa = 1.0) in equations (7.10)

will ensure the required safety margin@when unknown disturbanceg are present.

Case 1 Case 2 Case 3 Case 4 Case 5
d, = 00 d,=030]|g,,.=030]| g,,=0"0]| g,.=0*" 0
“TBE | Y*T Hood | “*T BooB | T HooH | ™ BooH
T1, oot 150.0 149.0 151.0 151.9 151.9
T2, oot 106.7 105.4 104.0 107.4 107.4
T3, oot 95.0 95.1 94.9 98.0 95.8
UA, opt 0.000 0.105 0.292 0.000 0.000
Ug, opt 0.000 0.000 0.000 0.038 0.011
Jopt 145.0 147.0 149.0 146.9 144.7

Table 7.3 Values foryo,: andJop: for all cases ofl, in the example.
Case 1 is the nominal disturbance.

Case 1 Case 2 Case 3 Case|4 Case 5 Jmean
J(Tp =1519 | 148.9 153.0 150.8 147.0 144.8 148.9
J(T; =1040 | 153.0 151.2 149.0 159.2 155.0 153.0
J(T3 =980 | 151.0 152.9 155.1 146.9 149.1 151.0
J(uz =029 | 151.1 151.2 149.0 153.2 151.0 151.1

Table 7.4 J*°for the possible choices of measurement and for all cashsnahe example.

Note that all values fowus (and the constrainfiug) differ from the values given in
Glemmestacet al (1997) for the same example. The values in that paper actually refer to the
bypass fractions on the hot side of heat exchanger B (which is inconsistent with figure 7.6),
while the correct values for the bypass fractions on the cold side are given here.

The actual value for the safety margiug = 0.025) is obtained as follows: The valuesof
andug for the five cases in table 7.4 correspondingj;te 151.9°C are given in table 7.5. For
cases 4 and 5, saturates at zero which implies that it is no longer possiblefdo
maintainT; = 151.9°C. The optimizer usels (case 1) whereis takes the value of 0.025.
Thus, in order to handle cases 4 and 5, a safety mardingef 0.025 has to be used by the
optimizer. Note that if we accepted tHatdeviated from its setpoint (due to saturationdh

it would be possible to further reduce utility consumption somewhat. Then the setpoint for
T, could be reduced slightly below 151.9°C unglsaturated for some disturbance. In this
example we require that setpoints for secondary measurements have to be satisfied.

The reason for implementing the “safety margin”ugnas aninequality constraint is that
other values otly may giveus opi> 0.025. Requiringis = 0.025 in such cases will result in
infeasibility.
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Case 1l Case 2 Case B Case 4 Casg 5
Ua 0.207 0.354 0.354 0 0
Ug 0.025 0.038 0.012 0.038 0.012

Table 7.5 Values ofuy andug whenT; = 151.9°C.

The value forJmean 0f 148.9 kW in table 7.4 should be compared to the mean valdg; of
from table 7.3 which is 146.5 kW. That is, it costs 1.6% of the utility consumption to
guarantee feasibility for the worst case unknown disturbance.

a) T&[°C] (Té= 130°C) d) Bypass fractions, andug
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Figure 7.7 Results for example 7.1. (a) Controlled outfgi with setpoint
13C°C. (b) Disturbancdy,. (c) Disturbancé&Pc,. (d) Bypasaa (thick line) and
bypassug (thin line). (e) Utility consumption. (f) Temperatufige (secondary
measurement), thick line shows actual value while thin line shows setpoint.

Figure 7.7 shows the results for the example wheis selected as secondary measurement
(optimization variable). Figure 7.7a shows tiig can be controlled to its setpoint for all
unknown disturbances around the nominal operating pginfO 0]'. Note from figure 7.7b

and 7.7c, that the time up to zero corresponds to case di, dfom O to 20 minutes
corresponds to case 2, from 20 to 40 minutes is case 3 and so on. Bypass fractions are shown
in figure 7.7d, andia drops to close to zero after 40 minutes (case 4 and 5). The perhaps
most important curves are shown in figure 7.7e. The steady state values for the utility
consumption corresponds to the values in table 7.4 (upper row). The optimal valuesl(when

is perfectly known) from the lower row of table 7.3 is also plotted for comparison. The utility
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consumption should be compared with the “traditional” schentleout optimization also
shown in figure 7.7e. The latter is implemented by fixingat a value such that the network

is just feasible forall possible disturbances, i.d.= [+10,+0.05], usingug only. (This
requirement givesiy = 0.680). From the results given in figure 7.7 and table 7.4, it is clear
that the main reduction in utility consumption compared to the traditional case is due to the
periodic optimization (about 13% nominally), whereas the selection of optimization variable
squeezes another 2.75% (between best and worst case).

Figure 7.7 has shown results around the nominal operating point corresponding to the cases 1
to 5 in tables 7.3 and 7.4. Only one optimization is done prior to the simulations, and the
optimal setpoint forT; found here is maintained during the simulation (see figure 7.7f).
Figure 7.8 shows similar results, but for a larger part of the operating region and with
optimizations updating the setpoint fhrat 0, 20 and 40 minutes.

132 0.8
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Figure 7.8 Results for example 7.1. The different curves show the same as
figure 7.7 but for a larger part of the operating region, and with steady state
optimization done at 0, 20 and 40 minutes.

At t<0, we haveTs = 200C and CPc,= 0.45kWFC (i.e. d=[10 —0.05]). For this
operating stataya is saturated at zero. For the steady state optimization carried out before the
simulations started, the constraint @i was not active. From figure 7.8d we see that
cannot saturate if unknown disturbances (within the prespecified bouhdd#3 +0.01])

occur. At time equal to zero, nominal operating conditions are encountered and an
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optimization is performed immediately after. Figure 7.8f shows Tipwg controlled to its

new setpoint (which now has the same value as in figure 7.7)t =&0, the (known)
disturbancel = [-7 0.04] is applied and a new optimization is done.t At40, anunknown
disturbance ofd, = [-3 0.01] is applied which brings the operating state to the opposite
corner of where we started. Since the new disturbance is unknown, the optimizer now returns
the same setpoint fdr, as it computed dt= 20. The steady state value tgrat this corner

point is close to zero.

Note that the utility consumption at the last part of the simulation is similar for the
“traditional” approachya is fixed at 0.680) and the proposed method. This is because this
corner point is limitingua for the traditional approach, thus this approach is optimal for this
corner of the operating region. After 40 minutes (the extreme corner point) the traditional
approach actually has lower utility consumption than the proposed method. This can be
explained from the requirement we have made in this example that also the setp®int for
should be satisfied when unknown disturbances are present. As mentioned above, relaxing
this requirement could reduce the utility consumption somewhat further for this example.

REMARK 7.2. From figure 7.6, it is clear that decreadingls (by decreasing,) or u, will reduce
utility consumption J). l.e. optimal values for these variables in table 7.3 are minimum values
(smaller values will violate the primary goal). Therefore, the case witlathestvalue has to be
chosen as this is the smallest value feasible fal,alForT,, a similar (but opposite) argument leads
to choosing themallestvalue in table 7.3.

7.7 Conclusions

A method for optimal operation of heat exchanger networks based on periodic steady state
optimization is proposed. Compared to the methods in the two previous chapters, the method
here focuses more on the control task. This is accomplished by the first step of the method
where a fixed control structure for the outlet temperatures (primary measurements) is
selected. Thus, all outlet temperatures are usually controlled by the heat exchanger located
immediately upstream, and a fast response is obtained. The periodic steady state optimization
concerns the setpoints for measuremanttrnally in the HEN, which are controlled by the
remaining manipulations. An important issue is the selection of which measurements that are
kept at constant setpoints (using feedback control) between each optimization. The objective
functions used during operation and for selection of optimization variables are identical.
Optimal operating conditions for heat exchanger networks are normally located at the
intersection of constraints, and additional constraints (“safety margins”) have to be
implemented in the optimizer in order to maintain the target temperatures when unknown
disturbances are present.

Notation

Cost data
P Heat capacity flowrate
Disturbance
Control error
Element in transfer function/matrix

Q@QoaQo
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G Process transfer function

K Transfer function for controller

Q Heat load (duty) of heat exchanger.
r Reference (setpoint)

T Temperature

t Time

u Manipulated input (bypass fraction)
y Output (measurement)
Superscripts:

BP Bypass

U Utility

0 Actual output or outlet (temperature)
S Supply (temperature)

t Target or reference (temperature)
Subscripts:

0 Nominal

1 Primary

2 Secondary

Ci Cold stream

Hj Hot streanj

m Mean value

nopt  Nominal optimum
ropt Robust optimum
u Unknown
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Chapter 8

DISCUSSION AND CONCLUSIONS

In this concluding chapter, the first section provides a short discussion focusing on the
compliance with industrial HEN operation problems. The second section summarizes the
conclusions and contributions of the thesis. In the third and last section, some suggestions for
future work within the area of operation of HENs are given.

8.1 Short discussion

This section provides a short discussion of some of the main topics covered in the previous
chapters. The emphasis is on compliance with industrial problems.

In this thesis, the HEN operation problem has been treated to be completely decomposed
from other parts of the process. This is in accordance with most other academic work within
this area. In section 2.1 it was argued that “good” control of the HEN is desired as it gives
“small” interactions and “small” effects of unwanted feedback in the overall plant. Thus,
good control of the HEN (treated as a separate system) is important for the overall plant
behavior. For théendustrial HEN operation problem, a number of deviations from common
assumptions may be faced. Examples are:

1. Heat capacity flowrates are often assumed to be constant, or changes in heat capacity
flowrates are treated adisturbances In practice, there are cases where flowrates
actually aremanipulations

2. For an industrial HEN operation problem, temperatuntesnally in the HEN may have
(soft) targets. As an example, consider a steam generation plant where an economizer
is placed before the boiler. The outlet temperature from the economizer will have an
upper limit to prevent boiling in this unit.

135
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3. In this thesis, it is assumed that utility exchangers (where present) always are located as
the last unit on the stream. For the industrial HEN operation problem,niagrexist
internal utility exchangers, for example when multiple utilities such as various steam
levels are present.

4. In operability and flexibility analyses, it is often assumeddhdtieat exchanger duties
can be manipulated through a bypass. This is only rarely the case for industrial HENSs.

Now, some short comments to these 4 points related to the previous chapters are given. The
three different methods for operation of HENs presented in the preceding chapters can deal
with the first point (flowrates as manipulations) withaaty particuladifficulties. The four
observations in chapter 5 give the necessary information for putting up sign matrices when
flowrates are used as manipulations. For the methods in the chapters 6 and 7, a flowrate
manipulation is treated a1y othemmanipulation. When using flowrates for manipulations,

one should keep in mind the non-convexity problem thay be encountered. Chapter 4
concerning degrees of freedom during operation does not, however, consider using flowrates
as manipulations.

The second point concerning internal temperature targets has not been treated explicitly in the
thesis. If there is a target temperature between two heat exchangers in a HEN, one option is
simply do redraw the HEN such the stream with internal target temperature is defined as two
separate streams. This does not apply for targets within a bypass line. While internal targets
are not explicitly considered, an internal measurement does not differ @ngmother
measurement/output. Internal targets are discussed in Mathisen (1994, p.115). Regarding
DOF during operation, an internal target represents an additional constraint in the inner HEN.
When computing\por, u, this may reduce the rank of the inner HEN and thus reduce the
number of DOF.

The third point concerns internal utility exchangers. If the duty of an internal utility
exchanger is used for control of the temperature immediately downstream, then one should
definitely consider redrawing the HEN such that the stream with an internal utility exchanger
is treated like two separate streams. |If the duty of an internal utility exchanger cannot be
manipulated, it will not posanydifficulties. For a internal utility exchanger controlling some
other temperature than immediately downstream, that manipulation can in principle be
considered as any otharanipulation. Computing DOF during operation, an inner utility
exchanger is part of the inner HEN. Thus, the inner utility exchanggraffect the rank of

the inner HEN. Further, inner utility exchangers are not considered for the general structure
of HENs described in section 2.3 (page 21).

The fourth and last item above points out that a common assumption for flexibility and
operability analyses (at least in academia) is dla@hheat exchanger has a bypass. While

this assumptiomay have been used fillustration purposes early in the chapters concerning
operation (chapters 5, 6 and 7), all of the methods described handle heat exchangers without
bypasses. Chapter 4 concerning DOFs in operation also covers heat exchangers without
bypasses. In chapter 2, thigectiveflexibility is introduced in order to point out that it is the
flexibility of the controlledHEN that matters during operation



DISCUSSION AND CONCLUSIONS 137

In addition to these 4 points, ongy face other and mopgoblem specific challenges for the
industrial HEN operation problem. Thes®y be related to fouling, interaction between heat
and material balances, thermal energy versus mechanical/electrical energy etc.

The industry has for a long time been concerned about energy consumption and how to
operate the plants in order to maximize heat recovery. While there exists fairly general and
simple methods fodesignof energy efficient plants (e.g. the pinch design method), strategies
for operation of HENs have often been developed in a much nagréhoc manner. For
instance, the strategy for operation may be based on experiencsirindan plants, or from
simulations of one or a few selected control strategies. In many cases, such approaches will
result in good control strategies for the particular plant. The purpose of the work presented in
this thesis, is to equip personnel involved in operation of plants (or design of control
strategies) wittsystematianethods that result in equally good (or better) control strategies in

a faster and more reliable way.

One may ask whyot use some general optimizing control scheme such as Model Predictive
Control (MPC) for operation of HENs. MPC has experienced a growing popularity in
industry during the last years and the number of implementations is increasing (Morari and
Lee, 1997). Inindustry, MPC is usually implemented on top of the regulatory control system.
One reason for not using MPC for the control of HENSs is, as it has been shown in the thesis,
that many HENs can be operated optimally using traditional decentralized control. Simple
physical insight and using e.qg. the sign method in chapter 5, will in many cases lead to which
bypasses that should be opened and which should be closed in order to achieve optimal
operation. This is a much simpler method than MPC, and should therefore be preferred.
MPC requires a dynamic model of the process to be operated, while the 3 methods presented
in the thesis all have less requirements concerning the process model.

An important difference between the 3 presented methods is the amount of information
needed. For the sign method in chapter 5, onlysthecture of the HEN is used to deduce

how it should be operated. In cases where structural information alone is not sufficient, the
parametric method described in chapten®y be an alternative. his method is very similar

to the sign method, except that the signs are replaced by numbers. However, no information
about the disturbances is required. Chapter 7 describes the third method for operation of
HENSs, and this method differs significantly from the other two. Among the 3 methods, this
last method requires most information about the HEN. It uses a complete steady state model
and in addition information about disturbances is utilized. Which method toajseepend

on the available information.

Finally in this section, it is emphasized that there are cases where the HEN can be designed to
operate optimally with zero degrees of freedom. As an example, consider a HEN with 1 DOF
when all process exchangers have bypass. If it is found (e.g. from simulations) that one of the
bypasses should always be closed (i.e. keeping this bypass closed minimizes utility cost for
all operating regions), then this bypass should not be installed. In such cases, the HEN is
always operated optimally in a trivial manner. This thesis has focused on cases where there is
at least 1 DOF, and where there is a need for a strategy during operation in order to minimize
the energy consumption.
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8.2 Conclusions

This section summarizes the main conclusions and contributions in this thesis.

In chapter 2, it is argued that the HEN can be considered as a separate part of the process,
with its own properties regarding heat recovery level and dynamic behavior. The most
important aspect of operation of HENs is to maximize heat recovery, however, good dynamic
properties also reduce the influence of undesired feedback in the overall process introduced
by heat integration. While it is rather obvious that the process structure affects the
operability, chapter 2 also points out that the opposite sometiragde the case. If e.g. the
control system applies a bypass fraction of 1, this corresponds to removing the bypassed unit.

Chapter 3 concerns dynamic simulation of HENs. While this chapter does not contribute
significantly, it gives some recommendations regarding how to model HENSs to obtain simple
dynamic simulations. The chapter concludes that modeling each side (hot and cold) of a heat
exchanger as a series of tanks and using arithmetic mean as the temperature driving force
(AMTD), in most cases gives good agreement with steady state properties combined with fair
dynamic behavior. This result is found through two different approaches (modifying the pure
mixing tank concept, and discretizing one-dimensional partial differential equations).

The perhaps most important contribution in this thesis is chapter 4. This chapter shows that
all degrees of freedom (after control of targets is implementeginot be utilized forenergy
optimization. The number of DOFs the&n be utilized for optimization of utility cost
(Npor, u) is defined, and a novel quantitative expressiorNigsr ¢ is derived. An important

step in developing this expression is to divide the HEN in one inner and one outer network.
A bottleneck toNpor, u is often the number of process streams entering the outer HEN, thus
increasing the number of manipulations (bypasses) in the innemi#yNot always increase

Nbor, u-

Relaxing one target temperature to become a free outlet temperature indieasgby one.

A surprising result in chapter 4 is that relaxing another target temperature does not increase
Nbor, u @ny further. Inaddition to the quantitative expression fdsor u, @ simple rule to
determine whether optimizationay bepossible or not is presented. It is also shown that the
guantitative expressiomay besimplified considerably by assuming that the rank of the inner
HEN is only limited by the number of process streams and the energy balance.

In chapter 5 it is shown that how to operate a HEN optinratly often be deduced from
structural information only. This “sign” method for optimal operation of HENs has been
presented earlier by Mathisen (1994, chapter 5). However, chapter 5 in this thesis includes
some further development of the method. First, the definition of the signs has been redefined
to fit a general process and not only HENs (previously, the definition of the signs depended
on whether the corresponding stream was hot or cold). This improvement makes the method
applicable to all types of processes with at least one extra DOF for optimization and where
information about the signs is available. It is emphasized, however, that the sign method does
not always guarantee optimality. Second, the presentation of the procedure is simplified with
the introduction of the vecta” denoting the effect of each manipulation ontttel utility
consumption. This does not change the method itself, but is included to make the procedure
simpler to understand and to make it more similar to the parametric method. The sign
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method results in a priority table denoting the preferred manipulation, and which
manipulation to switch to if the preferred manipulation is saturated. Chapter 5 shows that this
variable control structure in some cases simply is identical to split-range control.

The parametric method in chapter 6 is very similar to the sign method. In fact, replacing the
signs in the sign matrices with real numbers is the most important difference. The control
structure that optimizes the utility consumption is found by solving an integer programming
problem. Note that if there is only one bypass controlled temperature, this optimization is
reduced to selecting the smallest number from a vector (similar to the priority table of the
sigh method). For HENs with multiple bypass controlled temperatures, the method does not
guarantee that the optimal solution is found. The basic optimization model does not include
any controllabilityconsiderations and the basic model is extended to include controllability in
two different ways. Controllability is included by additional constraints which in both cases
represent a hierarchical control strategy. It is shown that these hierarchical strategies can be
implemented by logical propositions formulated as additional mathematical constraints
involving binary variables. In this way, logic inference is embedded into the optimization
model. It is not external logic in terms of “if-then” statements etc. added on top of the basic
formulation.

Chapter 7 presents a different approach to optimal operation of HENs. This method
combines periodic steady state optimization and optimal selection of secondary
measurements. While periodic steady state optimization does not represent much new, a
general model designed for optimization of HENSs is presented. The basis of the method for
selection of measurements is also presented earlier (Skogestad and Postlethwaite, 1996,
chapter 10). The contribution in the thesis is to adapt and apply the method for processes
where optimum lies at the intersection of constraints. This is often the situation also for other
parts of a process than the HEN. The problem in such cases is that the nominal optimum may
be infeasible when unknown disturbances or model errors are present. Therefore, the
selection of measurements have to be based on values that are optimal when unknown
disturbances and model errors are considered. A second, but related problem is to find the
optimal value of the selected measurements considering unknown disturbances and model
errors (robust optimum) during operation. In order to avoid computing optimal values for all
possible disturbances periodically, it is proposed to use an additional constraint (safety
margin) that represents the difference between the nominal and the robust optimum. This
constraint is computed once and by adding this constraint to the model, estimates for the
robust optimal values will be found directly, i.e. without considering all possible unknown
disturbances and model errors. It is shown that the robust optimal values are different from
the nominal optimal values also for systems with asymmetric objective functions. An
asymmetric objective may occur wheaviations in the primary variable are penalized rather
than considered infeasible. Also in such cases, a safety margin can be used to find robust
optimum directly.

8.3 Suggestions for future work

This thesis is devoted to operation of integrated processes, and in particular to operation of
HENs. Even though thisiay seem to be a well defined and perhalpe a narrow research
area, there is definitely room for further work. This section suggests some directions for
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future work related to the main parts of the thesis. The topics are not prioritizethegnd
appear in the same order as they do in the thesis.

Simple dynamic simulation of HENs can be performed using the models described in chapter
3. One possibility is to further investigate the limitations imposed by the use of AMTD, and

to find conditions at which the use of AMTD leads to crossover at steady state. Also, for
more accurate dynamic predictions, more detailed models are requiredmashisiclude
modeling of heat exchangers where the fluids are compressible and heat exchangers where
phase transitions take place. Further, models that more explicitly include the mechanical
construction of the unit may be needed.

Even if degrees of freedom for optimization during operation of HENs are given a fairly
thorough treatment, future work could be to include the use of flowrates as manipulations. It
may be arguethat this is implicitly included in chapter 4 since it will affect the rank of the
inner HEN. With flowrates as manipulationsjriay be expectethat the energy balance is

not constraining the rank of the inner HEN. A consequence ofrthysbethat relaxing a
target to a free outlet temperature will not incredse- . Such issues should be addressed

in future work.

Regarding the sign method for optimal operation of HENs, more work can be done in order to
find classes of HENs for which optimal operation is guaranteed. Also, more work is needed
for HENs with more than one bypass controlled target. A method to handle multiple bypass
controlled targets is presented in the thesis, however, this method should be verified on larger
examples, and alternative solutions should also be assessed.

The sign method as it is presented in chapter 5 is not restricted only to HENs. The method
can be regarded as a general framework for utilization of structural information in operation.
Future work should include application of the method on other types of processes. The
method is, however, not assumed to be well suited for processes where optimum is
unconstrained.

The parametric method in chapter 6 is basically the presentation of an idea, and further work
is needed to develop it into a method that can be recommended in practice. This will have to
include investigating under what conditions the metmoay fail to reach theoptimal
operating state. How to incorporate controllability considerations could also be further
developed in addition to the 2 methods proposed in chapter 6. The way logical constraints are
used to obtain hierarchical control strategies, could perhaps be utilized in other optimizing
control schemes such as MPC. In section 6.7 it is argued that the method has a potential of
being robust to model errors and this should be further investigated. As for the sign method,
examples from other processes than HENs should be studied in order to verify and further
develop the parametric method.

The method combining steady state optimization and selection of secondary measurements in
chapter 7 is at a level where it can be applied in practice. Of course, a practical
implementation has to handle problems like, “what if the optimizer does not return a feasible
solution?” or “how much should setpoints be allowed to change from one optimization to
another?” etc. Future work on this method should include larger examples (more than one
secondary manipulations) and the effect of having a constant value for the safety margin
should also be investigated.
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