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Summary

PID-based advanced control structures are commonly used in process industries. However, their design mostly relies on the experience of the control and process engineers, and not always considers optimal operation. This thesis introduces a framework for the design of PID-based control structures, also considering steady-state optimal operation. In the proposed procedure, we use a priority list of constraints to make operation feasible. We also identify the relevant active constraint switches in the supervisory layer and how to handle each case. The active constraints can be on manipulated variables (MV, input) or on controlled variables (CV, output), and the switching cases are:

- **CV to CV constraint switching**: use selectors
- **MV to MV constraint switching**: use split range control or alternatively controllers with different setpoints or input (valve) position control.
- **MV to CV constraint switching**: use nothing if the input saturation pairing rule is followed; otherwise, use an MV to MV scheme and a selector to take over control when the main MV saturates.

Control structures that extend the operating range for the controlled variable by using more than one manipulated variable are of interest because they can handle MV to MV constraint switching and MV to CV constraint switching. This thesis gives a closer look to standard split range control and proposes a systematic design procedure for this control structure, considering the different dynamic effects of each MV on the CV. Standard split range control has intrinsic limitations in terms of tuning because it only has one common controller and one design parameter for each MV. To overcome this, we propose a generalized split range controller that uses a baton strategy to allow using independent controllers for each MV and the same setpoint. However, sometimes it is optimal to have different setpoints, and in this thesis we identify in which cases it is optimal to use different controllers with different setpoints and describe a procedure to find the optimal setpoint deviations. We illustrate the use of the analyzed and proposed control structures through several case studies. We also give some insight on when to use classical control schemes and when to use Model Predictive Control (MPC).
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In this chapter we describe the motivation and define the scope of the thesis. We also give an overview of the thesis and the list of publications on which it is based.

1.1 Motivation and scope

Process control is used to stabilize a process and achieve optimal operation. Closed-loop feedback control\(^1\), shown Fig. 1.1, has been extensively used since the early development of control and the controller \((C)\) is usually a PID-controller (Eq. (1.1)) (Åström and Hägglund, 2006).

\[ u(t) = u^0 + K_C \left( e(t) + \frac{1}{\tau_I} \int_0^t e(t) \, dt + \tau_d \frac{de(t)}{dt} \right) \quad (1.1) \]

![Figure 1.1: Feedback control; \(y^{sp}\) is the setpoint for the output \((y)\), \(d\) is the disturbance, \(u\) is the input, and \(g\) is the process.](image)

Early development of control was from the 1870s through the 1920’s (Åström and Hägglund, 2006) and still in the late 1930s, process control was mostly practical, mainly due to hardware limitations (Åström, 1999). Automatic control emerged as a discipline in the mid 1940s and one of the first books on process control was written by Eckman (1945). Since then, PID-control has been applied in all process industries.

\(^1\)Feedback control refers to the case when we (generally) measure the controlled variable (CV, output \(y\)) and keep adjusting the manipulated variable (MV, input \(u\)) to maintain \(y = y^{sp}\), based on the error \(e = y^{sp} - y\).
1. INTRODUCTION

In the last decades, advanced control based on model-based optimization routines such as model predictive control (MPC) has also been applied in industry with good results (Qin and Badgwell, 2003). However, MPC is based on a dynamic model of the process, which is not always available or accurate (Seborg, 1999). Moreover, when MPC is implemented in industry, PID controllers are normally required in the regulatory control layer for stabilization\(^2\). Therefore, the majority (\(\approx 90\%\)) of automatic control loops in process industries still rely on various forms of PID-controllers due to its simplicity and robustness and because classical advanced control techniques can provide cost-effective solutions for important classes of problems (Seborg, 1999; Åström and Hågglund, 2001).

Classical advanced control uses different control structures to define the setpoints for the regulatory layer when a single-loop PID-controller is not sufficient. Classical advanced control structures have been in use for at least 75 years (Eckman, 1945; Fink, 1945), and are still commonly used in industry for multivariable control.

Foss (1973) pointed out that the central issue to be resolved by the new theories of chemical process control is the determination of control system structure. He then goes further by stating that an acceptable, broadly applicable solution to the control structure problem cannot be achieved by the dreaming up of a number of candidate configurations for a given process and then testing them... the method must have its basis in a broadly applicable representation of the process dynamics and control objectives. He concludes by saying that to close the gap between theory and practice, we need to have knowledge of the process as well as the theory.

However, almost fifty years after Foss (1973) identified this gap between theory and practice, some aspects of the implementation of PID-based control structures still have not received much attention and are not covered in textbooks, despite being widely used in practice (Åström, 1999; Hågglund and Guzmán, 2018). For example, actual implementation of control structures conventionally used in industry can have a larger complexity for configurations with selectors (Seborg, 1999). Being so ubiquitous, an appropriate implementation of classical advanced control structures can have an significant economic impact and the understanding of the topics covered in this thesis may help to close the gap between theory and practice.

Therefore, the objective of this thesis is to introduce a framework for the systematic design and use of advanced control structures\(^3\). The aim is also to show that in many cases we can achieve optimal operation when we systematically design these control structures and to give some guidelines for this.

\(^2\)The regulatory and supervisory control layers are described in Section 2.1.

\(^3\)The aim is not to give the impression that PID-based control structures are always superior to model-based schemes such as MPC, but to give a systematic framework on how to design advanced control structures.
1.2 Classical advanced control structures

The purpose of this section is to give an overview of classical advanced control structures. Some of these control structures and blocks, such as selectors, split range control and valve position control, are analyzed in this thesis. For more examples of applications and detailed descriptions, the reader is referred to well-known process control books such as Stephanopoulos (1984); Balchen and Mummé (1988); Marlin (2000); Bequette (2002); Seborg et al. (2003); Skogestad and Postlethwaite (2005); Åström and Hägglund (2006).

Note that in this thesis the terms output \((y)\) and controlled variable (CV) are used as synonyms. Similarly, the terms input \((u)\) and manipulated variable (MV) are also used as synonyms\(^4\). The disturbances \((d)\) cannot be manipulated, controllers are denoted as \(C\), single-input single-output (SISO) processes are denoted as \(g\) and multiple-input multiple-output (MIMO) as well as multiple-input and single output (MISO) processes are denoted as \(G\).

1.2.1 Cascade control

Cascade control is shown in Fig. 1.2. This control structure can be used when there is one available input \((u)\), one primary output \((y_1)\) and one extra measurement \((y_2)\) that can be used to improve control of \(y_1\). In cascade control the primary (master) controller \((C_1)\) in an outer loop, that controls \(y_1\), gives the setpoint \((y_{sp}^1)\) for the secondary (slave) controller \((C_2)\) that controls \(y_2\) in an inner loop. The inner loop rejects disturbances \((d_2)\) on a faster time-scale, improving the dynamic response.

\[
\begin{array}{ccccccccc}
& y_1^{sp} & \times & C_1 & y_2^{sp} & \times & C_2 & u & g_2 & d_2 & y_2 & g_1 & d_1 & y_1 \\
\end{array}
\]

Figure 1.2: Cascade control structure.

The typical example of cascade control is a distillation column where we have a composition controller as a master \((C_1)\) to a temperature controller \((C_2)\)\(^5\). There are other ways of using extra measurements; for example, using state feedback rather than output feedback (Grimholt and Skogestad, 2016).

\(^4\)This clarification may be required because, for example, in optimization the input vector usually includes the disturbances, which cannot be manipulated.

\(^5\)We are interested in controlling the composition but outlet composition measurement have a long delay compared to a temperature measurement at a tray (location) close to the relevant outlet, which gives a good indication of composition.
1.2.2 Feedforward control

Feedforward control is shown in Fig. 1.3. This control structure can be implemented when there is a measured disturbance \( d \) and its effect on the output \( g_d \) is well-known. In feedback control, we adjust the input \( u \) based on the measurement of \( y \). In a feedforward scheme, we use the measured disturbance \( d_m \) to adjust the input \( u \) and keep the output \( y \) constant when there are disturbances. The feedforward controller \( C_{ff} \) is designed based on how \( u \) and \( d \) affect \( y \), correspondingly, \( g \) and \( g_d \) in Fig. 1.3.

![Figure 1.3: Feedforward control structure.](image)

Feedforward is particularly useful if feedback control is not effective because the measurement of \( y \) is not available or the process delay (in \( g \)) is larger than the disturbance measurement delay (in \( g_{dm} \)) (Balchen and Mummé, 1988). In industry, the disturbance is sometimes called the “wild variable”. Feedforward control is usually used in combination with feedback in an additive manner. An alternative is a cascade implementation as in ratio control.

**Ratio control**

This is the most common feedforward structure. The most common ratio control is with

\[
\begin{align*}
  u &= q_1 \\
  d &= q_2 \\
  y &= \frac{q_1}{q_2}
\end{align*}
\]

where \( q_i \) are flowrates. In this case, ratio control can be implemented with

\[ u = r \ d \]

where \( r \) is the setpoint for \( y \). Fig. 1.4 shows this control structure, which can be seen as a simplification of Fig. 1.3, with \( C_{ff} = r \) and \( g = g_d = g_{dm} = 1 \).
A more advanced ratio control scheme that handles industrially relevant situations is presented by Hågglund (2017).

Ratio control is typically used in blending/mixing, for example, for the feed streams to a reactor. The idea is that a constant ratio will result in a constant composition (or temperature) of the mixed streams. The setpoint \( r \) is often adjusted by feedback, in a cascade manner. Note that ratio control also has a linearizing effect and the process is decoupled by controlling the ratio of the flows instead of the flows themselves.

**Decoupling**

Decoupling is used to reduce interactions and prepare multiple-input multiple-output (MIMO) systems for single-loop control. Decouplers are designed as feedforward control. For example, in a \( 2 \times 2 \) system, \( u_2 \) is considered as a disturbance on \( y_1 \) and \( u_1 \) is considered as a disturbance on \( y_2 \).

The most common scheme is one-way decoupling (only decoupling for one of the interactions). For two-way decoupling the "inverse" scheme of Shinskey (1977), shown in Fig. 1.5, is recommended because it keeps the gain from \( u_1 \) to \( y_1 \) \((g_{11})\) unchanged when we add the decoupling element and, correspondingly, the gain from \( u_2 \) to \( y_2 \) \((g_{22})\) is also unchanged; thus, the decoupled process is

\[
G_{\text{decoupled}} = \begin{bmatrix} g_{11} & 0 \\ 0 & g_{22} \end{bmatrix}
\]

Another advantage of inverted decoupling is that it also accounts for input saturation because the actual process input is being measured and used for decoupling.
1.2.3 Selectors

Selectors can be seen as building blocks for advanced control structures. The output of a max-selector\(^6\) is the signal that has the greatest value, while the output of a min-selector\(^7\) is the signal with the least value. Similarly, the output of the mid-selector is the signal with the value in the middle (median). Note that the mid-selector can be obtained with a combination of min and max selectors.

**min and max selectors for (optimal) steady-state operation**

In this case there is one available input (\(u\)) for more than one output (\(y_i\)). As shown in Fig. 1.6, each output (\(y_i\)) has a separate controller (\(C_i\)) and the selector chooses which output to use (\(u\)) based on the output \(u_i\) from the controllers\(^8\), either

\[
u = \max(u_i)
\]

or

\[
u = \min(u_i)
\]

This is feasible when acceptable control can be achieved for all outputs (\(y_i\)) at any given time with the single input, either because it is allowed to give up controlling one output (\(y_i\)) or because \(y_i\) only is constrained by a limit (\(y_i^{lim}\)). This application is described in Section 2.2.5 of this thesis.

---

6 Also called high-select and sometimes denoted with a "greater than" symbol (>).

7 Also called min-select and sometimes denoted with a "less than" symbol (<).

8 If the controlled variables have similar dynamics and the same units (or are normalized), it is possible to use one controller, with the selector block at the controller input. However, this scheme is more limited, and we recommend to implement selectors as in Fig. 1.6.
Krishnamoorthy (2019) identified cases in which CV to CV switching using this scheme is not feasible. Krishnamoorthy and Skogestad (2019) give the example when we have one valve (u) and we want to control maximum flow (y_1 = F_{max}) and maximum pressure upstream (y_2 = P_{max}). To maximize flow, the flow controller (C_1 for y_1) would open the valve (u = u_{max}). To maximize pressure, the pressure controller (for C_2 for y_2) would close the valve (u = u_{min}). With a min selector, the pressure controller (C_2) would always be chosen and with a max selector, the flow controller (C_1) would always be chosen.

**mid-selector for steady-state range control**

This alternative is shown in Fig. 1.7. In this case we have one input (u) and one output (y) and y has both a lower bound (y_{min}) and an upper bound (y_{max}). In addition, we have a desired setpoint u^{sp} for the input. In this case we have two controllers on the same output y, but with different setpoints (y_{min} and y_{max}). Let u^{min'} and u^{max'} be the values calculated by the two controllers. The mid-selector selects u = mid(u^{min'}, u^{sp}, u^{max'}). This will drive the output away from y_{max} or y_{min} when the disturbances are such that the controller outputs u^{min'} or u^{max'} reach the setpoint u^{sp}.

Note that the setpoint u^{sp} can also be given as a feedforward from the disturbance (e.g. inflow for level control with a large filter time constant) or come from a controller.
for another output. An example of this application of the *mid*-selector, with \( u^{sp} \) coming from another controller is described in Zotică et al. (2019).

**Override *min* and *max* selector for dynamic operation**

In this case, the selector is used for dynamic purposes, that is, to bypass the normal control system when it is reacting so slowly such that some variable has reached an upper or lower limit. An override is not needed for steady-state operation. The override controller often controls a variable which is already controlled with another controller (\( C_m \) with \( y = y^{sp} \)), but another faster controller is added (\( C_{lim} \) with \( y = y^{lim} \)) for override purposes. At steady-state the "main" controller \( C_m \) will control \( y \). This structure is shown in Fig. 1.8.

![Cascade controller with override min and max selector for dynamic operation.](image)

An example could be a distillation column where we have composition controller \( C_m \) as a master to a temperature controller (\( C_{sl} \)), in cascade. Here, we add another composition controller \( C_{lim} \) that bypasses the temperature controller (\( C_{sl} \)) if the composition gets out of bound and reaches \( y^{lim} \).

**Override *mid*-selector with three controllers**

Using a *mid* selector it is also possible to have a desired intermediate setpoint \( y^{sp} \), that is, to let \( u^{sp} \) be the output of a third controller for the same output. This structure is shown in Fig. 1.9 and analyzed in Chapter 8 (Reyes-Lúa et al., 2018a), where we use P-controllers for \( C_1 \) and \( C_3 \) and a PI-controller for \( C_2 \).
1.2.4 Input (valve) position control (VPC)

Valve position control has also been called input resetting (Skogestad and Postlethwaite, 2005) or mid-ranging control (Allison and Ogawa, 2003).

There are three cases in which it can be used:

1. Dynamic case with one output and two inputs. In this case, both inputs ($u_1$ and $u_2$) are always used, and both have a direct effect on the output $y$. Here, VPC is used for improving the dynamic performance for controlling the output ($y$) if the dynamic response for the primary input ($u_1$) is too slow. We could have used only input $u_1$ to control $y$, but $u_2$ is used dynamically to improve the dynamic performance. Thus, in this case, $u_2$ is used to control $y$, whereas $u_1$ controls $u_2$ back to its desired steady-state value. This case is illustrated in Fig. 1.10.

A simple example is if we have a "big, slow" valve ($u_1$) and a "small, fast" valve ($u_2$) to control a desired total flowrate ($y$). We use the "small, fast" valve $u_2$ for dynamic performance, and we use the "slower, big" valve, $u_1$, to maintain $u_2$ within a convenient range, close to $u_2^{sp}$. Note that in this example the flowrate corresponding $u_1$ is higher than the one corresponding to $u_2$. 

![Figure 1.10: Input (valve) position control to improve dynamic performance.](image)
This is an alternative to parallel (multi-input single-output) control where we use two inputs ($u_1, u_2$) to improve the control of one output ($y$).

2. **Dynamic case with one output and one input**, but with two controllers ($C_y, C_u$). This is used for floating control of $y$. Floating control is used when it is required that $y$ (e.g. pressure or temperature) is controlled at all times to stabilize the process or provide (local) disturbance rejection and avoid drift on a fast time scale, but the setpoint of $y$, in itself is not important.

We use the input ($u$) to control $y$ (with controller $C_y$) while using an outer master controller (a VPC, $C_u$) to bring $u$ to a setpoint ($u^{sp}$) and keep it away from its constraint. This is done by manipulating the setpoint $y^{sp}$ for controller $C_y$. Here, $y$ should be away from both boundaries\(^9\). This case is illustrated in Fig. 1.11.

![Figure 1.11: Input (valve) position control for floating control (of $y$).](image)

3. **Steady-state case with one output and two inputs.** In this case, VPC is used for extending the steady-state range for controlling $y$ when the primary input $u_1$ saturates. Here, $u_2$ is only used to avoid that $u_1$ saturates, so most of the time $u_2$ is not used, which is different from the dynamic case where $u_2$ is actually the input that controls $y$. In summary, in this case $u_1$ is used to control $y$, whereas $u_2$ controls $u_1$ only when $u_1$ reaches saturation or a limit. This is illustrated in Fig. 1.12. This use is also explained below in Section 1.2.5, as well as in Chapters 2 and 4.

\(^9\)If the outer loop that adjusts $u^{sp}$ is controlling a more important output variable ($y_1$), then this is a special case of cascade control with a master and a slave loop, where the slave loop is the inner stabilizing controller.
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1.2.5 Input sequencing

Input sequencing is used when we use more than one input \( (u_i) \) for steady-state control of one output \( (y) \), in a predefined order. This topic is analyzed in several chapters of this thesis. There are three alternatives:

1. Split range control (Fig. 1.13)
2. Controllers on the same output with different setpoints (Fig.1.14)
3. Valve position control (VPC) (Fig. 1.12)

Figure 1.13: Alternative 1 for range extending: (standard) split range control.

In alternatives 1 and 2 we always use only one input at the time, whereas in alternative 3 (VPC), we use two inputs when the primary input is close to saturation. If we want to maintain \( y = y^{sp} \) and use the whole range, alternatives 2 and 3 are not steady-state optimal in the sense that there will be back-off either from the setpoint for \( y \) (\( \Delta y^{sp} \) in Fig. 1.14) or from the input constraint value (\( \Delta u_1 \) in Fig. 1.12). This is discussed in Chapter 4. Standard split range control is analyzed in Chapter 5. In Chapter 7 we analyze in which cases having different controllers with different setpoints is steady-state optimal. The new generalized split range control structure introduced in Chapter 6 is a combination of alternatives 1 and 2.
1.2.6 Anti-windup

This is used to (correctly) initialize the states of the controller when a controller is reactivated, and it can be done in many ways. In some cases we want to avoid that the input "jumps" (bumpless transfer) and then standard input tracking may be used. However, there may be cases where we want the input to "jump" (see Section 6.5.4).

Fig. 1.15 illustrates input tracking with back-calculation as described by Åström and Hägglund (2006). Time constant $\tau_T$ defines how fast the controller is driven to the actual actuator position.

1.2.7 Other blocks

Examples of other blocks that can be used to build control structures and are not described here are: more general logic blocks (e.g. if... then); calculation block (usually a static non-linear element used for decoupling, disturbance rejection or as a soft sensor); cross-limiting control, to prevent one or more variables from violating boundaries, and force on/off elements to cycle faster to improve dynamic performance.
1.3 Main contributions of this thesis

PID-based control structures are commonly used in process industries. However, their design mostly relies on the experience of the control and process engineers, and not always considers optimal operation. This thesis introduces a framework for the design of the supervisory control layer using PID-based control structures, considering steady-state optimal operation. Additionally, design and tuning guidelines for control structures used in industry are proposed and new control structures are introduced. Most of the work is focused on (but not limited to) control structures that extend the operating range by using more than one manipulated variable.

The main contributions of this work are:

1. Proposing a systematic design procedure for the supervisory control layer using PID-based advanced control structures (Chapters 2, 3 and 4).
   - Suggesting the use of priority lists of constraints for the design of PID-based control structures (Reyes-Lúa et al., 2018d).
   - Identifying the relevant active constraint switches that can be handled with PID-based control structures in the supervisory control layer.
   - Identifying which control structures can be used in each case.
   - Identifying limitations and advantages of the alternative control structures for extending the range of controlled variables.

2. Proposing a systematic procedure to design standard split range controllers, which is probably the advanced control structure most used for extending the operating range of controlled variables (Chapter 5).

3. Proposing a generalized split range control structure in which we can use independent controllers for each manipulated variable and avoid interactions by having only one active manipulated variable at a time (Chapter 6).

4. Identifying that in linear processes where the optimal control problem can be formulated as a combination of linear term for input usage and a quadratic term for setpoint deviation, it is optimal to extend the range of the controlled variable by using different controllers with different setpoints, and proposing a procedure to find these optimal setpoints (Chapter 7).

5. Proposing a control structure and setpoints to control the level as well as satisfying level boundaries in surge tanks (Chapter 8).
1.4 Organization of the thesis

- **Chapter 1** introduces the motivation and scope of the thesis and describes commonly used PID-based advanced control structures.

- In **Chapter 2** (Reyes-Lúa and Skogestad, 2019c), we propose a systematic procedure to design the supervisory control layer using single-loop classical advanced control structures such that the process achieves steady-state optimal operation when the active constraints change. We identify the types of active constraint changes and which control structures can be used in each case. The proposed methodology is illustrated with two case studies, one mixing process and one distillation column. This chapter gives the framework in which the results of the following chapters can be applied.

- In **Chapter 3** (Reyes-Lúa et al., 2019a) we design the control structure of a refrigeration cycle with heat recovery using the methodology proposed in Chapter 2.

- In **Chapter 4** we analyze the structures identified in Chapter 2 for MV to CV switching and compare them in a case study in which we control the temperature and the flow in a cooler (Reyes-Lúa et al., 2018d). Then, we compare split range control (the structure with the best results) with model predictive control (MPC) (Reyes-Lúa et al., 2018b) and show that both alternatives are steady-state optimal.

- In **Chapter 5** (Reyes-Lúa et al., 2019b) we introduce a procedure to design standard split range control, considering the different dynamic effects of each MV on the controlled variable, as well as (steady-state) economics.

- In **Chapter 6** (Reyes-Lúa and Skogestad, 2019a) we introduce a generalized control structure for split range applications that overcomes the limitations of standard split range control by using multiple independent controllers with the same setpoint. We illustrate our proposed structure with a case study for temperature control.

- In **Chapter 7** (Reyes-Lúa and Skogestad, 2019b), we identify that having different setpoints can be optimal in some cases and propose a procedure to find the optimal setpoint deviations. We illustrate our procedure with a case study for room temperature control.

- In **Chapter 8** (Reyes-Lúa et al., 2018a) we propose a simple control structure with a mid-selector, two P-controllers and a PI-controller in a "split-range scheme" to reduce flow variations in a surge tank, satisfying level constraints and compare the simulation results with MPC.
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Systematic design of active constraint switching using classical advanced control structures

The most important task of the supervisory control layer is to maintain optimal operation. To achieve this, we need to change control objectives when constraints become active (or inactive) due to disturbances. In most process plants, the supervisory layer uses classical PID-based advanced control structures, but there is no systematic way of designing such structures.

Here, we propose a systematic procedure to design the supervisory control layer using single-loop classical advanced control structures such that the process achieves steady-state optimal operation when the active constraints change. The active constraints can be on the manipulated variable (MV, input) or on the controlled variable (CV, output). In this chapter, we consider all three possible cases:

- CV-CV switching, which involves selectors
- CV-MV switching, which does not need any special structure if we pair according to the input saturation pairing rule
- MV-MV switching, which uses split range control or a similar structure.

We illustrate our methodology with two case studies, a mixing process and a distillation column.
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2.1 Introduction

The control hierarchy typically used in process plants decomposes the overall control problem on a time scale basis, as shown in Fig. 2.1. The upper layers are related to long-term economic optimization, whereas the two lower layers are control layers, with the objective to keep the controlled variables (CVs) at their desired setpoints.

The control layer is sub-divided into a supervisory control layer and a regulatory or stabilizing control layer. The main objective of the regulatory layer is to stabilize the process and avoid drifting away from the desired steady-state, and to reject disturbances on a fast time scale (Lu, 2003; Skogestad, 2004). The supervisory control layer should follow the setpoints for the controlled variables computed by the optimization layer (CV₁). Importantly, this involves switching between active constraint changes in CV₁. It also calculates the setpoints for the regulatory layer (CV₂), and avoids steady-state saturation of the manipulated variables (MVs) used by the regulatory layer¹.

¹Note that in this work, the terms output (y) and controlled variable (CV) are used as synonyms.
Skogestad (2004) proposed a systematic procedure for control structure design for complete process plants. The procedure is separated in two main parts: top-down analysis and bottom-up design. The top-down analysis focuses on identifying the steady-state optimal operation, usually based on economics. The bottom-up part focuses on the design of the control layer structure. The procedure is as follows:

- **Top-down analysis:**
  
  S1: Define a cost \( J \) to be minimized (economics), and identify constraints that must be satisfied during operation.

  S2: Identify the degrees of freedom \( (u, \text{MVs}) \) and determine the optimal operation conditions (including active constraints) for expected disturbances (usually at steady-state).

  S3: Identify candidate measurements \( (y) \) and, from these, select controlled variables \( (\text{CV}_1) \). Active constraints should always be controlled for optimal operation. For the remaining unconstrained degrees of freedom we should control 'self-optimizing' variables, which, when kept constant, indirectly minimize the cost (Skogestad, 2000).

  S4: Select the location of the throughput manipulator (TPM) (Price and Georgakis, 1993), which is where the production rate is set. This is a dynamic decision. For maximizing production (reduce back-off), the TPM should be located at the bottleneck (Aske and Skogestad, 2009).

- **Bottom-up design of the control structure:**

  S5: Select the structure of the regulatory PID control layer. Select "stabilizing" control variables \( (\text{CV}_2) \) and, since single-loop control is preferred in this layer, choose pairings for \( \text{CV}_2 \) with manipulated variables (MVs).

  S6: Select the structure of the supervisory control layer. It can be model-based (using MPC), but in this chapter we consider the use of classical advanced control elements.

  S7: Select the structure for the online optimization layer (RTO), if required. The RTO layer may be avoided if one can switch between active constraints in the supervisory layer, and can identify good self-optimizing variables (Skogestad, 2000) for the remaining unconstrained degrees of freedom.

This procedure can be followed sequentially, but one decision directly influences the others, such that the procedure may be iterative (Skogestad, 2004; Skogestad

Similarly, the terms input \( (u) \) and manipulated variable (MV) are also used as synonyms and refer to the physical input variables.
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and Postlethwaite, 2005). In this work we focus on step S6, specifically on how to handle switching between active constraints. The decisions taken in the top-down part of the procedure, especially the identified active constraints, directly affect the design of the supervisory control layer, and we assume that the former decisions are already taken.

Active constraints are variables that should optimally be kept at their limiting value (step S3). These can be either manipulated variable (MV, input) constraints or controlled variable (CV, output) constraints. The maximum pressure in a unit is a CV constraint, while the maximum opening of a valve is a typical example of an MV constraint. We need to be a bit cautious about what we mean by MV constraint because the term MV generally denotes the degrees of freedom in any layer. For example, when referring to the supervisory layer, it may refer to the setpoint for the CV in the regulatory layer. However, in the context of this work, MV constraints mean minimum or maximum values of the physical manipulated variable (e.g. valve opening or pump rotational speed).

If there are remaining unconstrained degrees of freedom in step S3, then one should identify associated self-optimizing variables to keep at constant setpoints (Skogestad, 2004). Controlling the self-optimizing variable to its optimal setpoint keeps the process at (near-)optimal operation (Skogestad, 2000; Skogestad and Postlethwaite, 2005). Self-optimizing variables can be a specific measurement, a combination of measurements \( c = H_y \) (Alstad et al., 2009), or a measurement or estimate of the gradient of the cost \( J_u = \frac{dJ}{du} \). Note that the self-optimizing variables generally will change when we enter a different active constraint region.

If there were no changes in the operating point and, in particular, no changes in the active constraints, optimal operation would always be achieved by using the same control structure and constant setpoints in the regulatory control layer. However, all plants are subject to disturbances which may cause changes in the optimal operation point and the active constraints. Typical disturbances include changes in feed rate, feed composition, product specifications, prices, and drift in process parameters such as efficiencies.

In terms of economics, the most important role of the supervisory control layer is to keep the operation in the right active constraint region, which is a region in the disturbance space defined by which constraints are active within it (Jacobsen and Skogestad, 2011). Stephanopoulos (1984) states that an optimizing control strategy in the supervisory layer must identify when the plant must be moved to a new operating point (changes active constraint region) and then make the appropriate setpoint changes to bring the plant to the new optimum operating point.

The supervisory control layer is sometimes designed with Model Predictive Control
(MPC). The main advantage of MPC in terms of economics is that it can handle many constraints and that it represents a unified systematic procedure to control multivariable processes (Mayne, 2014). The main drawback of MPC is that it requires a dynamic model of the process, which is not always available or is costly to generate and update. Furthermore, standard MPC may not handle changes in active constraints effectively, except by the indirect use of weights in the objective function (Allison and Isaksson, 1998; Forbes et al., 2015).

The supervisory control layer can alternatively be designed using classical advanced control structures with PID-controllers and simple blocks, and this is the most common control approach in industry. The main reason is that classical structures can be gradually implemented in the existing “basic” control system using little model information (Skogestad, 2015). Some classical advanced control elements (also called blocks or idioms (Bristol, 1980)) used in addition to PID controllers include (Shinskey, 1988; Seborg et al., 2003):

- cascade
- feedforward and ratio
- decoupling
- calculation block
- valve position (input resetting)
- selector (max, min)
- split range (input sequencing)

These structures have been used since the 1940s (Eckman, 1945; Fink, 1945). However, there has been limited academic work and most implementations are ad-hoc. The lack of a systematic procedure to design control structures was pointed out by Foss (1973) in his famous paper with title *Critique of chemical process control theory*. He writes that “the central issue to be resolved by the new theories of chemical process control is the determination of control system structure”. Following this, some research was initiated to design control structures in a systematic way (e.g. Vandenbussche (1975), Govind and Powers (1978), Govind and Powers (1982), Bristol (1980), Stephanopoulos (1984)). Although some good ideas were introduced, this research has had limited impact. More recently Hägghund and Guzmán (2018) pointed out that little research and development has been presented to the use of the basic control structures, even in the regulatory layer. To the knowledge of the authors, there is no systematic procedure to design the supervisory control layer structure (step S6) using classical advanced control elements. In this work, we present such
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a systematic procedure and show its applicability in two industrially relevant case studies.

2.2 Design procedure for constraint switching using classical advanced control structures

The proposed procedure to design constraint switching strategy for the supervisory layer (step S6) using Advanced control structures has five main steps:

Step A1: Define the control objectives (CVs), manipulated variables (MVs) and constraints. Distinguish between CV and MV constraints.

Step A2: Organize the constraints in a priority list. That is, identify which setpoints or constraints can be given up in order to guarantee feasible operation.

Step A3: Identify possible and relevant active constraint switches.

Step A4: Design the control structure for normal operation.

Step A5: Design the control structures to handle the identified active constraint switches.

We will now detail each step.

2.2.1 Step A1: Define the control objective, MVs and constraints

The control objectives in the supervisory layer are specified in terms of controlled variables (CVs) with setpoints. These follow from step S3 in the top-down analysis. These were called CV₁ earlier, but for simplicity we will now just call them CV in the rest of the thesis. Note that the CVs from step S3 may also include MVs. The main objective of step S6 is to implement this in practice. The main problem is that the variables that we need to control may change during operation due to changes in active constraints.

A detailed analysis in step S3 results in a number of active constraints regions, each with a specific set of controlled variables. However, in practice, such a detailed analysis usually is too time consuming to perform. Instead we may, based on a partial analysis in step S3 and engineering judgment, list the expected controlled variables:

1. Outputs (CVs) with setpoints (denoted CV equality constraints in the following). For example, product specifications and operating pressures and temperatures.
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2. Input variables with desired values or setpoints (denoted MV equality constraints in the following). For example, a desired value for rotational speed of a compressor.

3. Output (CV) constraints. These may become optimally active at certain steady-state operating points.

4. Input (MV) constraints. These may become optimally active at certain steady-state operating points.

5. Self-optimizing CVs. These are associated with unconstrained degrees of freedom and keeping them at constant setpoints should indirectly minimize the economic cost.

6. Desired throughput (production rate). Typically, but not always, a flowrate (MV or CV) with a given setpoint.

Sometimes the throughput is given and may enter as an MV equality constraint. However, in many cases with good market conditions, optimal operation (minimum cost, $J$) is achieved by maximizing the throughput. In this case, one may set an unachievable high setpoint for the production rate, and optimal operation (maximum production) is achieved when one reaches the bottleneck, which is when there are no more constraints that can be given up (Aske and Skogestad, 2009).

The best self-optimizing CV will change when the active constraints change, but for simplicity we often try to use the same “self-optimizing” CV in several regions. This will imply that its setpoint may need to vary depending on the disturbance value; for example, the feed rate. To identify self-optimizing variables and their setpoints, we generally need a process model. Note that otherwise, the procedure proposed in this chapter does not need explicit model information.

2.2.2 Step A2: Organize the constraints in a list of priorities

At some operating conditions, it may not be feasible to satisfy all the constraints using the available MVs. In this case, one may use a priority list to decide which constraints can be given up to make operation feasible. This will also help us in making decisions regarding pairing of CVs and MVs.

Physical MV constraints, which of course cannot be violated, are placed at the highest priority. This means that they cannot be given up. Economic objectives such as desired throughput and self-optimizing setpoints are at the lower end of the priority list. By placing the most important constraints at the top, the priority list typically has the following structure:
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(P1) Physical MV inequality constraints. It is physically impossible to give them up. Typical examples are: maximum or minimum opening of valves, or maximum pump speed.

(P2) Critical CV inequality constraints. These may possibly be given up for a short period. These are often safety constraints such as maximum temperature or maximum pressure.

(P3) Non-physical MV and less critical CV constraints (both equality and inequality constraints). These may be given up; for example a desired pressure (CV equality constraint). By non-physical MV constraints, we mean a constraint that is not related to a fully open or closed valve (control element). For example, it could be the minimum liquid flow in a distillation column to ensure proper wetting of the packing, or maximum flow to avoid excessive wear.

(P4) Desired throughput. These are MV or CV equality constraints, which must be given up when we reach a bottleneck. Typically, this happens when we reach a physical MV inequality constraint and there are no variables with lower priority that can be given up.

(P5) Self-optimizing variables. These are economic CV equality constraints, which can be given up.

It is important to note that the ordering of items P2, P3 and P4 may vary depending on the specific case. Often, the desired throughput has a higher priority than a CV inequality constraint; for example, a desired setpoint for a byproduct concentration. Within the constraints in P3, there might be CV of MV equality constraints with a higher priority than others. It should also be noted that constraints in P3, P4 and P5 may include the same variables that are already used in P1 and P2, but with different bounds.

Usually, few physical MV constraints are active in the base case operating point. When disturbances occur and we operate away from this point, we may reach physical MV constraints and we have to give up controlling some other CV or MV constraint. The order in which constraints should be given up as we move away from nominal operation follows the reverse of the priority list. We first give up the constraints at the end of the list (with the lowest priority) and continue satisfying those with higher priority.

2.2.3 Step A3: Identify active constraint switches

Once all possible constraints have been identified and prioritized, we proceed to identify active constraint switches. This will occur when disturbances cause a CV or MV to reach a new inequality constraint and we have to give up controlling some
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other variable or, inversely, that an inequality constraint is no longer active, and we can start controlling another variable. Therefore, the priority list from step A2 is very useful for identifying likely switches.

One may believe that we need to obtain all the active constraint regions as a function of all the disturbances. However, obtaining this information is usually very time consuming, even for quite simple processes and, fortunately, it is not necessary (Jacobsen and Skogestad, 2011). We only need to know which active constraint switches are relevant. We do not need the actual point (value of the disturbance) at which we change from one active constraint region to the other, as this will be indirectly identified online with the value of the MVs and CVs. It is insightful to know the maximum number of active constraint regions, which is given by (Jacobsen and Skogestad, 2011):

\[ n_{r}^{\text{max}} = 2^{n_c} \]  

(2.1)

where \( n_c \) is the number of constraints. In practice, there are usually much fewer possible and even fewer relevant active constraints regions (\( n_r \)), so

\[ n_r < n_{r}^{\text{max}} \]  

(2.2)

The following criteria is useful to find possible active constraint regions, so that we can design the control structure considering only the regions of interest:

- Certain constraints are always active (reduces effective \( n_c \) in Eq. (2.1)).
- Certain constraint combinations are not possible. For example, maximum or minimum bounds on the same variable cannot be reached at the same time.
- Certain constraints (or regions) cannot be reached by the assumed disturbance set.
- At a given time, the number of active constraints is limited by the number of degrees of freedom (MV).

2.2.4 Step A4: Design control structure for base case operation

The next step is to design a control structure for the base case operating point, which is typically the nominal operating point. This is often a case with relatively few active constraints and in which most, if not all, constraints in the priority list can be satisfied. In this step, we should follow standard guidelines for designing control structures (Price and Georgakis, 1993; Price et al., 1994; Aske and Skogestad, 2009; Skogestad, 2015). For example, we should follow the pair close rule for a good dynamic response (minimize delays) (Minasidis et al., 2015).
When designing the base case control structure for optimal operation, we should note that a constrained MV does not need to be actively controlled. Thus, if it is optimal to maintain a valve fully open or fully closed, such as in a bypass, then we do not need to implement a controller to achieve this. We simply set it fully open or fully closed. In order to reduce the need of repairing of loops as we go away from the base case, we recommend to pair MVs with CVs according to the following rule (Minasidis et al., 2015):

**Input saturation pairing rule:** A manipulated variable (MV) that is likely to saturate at steady state, should be paired with a controlled variable (CV) that can be given up.

By 'can be given up’ we mean that it is near the bottom of the priority list. If we do not follow the input pairing rule, then we need to find another MV to take over controlling the CV. An alternative formulation of the rule is *pair an MV which is unlikely to saturate with an important CV.*

### 2.2.5 Step A5. Design control structures for active constraint switching

There is a fundamental difference between MV and CV constraints because we need an MV to control a CV, whereas an MV can simply be set at its constraint value. Considering this, the following constraint switches can occur:

- **Case 1:** CV (output) to CV (output) constraint switching
- **Case 2:** MV (input) to MV (input) constraint switching
- **Case 3:** MV (input) to CV (output) constraint switching

**Case 1: CV to CV constraint switching**

This case typically happens when we have one input (MV) which switches between controlling two alternative CVs, meaning that only one CV is controlled at any given time.

To switch between the CVs, we can use two independent controllers and a *max/min* selector, so that the active CV constraint is always selected. Fig. 2.2 shows the block diagram with two CVs ($y_1$ and $y_2$) and one MV ($u$). It is important to note that anti-windup must be implemented in both controllers ($C_1$ and $C_2$).

A possible misconception here is that all the CVs ($y_1$ and $y_2$ in Fig. 2.2) need to be of the same type (e.g. temperature) as in *auctioneering*, where we have one controller and the selector is on the input of the controller and we select to control...
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Figure 2.2: CV to CV switching using a selector for the case with two CVs ($y_1$ and $y_2$).

one of several similar outputs (Skogestad and Postlethwaite, 2005). However, in general the CVs may be of different type if the selector is on the output from the controller (Wade, 2004), as in Fig. 2.2.

As an example, Fig. 2.3 shows a flowsheet in which the coolant flow, actually its setpoint ($u = \dot{m}_{w}^{sp}$), is the only available MV to control either the reactor temperature ($y_1$) or concentration ($y_2$), both of which can reach their corresponding maximum constraints. A selector on the controller output signals ($u_1$ and $u_2$), allows for the CV switching between temperature ($y_1$) and composition ($y_2$).

Such schemes are sometimes called override control (Shinkskley and Shunta, 1995; Wade, 2004; Schuurmans, 2019). However, we prefer to call it CV to CV switching to avoid the connotation of "error" or "emergency" of the term override. On the contrary, the CV to CV switching is desirable and economically optimal. It is also worth mentioning that this is a logical switch. It is not single-input multiple-output (SIMO) control, which usually refers to the use of one controller to control two CVs in some
weighted or average manner (e.g. Freudenberg and Middleton (1999), Amezquita-Brooks et al. (2017)). For a more detailed discussion of CV to CV switching for optimal operation, the reader is referred to Krishnamoorthy (2019).

**Case 2: MV to MV constraint switching**

This case typically happens when the primary MV saturates, and an extra MV is added to cover the whole steady-state range and maintain control of the CV. Three alternative schemes can be used for input-to-input constraint switching:

1. Split range control (SRC).
2. More than one controller for the same CV, each with a different setpoint.
3. Input (valve) position control.

In the first two schemes, only one MV is actively controlling the CV, while the other MVs are fixed at a limiting (minimum or maximum) value.

*Split range control* is the most common scheme. It has been in use for more than 75 years (Eckman, 1945; Fink, 1945), and it is still commonly implemented in industry (Sun et al., 2015). Some other names that have been used for split range control are *dual control agent* (Eckman, 1945), *range extending control* (Bristol, 1980) and *valve sequencing* (Lipták, 1985). Fig. 2.4 shows the block diagram of a split range controller (SRC) with two MVs ($u_1$ and $u_2$) for one CV ($y$). When the internal control signal ($v$) is below the split value ($v^*$), $u_1$ is used to control $y$, while $u_2$ is fixed at a limiting value; when $v$ is above $v^*$, $u_2$ is used to control $y$, while $u_1$ is fixed at a limiting value.

![Figure 2.4: MV to MV constraint switching using split range control (SRC) for a case with two MVs ($u_1$ and $u_2$) and one CV ($y$).](image)

Split range controllers should be designed considering the different dynamic effects of each MV on the output, as well as steady-state economics. There is a single controller (C) in Fig. 2.4, but independent adjustments of the controller gains are
possible by making use of the location of $v^*$, or equivalently, the slopes in the split range block (SR-block) (Reyes-Lúa et al., 2019b). However, for standard split range control, other controller parameters like the integral time, have to be the same for both inputs (MVs).

The most common alternative to split range control is to use one controller for each $MV$ with different setpoints, e.g. $y^{sp}$ and $y^{sp} + \Delta y^{sp}$, as shown in Fig. 2.5. $\Delta y^{sp}$ should be large enough such that only one controller is active at a given time, while the other inputs are at their limits (Smith, 2010).

![Figure 2.5: MV to MV constraint switching using two controllers with different setpoints.](image)

The third option, shown in Fig. 2.6, is input (valve) position control (VPC) (Shinkskey, 1978, 1981). It is commonly used to improve the dynamic performance by the use of extra dynamic inputs\(^2\), and then is sometimes referred to as input resetting (Skogestad and Postlethwaite, 2005; Sun et al., 2018) and mid-ranging control (Allison and Ogawa, 2003).

However, here we are considering it as an alternative to split range control to extend the steady-state range (Reyes-Lúa et al., 2018d), as shown in Fig. 2.6. In this case, $u_1$ always controls $y$. We cannot let $u_1$ fully saturate because otherwise control of $y$ is lost. If the input ($u_1$) approaches its limit $u_1^{lim}$ (upper or lower), given by $u_1^{sp}$ (for example, $u_1^{sp} = u_1^{min} + \Delta u_1$), then input $u_2$ indirectly takes over the control of $y$ by keeping $u_1$ close to this value ($u_1^{sp}$). $\Delta u_1$ is the "back-off", i.e. $\Delta u_1 \neq 0$. The advantage with this scheme is that the output ($y$) is always controlled with the same "primary" input $u_1$. The disadvantages are that one cannot utilize the full steady-state range of this "primary" input ($u_1$), and that tuning of the outer controller ($C_2$ in Fig. 2.6) may be challenging (Sun et al., 2018).

\(^2\)When used for dynamic reasons, while $u_1$ takes care of the fast control, $u_2$ takes care of the long-term control, and $u_1$ (usually a valve) is slowly reset to a desired mid-range position ($u_1^{sp}$) using $u_2$ (Skogestad and Postlethwaite, 2005; Haugwitz et al., 2005). This way, the MV controlling the CV ($u_1$) does not saturate.
Figure 2.6: MV to MV constraint switching using input (valve) positioning control.

**Case 3: MV to CV constraint switching**

This happens when we have saturation of the MV ($u_1$) that we are using to control a CV ($y_1$). In this case there are two possibilities:

1. The *input saturation pairing rule* was followed. This means that the CV ($y_1$) can be given up: This case is shown in Fig. 2.7. Here, the switch is already "built-in". That is, it is not necessary to do anything, except that we must be implement anti-windup in $C_1$ for a good transition performance when control of $y_1$ is reactivated; that is, when $u_1$ is no longer saturated.

Figure 2.7: MV to CV switching for the case when the input saturation rule is followed, so control of $y_1$ can be given up.

2. The *input saturation pairing rule* was not followed. This means that we cannot give up controlling the CV ($y_1$). Thus, when the MV ($u_1$) reaches its limit (saturates) we need to find another MV ($u_2$) to take over the task. This will generally invoke a repairing, because the new MV ($u_2$) is already controlling a low-priority CV ($y_2$). To do this, we may implement an *MV to MV* switching strategy, such as split range control, in combination with a *min/max* selector (Reyes-Lúa et al., 2018d), as shown in Fig. 2.8.
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An alternative solution is shown in Fig. 2.9 (Shinkskey, 1978). Here, controllers $C_1$ and $C_2$, for $y_1$ and $y_2$, are both designed for using $u_2$ as the input. We then have a selector for $u_2$, followed by a subtraction block which effectively does the split range control.

Controller $C_2$ is used for controlling $y_2$ using $u_2$ as the input. $C_2$ needs anti-windup because $u_2$ is reassigned to controlling $y_1$ when $u_1$ saturates. Controller $C_1$, which controls $y_1$, is always active. It uses $u_1$ to control $y_1$ when $u_1$ is not saturated and switches to using $u_2$ when $u_1$ saturates. The "extra" control element for input $u_1$ ($C'_1$ in Fig. 2.9) can be just a gain, but it can also contain lead-lag dynamics. Note that the subtraction block in Fig. 2.9 provides some built-in decoupling, which may be advantageous dynamically in the unconstrained case when both $y_1$ and $y_2$ are controlled.

**Use of anti-windup**

When using *min/max* selectors, as in *CV to CV constraint switching* (Fig. 2.2), it is necessary to implement tracking of the actual input (anti-windup) for all the controllers such that the controllers that are *not* selected do not wind up.

In *MV to MV switching* using split range control (Fig. 2.4), there is a single controller (C), which always controls the output, so anti-windup is not needed except...
if all the inputs are saturated, just as for a standard single-input single-output (SISO) controller. In MV to MV switches, when using the selector in combination with input position control, the input (valve) position controller \( C_2 \) in Fig. 2.6) winds up when it is not active, and input tracking is required for this controller.

In MV to CV constraint switching, when the input saturation rule is not followed (Fig. 2.8), anti-windup is necessary for the controller that usually manipulates the MV that is not coming from the split range controller \( C_2 \) in Fig. 2.8). The split range controller \( C_1 \) is always actively controlling the high priority CV \( y_1 \) in Fig. 2.8). If all the inputs \( u_1 \) and \( u_2 \) in Fig. 2.8) saturate, anti-windup must also be implemented for \( C_1 \) as for a standard single-input single-output (SISO) controller.

### 2.3 Case study I: Mixing of air and methanol

In a formaldehyde production process, air and methanol (MeOH) are mixed in a vaporizer. Air is fed using a blower with limited capacity. The model for the mixing process can be found in Appendix A.

#### 2.3.1 Design of the supervisory control layer

The main controlled variable is the methanol molar fraction at the outlet of the vaporizer \( y_1 = x_{MeOH} \) which should be kept at 0.1 (desired), and with a minimum value of 0.08 (more important), such that the reaction can take place. Additionally, we want to control the total mass flow \( y_2 = \dot{m}_{tot} \), and in some cases to maximize it.

**Step A1: Control objective, MVs and constraints**

The controlled variables (CVs) are:

- \( y_1 = x_{MeOH} \): MeOH molar fraction
- \( y_2 = \dot{m}_{tot} \): total mass flow

The two manipulated variables (MVs) for the supervisory control layer are:

- \( u_1 = \dot{m}_{air}^{sp} \): mass flow of air
- \( u_2 = \dot{m}_{MeOH}^{sp} \): mass flow of methanol

Note that the physical MVs are the air blower rotational speed \( \dot{\omega}_{air} \) and the MeOH valve opening \( z_{MeOH} \), but we use a (lower) regulatory control layer with flow controllers for \( \dot{m}_{air} \) and \( \dot{m}_{MeOH} \), which follow \( u_1 = \dot{m}_{air}^{sp} \) and \( u_2 = \dot{m}_{MeOH}^{sp} \).
Table 2.1 shows the maximum constraint values and nominal operating conditions. Note that the valve for \( u_2 = \dot{m}_{MeOH} \) is not limited, and only \( y_1 = x_{MeOH} \) and \( u_1 = \dot{m}_{air} \) have relevant constraints.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Units</th>
<th>Maximum</th>
<th>Nominal</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y_1 = x_{MeOH} )</td>
<td>kmol/kmol</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>( y_2 = \dot{m}_{tot} )</td>
<td>kg/h</td>
<td>-</td>
<td>26860</td>
</tr>
<tr>
<td>( u_1 = \dot{m}_{air} )</td>
<td>kg/h</td>
<td>25800</td>
<td>23920</td>
</tr>
<tr>
<td>( u_2 = \dot{m}_{MeOH} )</td>
<td>kg/h</td>
<td>-</td>
<td>2940</td>
</tr>
</tbody>
</table>

Step A2: Priority list of constraints

We generate the priority list for the constraints defined in step A1:

(P1) Physical MV inequality constraints:

\[
\dot{m}_{air}^{min} \leq \dot{m}_{air} \leq \dot{m}_{air}^{max}; \text{ constraint on } u_1 \tag{2.3a}
\]
\[
\dot{m}_{MeOH}^{min} \leq \dot{m}_{MeOH} \leq \dot{m}_{MeOH}^{max}; \text{ constraint on } u_2 \tag{2.3b}
\]

(P2) Critical CV inequality constraints:

\[
x_{MeOH}^{min} \leq x_{MeOH} \leq x_{MeOH}^{max}; \text{ constraint on } y_1 \tag{2.4}
\]

(P3) Less critical CV and MV constraints:

\[
x_{MeOH} = x_{MeOH}^{sp}; \text{ setpoint for } y_1 \tag{2.5}
\]

(P4) Desired throughput:

\[
\dot{m}_{tot} = \dot{m}_{tot}^{sp}; \text{ setpoint for } y_2 \tag{2.6}
\]

(P5) In this case there are no unconstrained degrees of freedom, and thus, there are no self-optimizing variables.

If there is no feasible solution that satisfies Eq. (2.5) or (2.6) in P3 and P4, then constraints are given up in the order P4, P3, and P2. Constraints in P1 cannot be violated for physical reasons.
Step A3: Active constraint switches

At the nominal operating point (defined in Table 2.1), we are able to satisfy all the constraints. It is always possible to control the MeOH concentration; that is, to satisfy (2.5) in P3.

The only relevant constraint switch happens when we reach the maximum bound on constraint (2.3a) in P1, \( u_1 = \dot{m}_{\text{air}}^{\text{max}} \). We then lose a degree of freedom (\( u_1 \)) and, according to the priority list for constraints, we give up controlling the constraint with the lowest priority, \( y_2 = \dot{m}_{\text{tot}} = \dot{m}_{\text{sp}}^{\text{tot}} \) ((2.6), in P4), which is the desired throughput.

Step A4: Base case control structure

We have two available MVs (\( u_1 \) and \( u_2 \)) for two CVs (\( y_1 \) and \( y_2 \)), and we need to design the control structure. We will now consider two cases:

Case A: We follow the input saturation pairing rule; thus, we pair the MV which may saturate (\( u_1 = \dot{m}_{\text{air}} \)), with the least important CV (\( y_2 = \dot{m}_{\text{tot}} \)). This control structure is shown in Fig. 2.10. Here there is no need for any additional logic for constraint switching, except that we need anti-windup for the air flow controller.

Case B: There might be some operational situation that prevents us from following the input saturation pairing rule. In this case, we pair \( y_1 = x_{\text{MeOH}} \) with \( u_1 = \dot{m}_{\text{air}} \) and \( y_2 = \dot{m}_{\text{tot}} \) with \( u_2 = \dot{m}_{\text{MeOH}} \).

Step A5: Control structures for active constraints switching (Case B)

When the input saturation pairing rule was not followed (case B), we implement an MV to MV switching strategy in combination with a min selector.

Fig. 2.11 shows the solution using split range control. We do not need input tracking (anti-windup) for the split range controller because \( y_1 = x_{\text{MeOH}} \) is always being controlled; that is, the selected signal in the split range controller will always be active. Anti-windup is implemented for the flow controller for \( y_2 = \dot{m}_{\text{tot}} \), as it will wind up during the period in which it is not selected and we give-up controlling \( y_2 = \dot{m}_{\text{tot}} \).

Fig. 2.12 shows an alternative implementation for Case B, using input (valve) position control (VPC). With this structure, \( u_1 \) is reset to 95% of its maximum capacity (\( \omega_{\text{air}}^{\text{sp}} = 0.95 (\omega_{\text{air}}^{\text{max}} - \omega_{\text{air}}^{\text{min}}) + \omega_{\text{air}}^{\text{min}} \)) by manipulating \( u_2 = \dot{m}_{\text{MeOH}}^{\text{sp}} \). Anti-windup is required for the input (valve) position controller (VPC) that uses \( u_2 \) to control \( u_1 \).
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Figure 2.10: Case A: control structure for mixing of MeOH and air following the *input saturation pairing rule*. The (lower) regulatory control layer is dimmed in gray.

Figure 2.11: Case B-SRC. Control structure for mixing of MeOH and air when *not* following the *input saturation pairing rule* using split range control with a *min* selector.
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Figure 2.12: Case B-VPC. Alternative control structure for mixing of MeOH and air in Case B, using input (valve) positioning control (VPC).

2.3.2 Simulations

Fig. 2.13 shows simulation results for:

- Case A: pairing following the input saturation pairing rule, with no need of advanced control structure (Fig. 2.10).

- Case B: pairing not following the input saturation pairing rule, with no advanced control structure.

- Case B-SRC: pairing not following the input saturation pairing rule, but using split range control with a min selector (Fig. 2.11).

- Case B-VPC: pairing not following the input saturation pairing rule, but using input (valve) positioning control with a min selector (Fig. 2.12).

All the structures were tested for a step change in $y_1^{sp} = z_{MeOH}^{sp}$ of $-0.005$ (from 0.100 to 0.095) at $t = 10$ s, followed by a 10% increase in $y_2^{sp} = m_{tot}^{sp}$ (from 26860 kg/h to 29546 kg/h) at $t = 30$ s. In this period, $y_2 = m_{tot}^{sp}$ is not achievable, so the system should maximize the throughput ($y_2 = \dot{m}_{tot}$). Finally, we bring $m_{tot}^{sp}$ back to its initial value at $t = 70$ s.
Figure 2.13: Comparison of control structures for mixing of MeOH and air. The best results are achieved with Case A and case B-SRC.
All the tunings were found using the SIMC tuning rules (Skogestad, 2003). The split range control structure was designed using the systematic procedure proposed by Reyes-Lúa et al. (2019b) (Chapter 5).

When we do not follow the input saturation pairing rule and do not implement any advanced control structure (Case B), \( y_2 = \dot{m}_{\text{tot}} \) is highest, but it comes at the expense of not keeping \( y_1 = x_{\text{MeOH}} \) at its setpoint and thus, violating its maximum constraint (see Table 2.1).

As expected, the dynamic performance is best for Case A, when we follow the input saturation pairing rule. This is clear by comparing the response for Case A (blue line) with those for Case B for SRC (green line) or VPC (violet dashed line) in the two upper plots in Fig. 2.13. In case A and in cases B-SRC and B-VPC, we always keep \( y_1 = x_{\text{MeOH}} \) at its setpoint and instead give up controlling \( y_2 \) (throughput), which has a lower priority. In Case B-VPC, we are not able to fully maximize the throughput because the air blower (\( u_1 \)) at steady-state is limited to 95% of its capacity.

### 2.4 Case study II: Control structure for a distillation column

In this case study, we design the control structure for the conventional two-product distillation column in Fig. 2.14. This column is similar to Column A, introduced by Skogestad and Morari (1988), also described by Skogestad and Postlethwaite (2005). This column splits a binary mixture with relative volatility \( \alpha = 1.5 \) and has 41 equilibrium stages, including the reboiler and a total condenser. The feed (\( F \)) enters at stage 21.

The main assumptions are constant relative volatility, constant molar overflow, constant pressure over the entire column, vapor-liquid equilibrium on every stage, and negligible vapor holdups. The product prices are assumed independent of composition, as long as the purity specifications of 95% are satisfied. Column data and prices are given in Table 2.2. Note that the valuable product is in the bottom.

Dynamically, this distillation column has six available manipulated variables (\( F, L, V, V_T, D, B \)). However, the two levels and pressure must be controlled at all times for stable operation. In general, the setpoints to the regulatory controllers remain as degrees of freedom, but the two level setpoints have no steady-state effect and we assume that the pressure setpoint is constant (Skogestad et al., 1990). We choose to use bottoms flow (\( B \)), distillate flow (\( D \)), and cooling (\( V_T \)) for controlling
Table 2.2: Data for distillation case study.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Units</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_F$</td>
<td>mol/mol</td>
<td>0.5</td>
</tr>
<tr>
<td>$p_F$</td>
<td>$/mol$</td>
<td>1.0</td>
</tr>
<tr>
<td>$p_B$</td>
<td>$/mol$</td>
<td>2.0</td>
</tr>
<tr>
<td>$p_D$</td>
<td>$/mol$</td>
<td>1.0</td>
</tr>
<tr>
<td>$p_V$</td>
<td>$/mol$</td>
<td>0.02 - 0.15</td>
</tr>
<tr>
<td>$x_B^{min}$</td>
<td>mol/mol</td>
<td>0.95</td>
</tr>
<tr>
<td>$x_D^{min}$</td>
<td>mol/mol</td>
<td>0.95</td>
</tr>
<tr>
<td>$V^{max}$</td>
<td>mol/s</td>
<td>4.00</td>
</tr>
</tbody>
</table>

levels and pressure in the regulatory layer (Fig. 2.14). This is the so-called LV configuration (Skogestad and Postlethwaite, 2005), where reflux ($L$) and boilup ($V$) are left as manipulated variables for supervisory control. In addition, the feedrate ($F$) is in principle a manipulated variable, although in most cases it is given, and its setpoint is regarded as a disturbance.

The main disturbances are the feed setpoint ($F^{sp}$) and the energy price ($p_V$). Then, $d = [F^{sp}, p_V]$, where $F^{sp}$ may vary from 1.0 to 1.68 mol/s and $p_V$ from 0.02 to 0.15 $/mol. At the nominal point, $F^{sp} = 1.0$ mol/s and $p_V = 0.07$ $/mol.$

2.4.1 Design of the supervisory control layer

Let us start with the top-down economic analysis (step S1). For this distillation column with one feed stream and two products, the economic optimization problem can be written as (Jacobsen and Skogestad, 2012):

$$\min_u J(u,d) = p_F F + p_V V - p_D D - p_B B$$

s.t. $x_B \geq x_B^{min}$ (mol fraction of heavy component in B) (2.7a)

x_D \geq x_D^{min}$ (mol fraction of light component in D) (2.7b)

$V \leq V^{max}$ (boilup) (2.7c)

$F$, $V$, $D$, and $B$ are the molar flowrates of feed, boilup, distillate and bottoms.

Step A1: Control objective, MVs and constraints

We have three inputs $u = [L, V, F]$. Relevant disturbances are $z_F$, $p_V$, $F^{sp}$ and $V^{max}$, but for this analysis we will consider $d = [p_V, F^{sp}]$ because we only need to

---

3Flow controllers for $L$ and $V$ are included in the regulatory layer, but are not shown in Fig. 2.14.
find which active constraint switches occur, and variations in \( z_F \) and \( V_{\text{max}} \) only affect the value at which the constraints become active, but not which constraints become active.

We still have not selected the controlled variables. Since the bottom product is the most valuable, optimal operation always corresponds to having constraint (2.7a) active because this avoids product giveaway (Skogestad, 2007; Jacobsen and Skogestad, 2012), such that optimal operation is achieved when

\[
y_1 = x_B = x_B^{\text{min}}
\]  

(2.8)

The less valuable distillate product is generally overpurified in order to avoid loss of the heavy component; so, constraint (2.7b) is normally not active.

Under normal operation, the optimal solution is unconstrained, and we will assume that \( x_D \) is a good self-optimizing variable, and (close to) optimal operation
is achieved when
\[ y_2 = x_D = x_D^{opt}(p_V) \]  \hspace{1cm} (2.9)
where \( x_D^{opt} \) will depend on the energy price \((p_V)\).

In addition, we would like to obtain a desired throughput, which is given by the equality constraint
\[ y_3 = F = F^{sp} \]  \hspace{1cm} (2.10)
Note that the feedrate \((F)\) is considered both an MV and a CV, and its setpoint value \((F^{sp})\) is considered a disturbance \((DV)\).4

In addition to these three equality constraints, we should also satisfy inequality constraints \((2.7b)\) on \(x_D\) and \((2.7c)\) on \(V\). This may not always be feasible and the priority list is as follows.

**Step A2: Priority list of constraints**

(P1) *Physical MV inequality constraints:* maximum boilup, constraint for \(u_2\) \((2.7c)\) \((V \leq V^{max})\).

(P2) *Critical CV constraints:* none.

(P3) *Less critical CV constraints:* constraint \((2.7a)\) \((x_B \geq x_B^{min})\) and \((2.8)\) \((x_B = x_B^{min})\) on bottom product composition \((y_1)\) and \((2.7b)\) \((x_D \geq x_D^{min})\) on top product composition \((y_2)\).

(P4) *Desired throughput:* constraint \((2.10)\) for \(y_3\) \((F = F^{sp})\).

(P5) *Self-optimizing variable:* optimum concentration of less valuable product, constraint \((2.9)\) for \(y_2\) \((x_D = x_D^{opt})\).

**Step A3: Active constraint switches**

As mentioned, for the valuable bottom product, constraint \((2.7a)\) \((x_B = x_B^{min})\) is always optimally active. Assuming for now that we satisfy the throughput constraint \((F = F^{sp})\), we then have two remaining inequality constraints, on \(x_D\) and \(V\).

With \(n_c = 2\), there are \(2^{n_c} = 4\) possible active constraint regions:

- Region I: only \(x_B\) active (constraint \((2.7a)\))

---

4Nominally, the MV and the CV are the same \((y_3 = u_3 = F^{sp})\), but in some cases, we must give up controlling \(y_3\) and its setpoint, and instead use the MV \((u_3)\) to control a CV with higher priority \((y_2\) in Fig. 2.18 and \(y_1\) in Fig. 2.21).
Region II: \( x_B \) and \( V \) active (constraints (2.7a) and (2.7c))

Region III: \( x_B \) and \( x_D \) active (constraints (2.7a) and (2.7b))

Region IV: \( x_B, x_D \) and \( V \) active (constraints (2.7a), (2.7b) and (2.7c))

Region IV, with three active constraints, is infeasible if we also want to have a given throughput \( (F = F^{sp}) \), because then there are only two available degrees of freedom, and we cannot satisfy three active constraints. Therefore, region IV will correspond to operation at maximum throughput, where we give up achieving \( F = F^{sp} \). Fig. 2.15 shows the actual active constraint regions for this system, obtained by numerical optimization of the process (see Appendix B). We stress that we include this diagram for illustration purposes, and it is not required to design the control structure. The transition between regions I and III, which corresponds to \( x_D \) reaching \( x_D^{min} \), is a horizontal line because the column stage efficiency is assumed constant, independent of flow. At \( F = 1.68 \text{ mol/s} \), all three inequality constraints in (2.7) become active (region IV) and we have to give up controlling \( F = F^{sp} \).

**Step A4: Base case control structure**

The nominal operating point is in region I, with a low energy price and a low feed rate. The only active inequality constraint is (2.7a) and we must keep \( x_B = x_B^{min} \). We also control the feedrate (constraint (2.10)) and we select \( x_D \) as the self-optimizing variable associated with the remaining unconstrained degree of freedom (constraint
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(2.9)). The optimal concentration \( x_D^{opt}(pV) \) is given by an equation (see Appendix B). We want to use single-loop control so we have to select pairings. With the standard \( LV \)-configuration in Fig. 2.14, it is obvious that the best pairing is to use boilup (\( V \)) to control the bottom composition (\( x_B \)) and reflux (\( L \)) to control the top composition (\( x_D \)), as shown in Fig. 2.16.

![Figure 2.16: Base case control structure for distillation column (region I).](image)

**Step A5: Control structures for active constraints switching**

We used the 'obvious' pairing following the pair close rule for the base case structure in Fig. 2.16. However, this implies that we did not follow the input saturation pairing rule since \( u_2 = V \), which may saturate, is controlling \( y_1 = x_B \), which is a more important CV than \( y_2 = x_D \). As we increase the throughput (\( d = F^{sp} \) increases), and the required boilup increases, we eventually reach \( V = V^{max} \) and enter region II.

Following the priority list of constraints, we must then give up controlling the self-optimizing variable \( y_2 = x_D \) and start using \( u_1 = L \) to control \( y_1 = x_B \). We choose to use split range control with a \( \text{min} \) selector as our \( MV \) to \( CV \) constraint switching strategy, as shown in Fig. 2.17. Alternatively, we could have implemented an input (valve) position control scheme, using \( L \) to prevent \( V \) from saturating.
Figure 2.17: Control structure for distillation column for regions I, II and III.

If the energy price for \( V \) \((p_V)\) increases, overpurifying the distillate is less favorable and eventually we enter region III, where the constraint for \( x_D(p_V) \) (2.7b) becomes active, and \( x_D = x_D^{\text{min}} = 0.95 \). This switch is achieved using a \textit{max} selector for \( x_D \). The control structure in Fig. 2.17 works for regions I, II and III.

In order to also operate at maximum capacity and also satisfy all three constraints in (2.7) (region IV), we need to give up controlling \( F = F^{\text{sp}} \). Thus, we need a \textit{CV to CV constraint switching} strategy to switch between using \( u_3 = F \) from controlling \( F = F^{\text{sp}} \) to controlling \( x_D = x_D^{\text{min}} \). One simple modification of the control structure in Fig. 2.17 is to add a second controller for \( x_D \) (with setpoint \( x_D^{\text{min}} + \Delta x_D \)) and a \textit{min} selector to switch between CV constraints on \( F \) and \( x_D \). We already have another controller using \( u_2 = L \) to control \( y_2 = x_D^{\text{min}} \) in region III, so we need to introduce a back-off \((\Delta x_D)\) to make sure that we activate the switch to use \( u_3 = F \) only when needed (region IV). We have \( x_D^{\text{min}} = 0.95 \), and select \( \Delta x_D = -0.01 \). Fig. 2.18 shows the suggested control structure valid for all regions.

Table 2.3 shows how each of the MVs \((L, V \text{ and } F)\) is used in each of the active constraint regions when we use the control structure in Fig. 2.18. In region II, \( y_2 = x_D \) is \textquote{\text{"floating\quote{"}}, that is, we are not actively controlling \( x_D \). Note that
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Figure 2.18: Control structure for distillation column for all regions (I, II, III, IV).

composition controllers for \( x_D \) (CC₂ and CC₃ in Fig. 2.18) will not be active at the same time due to the difference in setpoints (\( \Delta x_D \)).

Table 2.3: Pairings in Fig. 2.18 for each of the active constraint regions.

<table>
<thead>
<tr>
<th>Region</th>
<th>( L )</th>
<th>( V )</th>
<th>( F )</th>
</tr>
</thead>
<tbody>
<tr>
<td>R I</td>
<td>( x_D = x_D^{opt} )</td>
<td>( x_B = x_B^{min} )</td>
<td>( F = F^{sp} )</td>
</tr>
<tr>
<td>R II</td>
<td>( x_B = x_B^{min} )</td>
<td>( V = V^{max} )</td>
<td>( F = F^{sp} )</td>
</tr>
<tr>
<td>R III</td>
<td>( x_D = x_D^{min} )</td>
<td>( x_B = x_B^{min} )</td>
<td>( F = F^{sp} )</td>
</tr>
<tr>
<td>R IV</td>
<td>( x_B = x_B^{min} )</td>
<td>( V = V^{max} )</td>
<td>( x_D = x_D^{min} + \Delta x_D )</td>
</tr>
</tbody>
</table>

2.4.2 Simulations

To test the control structure in Fig. 2.18, we first need to find the self-optimizing setpoint for \( x_D^{opt}(p_V) \) to use in region I. Using Fig. B.3 in the Appendix B, we observe
that there is an almost linear relation\(^5\) between \(x_{D}^{\text{opt}}\) and \(p_V\) in region I.

For the simulations, we start at \(F^{sp} = 1.5\) mol/s and \(p_V = 0.07\) $/mol, which is inside region I. Then, at \(t = 10\) s, we enter region II by setting \(F^{sp} = 1.65\) mol/s. At \(t = 50\) min, we enter region III by setting \(p_V = 0.13\) $/mol. Finally, at \(t = 100\) min, we enter region IV by setting \(F^{sp} = 1.75\) mol/s.

Fig. 2.19 shows the simulation results. The changes in active constraint region are marked with vertical gray dashed lines. As expected (see Table 2.3), in region II we give up controlling \(x_D\) when \(V = V_{\text{max}}\) and we switch to using \(L (L_xB)\) to control \(x_B\). In region III, with \(V < V_{\text{max}}\), we use \(V\) to control \(x_B\) and \(L (L_xD)\) to keep \(x_D = x_{D}^{\text{min}}\).

Fig. 2.20 shows the value of the cost (\(J\)) as a function time.

2.5 Discussion

2.5.1 Optimal operation without a model

In the proposed procedure, we do not need to know the actual value at which each constraint activates, but we need to know which constraints will activate. The switching between active constraints is done online using feedback. In many cases, expected constraint switches can be deduced using engineering insight (Jacobsen and Skogestad, 2012).

It is common to find cases in which optimal operation is the same as maximum throughput. If we can identify the bottleneck and control it, then we do not need to perform an optimization procedure to maximize throughput (Skogestad, 2004; Aske et al., 2007). In case study I, we know that by keeping \(\dot{n}_{\text{air}}^{\text{max}}\), and thus, maximizing the total outlet flow, we are operating at optimum conditions. In case study II, operating with the active constraints in region IV will maximize throughput.

2.5.2 "Opposing pairing rules"

Sometimes there are pairing rules that oppose. In step A4 of case study II (distillation column) the pairing suggested by the pair close rule is not the same as the pairing suggested by the input saturation pairing rule. In these cases, we have two options:

1. Follow the pairing rule that leads to the structure that will have the better dynamic behavior or most of the time (pair close rule).

\(^5\)The linear approximation of \(x_{D}^{\text{opt}}\) as function of \(p_V\) in region I is \(x_{D}^{\text{opt}} \approx 0.996 - 0.384p_V\). We use this equation to calculate \(x_{D}^{sp}\).
Figure 2.19: Simulation for structure in Fig. 2.18 for case study II.
2. Follow the pairing rule that requires less loop reconfiguration when we switch among the relevant active constraint regions (*input saturation pairing rule*).

The decision will depend on each particular case. In case study II, we chose to follow the pairings suggested *pair close* rule, because it gives a better dynamic behavior and we consider that the process will normally operate in region I.

### 2.5.3 Alternative control structures

In step A5 of the proposed procedure, there may be alternative options that achieve the required active constraint switches and achieve the same steady state. However, the alternative control structures, may differ in dynamic behavior.

For example, in case study II, we proposed the control structure in Fig. 2.18. An alternative structure is shown Fig. 2.21, in which we use a split range controller for $x_B$ with three MVs ($V$, $L$ and $F$). The numbers 1, 2, and 3 in the split range block (SRC) refer to the order in which each MV is used.

1. $y_1 = x_B$ is normally controlled using $u_1 = V$ in region I.

2. If $V$ saturates (region II), we switch to using $u_2 = L$, and
3. if $L$ has to control $y_2 = x_{D}^{\text{min}}$ then we switch to using $u_3 = F$ to control $y_1 = x_B$.

The structure in Fig. 2.21 is better from a dynamic point of view in region IV because it is better to use $F$ rather than $L$ to control $x_B$.

![Figure 2.21: Alternative control structure for distillation column, all regions. This structure behaves differently from Fig. 2.18 in region IV.](image)

### 2.6 Concluding remarks

We introduced a systematic procedure to design constraint switching schemes using classical controllers and logics. We distinguish between three kinds of constraint switches:

- CV to CV constraint switching: use selectors
- MV to MV constraint switching: use split-range control or alternatively controllers with different setpoints or input (valve) position control.
2. ACTIVE CONSTRAINT SWITCHING WITH ADVANCED CONTROL STRUCTURES

- MV to CV constraint switching: use nothing if the *input saturation pairing rule* is followed; otherwise, use an MV to MV scheme with a selector to take over control when the main MV saturates.

In the two presented case studies we used single-loop PID-based control structures to achieve steady-state optimal operation, despite changes in active constraint regions.
Chapter 3

Control structure design for CO$_2$-refrigeration system with heat recovery

This chapter is based on:


In this chapter, we design a PI(D)-based control structure for a generic supercritical CO$_2$-refrigeration system with parallel compression, based on systems for supermarket use. In order to maximize energy efficiency, this system has a “heat-recovery” function, in which part of the heat rejected at high pressure and temperature can be recovered to provide heating. Operating conditions and active constraints are strongly affected by seasonal requirements and ambient temperature. Thus, it is necessary to find a control structure that satisfies operational boundaries and maintains steady-state (near-)optimal operation with different sets of active constraints. In this work, we apply the procedure described in Chapter 2 to define such control structure.

3.1 Introduction

An appropriately designed control structure should maintain near-optimal operation, also when there are disturbances which cause the system to operate under conditions different than the design point. Optimal operation of a process in the presence of disturbances could be maintained using optimization-based control.

As explained in Chapter 2, in some cases it is possible to design and implement advanced PI(D)-based control structures that also maintain steady-state optimal operation when constraints are reached. The advantage of such a PI(D)-based control structure compared to optimization-based control is simpler tuning and independence of an explicit model for every system.
CO₂-refrigeration systems with parallel compression are environmentally attractive. Finding optimal design and operating conditions is an ongoing area of research (Gullo et al., 2018). In order to maximize energy efficiency, some systems have a “heat recovery” function, in which part of the heat rejected at high pressure and temperature can be recovered to provide heating (e.g. district heating or tap water) (Sawalha, 2013). The available energy can be increased by increasing the high pressure. This is achieved, however, at the expense of a higher compression work.

3.2 Description of the CO₂-refrigeration system with heat recovery

A flow diagram of the analyzed CO₂-refrigeration cycle with parallel compression and heat recovery is shown in Fig. 3.1, and the pressure-enthalpy diagram is shown in Fig. 3.2. The main function of this system is to provide cooling ($\dot{Q}_{ev}$) and maintain the desired cabinet temperature ($T_{cab}$) via heat exchange in the evaporator, which operates at low pressure ($P_l$). Low-pressure CO₂ in vapor phase $\square$ is compressed to supercritical conditions $\square$ (high pressure ($P_h$) and high temperature). The available energy ($\dot{Q}_{hr}$) may be used to heat tap water in the heat recovery section $\square$. Excess heat ($\dot{Q}_{gc}$) is rejected to the ambient air in the gas cooler.

High-pressure CO₂ $\square$ is expanded to an intermediate (sub-critical) pressure ($P_{IP}$) $\square$ in the high-pressure valve ($V_{hp}$). Vapor $\square$ and liquid $\square$ CO₂ are separated in the liquid receiver. The evaporator valve ($V_{ev}$) regulates the flow of liquid CO₂ from the receiver to the evaporator $\square$. By opening and closing $V_{hp}$ and $V_{ev}$, we regulate the refrigerant charge (mass) at the high and low pressures. Vapor CO₂ from the liquid receiver $\square$ is recycled to the high-pressure side either via parallel compression ($K2$) or the intermediate pressure valve ($V_{IP}$) and the main compressor ($K1$). The total compression work can be reduced by utilizing the parallel compressor instead of the intermediate pressure valve and the main compressor.

3.2.1 High-pressure side

In the supercritical region, there is no saturation condition and the pressure is independent of the temperature. From the control point of view, this means that it is necessary to control the high pressure ($P_h$), since it influences the gas cooler exit enthalpy and, consequently, the evaporator inlet enthalpy and $\dot{Q}_{ev}$. In other words, $P_h$ will determine the specific refrigeration capacity. As $P_h$ is determined by the relationship between refrigerant charge, inside volume and temperature in the high-pressure side, we can actively control it using $V_{hp}$ (Kim et al., 2004).

In the case of a refrigeration system, the coefficient of performance (COP) is defined as the ratio between the cooling provided in the evaporator and the total
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Figure 3.1: $CO_2$-refrigeration system with parallel compression and heat recovery. There are seven available manipulated variables (MV).

Figure 3.2: Pressure-enthalpy diagram of $CO_2$-refrigeration system with parallel compression.
compression work$^1$,

$$COP = \frac{\dot{Q}_{ev}}{W_s}$$

It is relevant to analyze the effect of the high pressure ($P_h$) on the COP. $P_h$ is the pressure for 2, 3 and 4$^2$. As the isentropic compression line in the pressure-enthalpy diagram (blue lines in Fig. 3.2) is close-to-linear, compression work will (almost) linearly increase as $P_h$ increases. On the other hand, in the supercritical region the isotherm (red lines in Fig. 3.2) becomes steeper with pressure, reducing the capacity enhancement from a given increase in $P_h$. For this reason, the COP reaches a maximum above which the added capacity no longer fully compensates for the additional work of compression. Thus, there is an optimal high pressure ($P_h$) that maximizes COP (Nekså, 2002).

Note that in the supercritical region, in point 4, at a fixed pressure, a small change in refrigerant exit temperature can produce a large change in gas cooler exit enthalpy and, consequently, in the evaporator inlet enthalpy (and $\dot{Q}_{ev}$). Therefore the COP is very sensitive to variations in the $CO_2$ temperature at the exit of the gas cooler. Liao et al. (2000); Jensen (2008); Sawalha (2013) have shown that the optimal set-point for the high pressure ($P_h$) should be corrected by the outlet temperature of the gas cooler ($T_h$).

### 3.2.2 Heat recovery section

Part of the heat rejected at high pressure can be recovered to provide hot water in the heat recovery section. For supercritical $CO_2$, heat is rejected at gliding temperature (i.e. the temperature decreases from 2 to 4). As the temperature profile of the $CO_2$ matches the heating-up curve of water (sensitive heat), the use of supercritical $CO_2$ to heat up water has low thermodynamic losses and high efficiency (Kim et al., 2004). As it can be deduced from Fig. 3.2, the available heat for recovery in the supercritical region is much higher than with sub-critical $CO_2$. We can also observe that increasing the high pressure increases the available heat for recovery, but this is at the expense of a higher compression work.

---

$^1$In Figures 3.1 and 3.2, $\dot{Q}_{ev}$ is the enthalpy difference between 8 and 1, and $W_s$ is the enthalpy difference between 1 and 2

$^2$We are neglecting pressure drops in piping and heat exchangers and expansions are isenthalpic.
3.3 Design of the supervisory control layer

In this case, we want to maximize the coefficient of performance (COP), subject to the system itself and operational constraints:

\[
\min_u - \text{COP}(u, x, d) = -(\dot{Q}_{ev} + \dot{Q}_{hr})/(W_1 + W_2)
\]

subject to:

\[
\begin{align*}
& f(u, x, d) = 0 & \text{system equations (model)} \\
& g(u, x, d) \leq 0 & \text{operational and physical constraints}
\end{align*}
\]

where \(x\) are the internal states, \(u\) are the manipulated variables (MV),

\[
u = [\omega_1, \omega_2, \omega_{ge}, z_{V_{ev}}, z_{V_{hp}}, z_{V_{HW}}, z_{V_{IP}}]^T,
\]

and \(d\) are the disturbances,

\[
d = [\dot{Q}_{ev}, \dot{Q}_{hr}]^T
\]

Constraints in Eq. (3.1b) are related to minimum and maximum values for pressure \((P_i)\), motor velocities \((\omega_i)\) and valve openings \((z_i)\). Eq. (3.1b) also includes a minimum value for the evaporator outlet temperature \((T_{sh})\) to avoid overflowing.

Additionally, we need to satisfy cooling and heating requirements. Eq. (3.1b) also contains:

\[
\begin{align*}
\dot{Q}_{ev}^{\text{min}} & \leq \dot{Q}_{ev} \\
\dot{Q}_{hr}^{\text{min}} & \leq \dot{Q}_{hr}
\end{align*}
\]

In practice, the cooling requirements \((\dot{Q}_{ev}^{\text{min}})\) are set by \(T_{\text{sp} \text{ev}}\), while the heating requirements \((\dot{Q}_{hr}^{\text{min}})\) are set by \(T_{\text{sp hr}}\).

**Step A1: Control objectives, MVs and CVs for supervisory layer**

The analyzed system has seven available manipulated variables ((3.2)), MVs in Fig. 3.1. These degrees of freedom can be used to achieve optimal operation. Note that \(\omega_2\) and \(z_{V_{IP}}\) are not independent, as either would have a similar effect in \(P_{IP}\).

Available measurements are shown in purple in Fig. 3.1:

\[
y = [T_{\text{cab}}, T_{ev}, P_i, T_{hr}, T_h, P_h, P_{IP}]^T
\]

Optimally, we will not use more energy \((W_s)\) to provide more heating or cooling than needed; thus,

\[
\begin{align*}
T_{\text{cab}} & = T_{\text{cab}}^{\text{sp}} \\
T_{hr} & = T_{hr}^{\text{sp}}
\end{align*}
\]
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**Step A2: Priority list**

We define the priority list below considering that:

- there are cooling and heating requirements; $0 < \dot{Q}_{ev}^{min}$ and $0 < \dot{Q}_{hr}^{min}$,
- cooling requirements must be met always, and
- heating requirements should also be met, but may be given up.

(P1) *Physical MV inequality constraints:* maximum and minimum values for every MV in (3.2). These constraints are included in Eq. 3.1b, specifically: $\omega_j^{min} \leq \omega_j \leq \omega_j^{max}$ $\forall j$ and $z_k^{min} \leq z_k \leq z_k^{max}$ $\forall k$.

(P2) *Critical CV constraints:* constraints in Eq.(3.1b) related to pressure ($P_i$), $P_i \leq P_i^{max}$ $\forall i$, $(P_{IP} - P_i)^{min} \leq (P_{IP} - P_i)$. Here we also include $T_{sh} > T_{sh}^{min}$, related to $T_{ev}$.$^3$

(P3) *Less critical CV constraints:* cooling requirements, $T_{cab}$, (Eq. (3.6a)).

(P4) *Desired throughput:* desired heating requirements, $T_{hr}$, (Eq. (3.6b))$^4$.

(P5) *Self-optimizing variable:* optimal set-points for the remaining CVs ($P_h$, $T_h$, $P_{IP}$, $P_l$).

**Step A3: Active constraint switches**

There are three relevant operating regions:

1. *Unconstrained* case: corresponding to spring/fall operation
2. *Maximum heating:* corresponding to winter, when $\dot{Q}_{hr} = \dot{Q}_{hr}^{max}$
3. *Maximum cooling:* corresponding to summer, when $\dot{Q}_{ev} = \dot{Q}_{ev}^{max}$

We do not consider $\dot{Q}_{ev} = \dot{Q}_{ev}^{min}$, as it corresponds to shut-down. $\dot{Q}_{hr} = \dot{Q}_{hr}^{min}$ is included in the "unconstrained" and maximum cooling cases. Relevant switches are from from "Unconstrained" to "Maximum heating", and vice-versa, as well as from "Unconstrained" to "Maximum cooling", and vice-versa.

---

$^3$These constraints are related to the integrity of the equipment.

$^4$When we are heating, the high pressure $P_h$ and the flowrate are defined by heating requirements; thus, the throughput manipulator is $T_{hr}$. 
Step A4: Control structure for normal operation, "Unconstrained" case

This is the base case and we can satisfy every constraint. We use $MV_1 = z_{V_{ev}}$ to control $T_{cab}$, and $MV_2 = z_{V_{HW}}$ to control $T_{hr}$. We have five remaining unconstrained degrees of freedom, two of which are not independent ($\omega_2$ and $z_{V_{IP}}$). We pair these degrees of freedom as follows:

1. $MV_3 = \omega_1$ controls $P_l$. $P_l^{sp}$ is found by optimization (self-optimizing variable).

2. The parallel compressor ($MV_4 = \omega_2$) and $MV_5 = z_{V_{IP}}$ may be used to control the pressure in the liquid receiver ($P_{IP}$). $P_{IP}^{sp}$ is defined by optimization. To reduce the flow through the main compressor (and the total $W_s$), we favor using $K_2$ over $V_{IP}$. Normal operation is using $MV_4 = \omega_2$, with $MV_5 = z_{V_{IP}} = 0$.

3. $MV_6 = \omega_{gc}$ controls $T_h$, in 4. $T_h^{sp}$ is defined by optimization.

4. $MV_7 = z_{V_{hp}}$ controls $P_h$. As explained in Section 3.2.1, the set-point is a linear combination (H) of $P_h$ and $T_h$, which is a self-optimizing variable.

This basic control structure is shown in Fig. 3.3.

Step A5: Control structure for active constraint switching

The control structure in Fig. 3.4 uses the strategies described in Section 2.2.5 to handle the active constraint switches when maximum heating and maximum cooling are required.

Maximum heating

In Fig. 3.3, $T_{hr}$ is controlled using $MV_2 = z_{V_{HW}}$. When $V_{HW}$ becomes fully open (no bypassing of the heat recovery section), we must switch the manipulated variable to continue controlling $T_{hr}$. This is handled using split-range control with selectors (MV to CV constraint switching). First, we switch to $MV_7 = z_{V_{hp}}$ as manipulated variable and increment the available heat for recovery by increasing $P_h$. To implement this, we include a selector for the set-point of the high-pressure controller. Once we reach $P_h^{max}$, we get additional capacity for the heat-recovery section by increasing $T_h$, using $MV_6 = \omega_{gc}$ as manipulated variable. This will increase mass flow rate through the compressors and, as consequence, the discharge temperature.

If we continue to increase $T_h$ to satisfy $T_{hr} = T_{hr}^{sp}$, at some point, liquid in the low-pressure section may be insufficient and $V_{ev}$ will reach its maximum opening. If this happens $MV_1 = z_{V_{ev}}$ will not be able to maintain $T_{cab} = T_{cab}^{sp}$, which has a higher priority than $T_{hr} = T_{hr}^{sp}$. Alternatively, the compressors could reach their maximum capacity ($\omega_j^{max}$) due to the increased mass flow. Compressor capacities
(ω_j ≤ ω_j^{max}) are at the top of the priority list. Therefore, we need to implement an MV to CV constraint switching strategy. We choose valve-position controllers (VPC) in combination with a min selector, which will prevent $T_h$ from increasing in such a way that either the valve ($z_{V_{ev}}$) or the compressors ($ω_1$ or $ω_2$) saturate.

In order to assure that the evaporator is not over-flooded, which may cause damage to the compressors, we include a controller for the evaporator outlet temperature, with $T_{sp_{sh}} = T_{sh}^{min}$. $T_{sh} > T_{sh}^{min}$ has a higher priority than $T_{cab} = T_{cab}^{sp}$. We implement a CV to CV switching strategy and use a min selector to define the set-point for $MV1 = z_{V_{ev}}$. The flow going through the secondary compressor ($K_2$) and $V_{IP}$ will be defined by the self-optimizing set-point for the intermediate pressure ($P_{IP}^{sp}$). As already mentioned, during normal operation, we use $K_2$ to control $P_{IP}$ and we keep $V_{IP}$ closed. However, it may be that the flow going through $K_2$ is too low and we reach $ω_2^{min}$. Then, we have to use $V_{IP}$ to control $P_{IP}$. We handle this with a split-range controller, which is an MV to MV switching strategy.
Figure 3.4: Control structure for the CO₂-refrigeration system with heat recovery and parallel compression. This control structure handles the three operating regions.

Maximum cooling

As cooling requirements increase, \( z_{V_{ev}} \) will open and reach \( z_{V_{ev}}^{\text{max}} \). The valve position controller for \( V_{ev} \) will adjust \( T_{h} \) (and indirectly \( P_{h} \)) such that the system reaches \( Q_{ev}^{\text{max}} \) (optimum). This is handled by the structure already designed.

3.4 Concluding remarks

Using the systematic procedure described in Chapter 2, we designed a PI(D)-based control structure for a generic CO₂-refrigeration system, that follows the priority list of constraints and maintains near-optimal steady-state operation for three different operating modes. To this end, we applied three different constraint switching strategies (MV to MV constraint switching, CV to CV constraint switching and MV to CV constraint switching). We should point out that pairing on the low-pressure side could be different (e.g. controlling \( T_{cab} \) with \( \omega_{1} \), and \( P_{l} \) with \( z_{V_{ev}} \)). The final decision would consider system dynamics.
Saturation of manipulated variables: classical advanced control structures versus MPC

This chapter is based on:


Control structures must be properly designed and implemented to maintain optimality. The two options for the supervisory control layer are classical advanced control structures and Model Predictive Control (MPC). With 'classical advanced control' we mean the control structures that are commonly used in industry for multivariable control. These have been in use for at least 75 years (Eckman, 1945; Fink, 1945), but surprisingly there is little literature published on how to design such structures in a systematic manner. In Chapter 2, we introduced a design procedure to assure optimal operation when active constraint changes occur.

In this chapter, we focus on input saturation, specifically when the input saturation tuning rule is not followed. We analyze a case study in which we control the temperature and the flow in a cooler with two degrees of freedom represented by two valves, one for each of the two streams. Either valve can saturate and make a constraint active, changing the set of active constraints and thus, forcing other constraints to be given-up.
For this case study, we first implement three alternative classical advanced control structures that handle input saturation (MV to CV switching). Then, we implement standard MPC. We show that optimal or near-optimal operation can be reached with both alternatives. We do a fair comparison of classical advanced control structures and MPC as candidates for the supervisory layer, and provide some guidelines to help steer the choice. Another comparison of split range control with MPC is presented in Section 6.5.3.

4.1 Introduction

As shown in Fig. 2.1, on a time-scale basis, the overall control problem of a process plant can be decomposed into different layers. The upper layers are explicitly related to slow time-scale economic optimization, which sends economic set points to the lower and faster control layer. The control layer is divided into supervisory layer and regulatory layer. The latter follows the setpoints given by the former and stabilizes the plant.

Most processes are operated under a set of constraints, which can be operational limitations, quality specifications, or safety and environmental requirements. "Active constraints" are related to variables that should be kept at their limiting value to achieve optimality. These can be either manipulated variables (MVs) or controlled variables (CVs). The MVs correspond to the dynamic (physical) degrees of freedom used by the control system, and a typical MV constraint is the maximum opening of a valve. An example of CV constraint is the maximum concentration in a reactor.

Every process is subject to disturbances, such as changes in feed rate or product specification. It is the task of the supervisory or "advanced" control layer to maintain optimal operation despite disturbances. The supervisory control layer has three main tasks (Skogestad, 2012):

1. Switch between the set of CVs and control strategies when active constraint changes occur due to disturbances.
2. Supervise the regulatory layer, avoiding saturation of the MVs used for regulatory control.
3. Follow economic objectives by using the setpoints to the regulatory layer as MVs.

The supervisory control layer is commonly designed using classical advanced control structures with PID-controllers and simple blocks. Alternatively it can be designed with Model Predictive Control (MPC). The main advantage of MPC in terms of
4.2. OPTIMAL CONTROL IN THE PRESENCE OF ACTIVE CONSTRAINT CHANGES

The economics is that it inherently handles constraints and represents a unified systematic procedure to control multivariable processes (Mayne, 2014). However, standard MPC may not handle changes in active constraints effectively, except by the indirect use of weights in the objective function, which are selected by trial and error. This scheme may not allow one to give up completely controlling a variable. Furthermore, there is no systematic procedure to find tuning parameters, and the tuning to achieve a certain level of performance is not unique (Allison and Isaksson, 1998; Forbes et al., 2015). To handle such cases, one must either introduce logic, slack variables with penalty functions or implement a two-stage MPC.

In many cases, optimal or near-optimal operation can be achieved using classical advanced control structures in the supervisory layer. Allison and Isaksson (1998) compared valve position control with a generalized predictive control formulation of MPC for two systems with two available MVs for one CV. In their work, they concluded that tuning is key to achieve the desired performance. In this chapter, we evaluate different strategies to handle input saturation. In Section 4.2 we give an overview of active constraint switches using advanced control structures and MPC. We introduce the case study in Section 4.3. In Section 4.4 we evaluate three different control structures that handle input saturation; namely,

- split range control with selector
- valve position control with selector
- two controllers with different setpoints and a selector

A standard implementation of MPC is described in Section 4.5. We then compare the structure with the best performance with standard MPC in Section 4.6. We give our concluding remarks in Section 4.7.

4.2 Optimal control in the presence of active constraint changes

Regardless of whether we choose advanced control structures or MPC, we should identify and prioritize all constraints to systematically design the supervisory control layer. Prioritization of constraints has been implemented in a few industrial MPC applications (Qin and Badgwell, 2003). In Chapter 2 we proposed a guideline to generate a priority list of constraints that can be used also for advanced control structures. Under this scheme, the constraints with the lowest priority should be the first given-up when it is not feasible to fulfill all constraints. This way, controlling a high-priority constraint will never be sacrificed in order to fulfill a low-priority constraint.
It is useful to visualize how disturbances may cause new constraints to become active. In some cases, we can generate a plot showing the active constraint regions (optimal operation) as a function of variations in important disturbances by solving a series of optimization problems. This may be very time consuming and, in some cases, difficult due to the lack of an appropriate model. Moreover, it can also be difficult to visualize for more than two variables. Alternatively, we can use process knowledge and engineering insight to minimize the need for numerical calculations (Jacobsen and Skogestad, 2011). This information is useful regardless of the type of controller used in the supervisory layer.

4.2.1 Advanced control structures in the supervisory layer

Using advanced control structures requires a choice of pairings, which can become challenging with changing active constraints. When implementing advanced control structures, in Chapter 2 we propose to start designing the control system for the nominal point, with few active constraints and with most of the priorities satisfied. Then, to minimize the need for reassignment of pairings when there are changes in active constraints, we should pair MVs with CVs according to the input saturation pairing rule (Minasidis et al., 2015): an important controlled variable (CV) (which cannot be given up) should be paired with a manipulated variables (MV) that is not likely to saturate.

When a disturbance occurs and the process starts operating in a different active constraint region, two types of constraints might be reached:\(^1\):

- MV constraint: we must give up controlling the corresponding CV. If the input saturation pairing rule is followed, this MV is paired with a low priority CV, which can be given-up. If it is not possible to follow the input saturation pairing rule, the high priority CV must be reassigned to an MV which is controlling a low priority CV. This requires the use of an MV to MV switching strategy (e.g. split range control or valve position control) combined with a selector block.

- CV constraint: we should give up controlling a CV with a lower priority. We can do this using a min/max selector.

4.2.2 Model predictive control in the supervisory layer

MPC uses an explicit process model to predict the future response of the plant and, by computing a sequence of future MV adjustments, optimizes the plant behavior. The first input of the sequence is applied to the plant, and the entire calculation is repeated at every sampling time (Qin and Badgwell, 2003).

\(^1\)This section is a simplified summary of Section 2.2.5.
4.3. CASE STUDY: OPTIMAL CONTROL OF A COOLER

The main challenge when using MPC is that expertise and a good model are required. This is either difficult to have ready at startup, or the modeling effort is too expensive. To achieve a truly optimal operation, the model would need to be perfect, and all the measurements would need to be available and reliable, which is unrealistic from a practical point of view. There are methods to circumvent this, but there is no universal solution and this analysis is out of the scope of this work.

When an application lacks degrees of freedom to meet all control specifications, standard textbook MPC does not handle changes in active constraints effectively. The standard approach is to use weights in the objective function to assign the priorities. Having weights in the objectives function implies a trade-off between the control objectives. An optimal selection of weights can assure that a CV is completely given-up, or that the solution will lie at the constraint. However, there is no systematic way of choosing the weights. As there are no tuning rules for MPC, this has to be done by trial and error.

An alternative approach consists of implementing a two-stage MPC\(^2\), in which we first generate a priority list by ranking the constraints. In the first stage, we solve a sequence of local steady-state optimization problems, each time adding a new constraint, following the priority list. This stage provides information regarding feasibility of the control objectives. In the second stage, we use the gathered information to formulate the dynamic optimization problem for the MPC. This way, we assure satisfying high priority constraints over lower priority constraints (Qin and Badgwell, 2003; Strand and Sagli, 2004; Aske et al., 2005).

4.3 Case Study: Optimal Control of a Cooler

We consider the system in Fig. 4.1. The heat exchanger is a countercurrent cooler, represented by the dynamic lumped model in Appendix C. The main control objective of this case study is to keep the outlet temperature in the hot stream at its set point \(T_{H} = T_{H}^{sp}\) by using cooling water \((F_C)\). Additionally, we would like to set the throughput of the hot stream \((F_H = F_H^{sp})\), ideally at \(F_H^{sp} = F_H^{max}\). The process has two MVs to achieve these objectives,

- \(F_C\): cooling water
- \(F_H\): throughput of hot stream

The main disturbance is the cooling water temperature \((T_C^{in})\).

\(^2\)The term 'multi-stage MPC' can also be applied to the use of a 'moving scenario' tree to account for uncertainties (Lucia and Engell, 2012; Lucia et al., 2013). In this work, we do not consider uncertainties.
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Figure 4.1: Cooler with temperature and flow control.

4.3.1 List of Priorities

Table 4.1 shows the constraints for the studied system.

Table 4.1: Constraints for the cooler system.

<table>
<thead>
<tr>
<th>MV constraints</th>
<th>CV constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_C \leq F_C^{\text{max}}$</td>
<td>$T_H = T_H^{\text{sp}}$</td>
</tr>
<tr>
<td>$F_H \leq F_H^{\text{max}}$</td>
<td>$F_H = F_H^{\text{sp}}$</td>
</tr>
</tbody>
</table>

We now define the priority list of constraints according to Section 2.2.2. The physical MV constraints define the feasibility region. As they must always be met, these should be placed at the highest priority. $T_H = T_H^{\text{sp}}$, which is the control objective, is in priority level 2. Finally, we have the desired throughput at the lowest priority. In this case, there are no critical CV inequality constraints or self optimizing variables. Having $F_H = F_H^{\text{sp}}$ at the lowest priority means that we can accept $F_H \neq F_H^{\text{sp}}$ in order to achieve $T_H = T_H^{\text{sp}}$.

(P1) Physical MV inequality constraints:
- $F_H \leq F_H^{\text{max}}$
- $F_C \leq F_C^{\text{max}}$

(P2) CV constraints:
- $T_H = T_H^{\text{sp}}$

(P3) Desired throughput:
- $F_H = F_H^{\text{sp}}$

\(^3\)Note that the flow controller is not shown in the following figures.
4.4. EVALUATION OF CLASSICAL ADVANCED CONTROL STRUCTURES FOR INPUT SATURATION

4.3.2 Active Constraint Regions

There are two MVs, two MV inequality constraints, and two CV equality constraints. As $T_H = T_H^{sp}$ must be controlled always, we have one remaining degree of freedom and three potential constraints. This results in three possible active constraint regions, which are shown as a function of $F_H$ and $T_C^{in}$ (disturbance) in Fig. 4.2:

- Region 1: $F_H = F_H^{sp} < F_H^{max}$
- Region 2: $F_H = F_H^{max}$
- Region 3: $F_C = F_C^{max}$

In all regions $T_H = T_H^{sp}$. Note that in region 1, none of the two inequality constraints are reached, and it is possible to keep $T_H = T_H^{sp}$ and $F_H = F_H^{sp}$ using both available MVs. In regions 2 and 3, $F_H = F_H^{sp}$ must be given up. In region 2, $F_C$ must be manipulated in order to keep $T_H = T_H^{sp}$, while in region 3, $F_C = F_C^{max}$ and $F_H$ needs to be reduced below its maximum in order to keep $T_H = T_H^{sp}$.

![Figure 4.2: Active constraint regions for the studied cooler.](image)

4.4 Evaluation of classical advanced control structures for input saturation

When using PID control for this system, the obvious control strategy is to use the cooling water ($F_C$) to control $T_H$, and use a flow controller for $F_H$, as shown in Fig. 4.1. If the valve controlling $F_H$ saturates, no logic is needed, except that the controller requires anti-windup. $F_C$ may saturate for a high throughput ($F_H$), as it is required that $T_H$ is always controlled, reconfiguration may be needed. Here, we evaluate three control strategies that handle this case:
1. SRC: split range control
2. VPC: valve position control
3. two controllers (TC and TC2) with different setpoints.

The performance of each option is tested for rejection of disturbances in $T_C^{\text{in}}$ of $+2^{\circ}C$ at $t = 200\,s$, and an additional $+4^{\circ}C$ at $t = 2000\,s$. It should be noted that the three evaluated structures include a min selector for CV selection; that is, giving up controlling $F_H = F_H^{sp}$. The tuning procedure is described in Appendix C.2.

### 4.4.1 Split range control (SRC)

Fig. 4.3 shows the implementation of SRC with a min selector. In Fig. 4.4 we observe that once $F_C = F_C^{\text{max}}$, $F_H$ is used as MV to control $T_H$, reaching optimality. The advantage of this structure is that there is only one temperature controller.

![Figure 4.3: Split range control structure for cooler.](image)

### 4.4.2 Valve position control (VPC)

With this alternative, $T_H$ is always controlled using $F_C$, while the VPC block takes the cooling water valve to 95% opening by regulating $F_H$, as shown in Fig. 4.5. However, because of the min selector, the VPC block only becomes active when $F_C$ exceeds 95% of its maximum value. The advantage of this structure is that it always uses the same controller for $T_H$ (TC), avoiding any change of dynamics.

The performance of this case is tested for the same disturbances in $T_C^{\text{in}}$ as in the SRC case. Fig. 4.5 shows a more oscillating response of VPC, compared to SRC. VPC is tightly tuned ($\tau_c = \theta$) which results in an aggressive behavior and oscillations. To remove the oscillations for this example, $\tau_c$ for VPC should be increased to at least $30\,\theta$, which in turn would result in an extremely slow response, with much poorer performance.
4.4. EVALUATION OF CLASSICAL ADVANCED CONTROL STRUCTURES FOR INPUT SATURATION

Figure 4.4: Disturbance rejection simulation results with split range control for cooler (Fig. 4.3).

Figure 4.5: Valve positioning control (VPC) structure for cooler.

Anti-windup is required on the VPC block because a \textit{min} selector is implemented (so the output of the VPC is not always applied). Strictly, $F_H$ should be manipulated by the VPC block once $F_C$ reaches $0.95 F_{C_{\text{max}}}$. However, when anti-windup with back-calculation is implemented, it starts acting before the setpoint for $F_C$ is reached. This explains why the temperature overshoot for VPC (Fig. 4.6) is slightly smaller than for SRC (Fig. 4.4).
Different controllers with different setpoints

A third possible control structure is to implement two temperature controllers with different set points, as shown in Fig. 4.7. Different set points are needed to avoid interactions between the two controllers. TC uses $F_C$ as MV, and has a set point $T_{sp}^H = 26.3 \degree C$. On the other hand, TC2, with set point $T_{sp}^H + \Delta T_{sp}^H = 27.3 \degree C$, uses $F_H$ as MV. This solution is not optimal for this case study. Unlike SRC and VPC, when $F_C$ is saturated, $T_H \neq T_{sp}^H$ at steady state, as observed in Fig. 4.8.

Based on Figs. 4.4, 4.6, and 4.8, we observe that split range control is the only strategy that achieves optimal operation. In the presented example, split range control also shows the best dynamic performance. Thus, we will compare split range control with MPC.
4.5 Model predictive control (MPC) for cooler case study

To implement MPC in this case study, the optimal control problem is discretized into a finite dimensional optimization problem divided into $N = 40$ control intervals. We use a third order direct collocation scheme for a polynomial approximation of the system dynamics for each time interval.
The dynamic optimization problem is setup in CasADi (Andersson, 2013), which is an algorithmic differentiation tool. According to Eq. C.1, the dynamic model is non-linear. The resulting NLP problem is thus solved using IPOPT (Wächter and Biegler, 2005). The prediction horizon is set to 400 s with a sampling time of $\Delta t = 10$ s. We assume we have full state feedback and the disturbance, $T_{\text{in}}^c$, is measured.

Here we chose to implement the standard NMPC formulation given by Eq. 4.1, and to assign different weights for the two control objectives. A high weight is assigned to the high priority CV ($T_{\text{H}}$) and a low weight is assigned to the low priority CV ($F_{\text{H}}$). The values $\omega_1 = 3$ and $\omega_2 = 0.1$ are used. These were found by trial and error. In addition, the MVs are restricted to a rate of change of 10% of $F_{\text{H}}^{\text{max}}$ and $F_{\text{C}}^{\text{max}}$ respectively.

$$
\begin{align*}
\min \sum_{k=1}^{N} \left( \omega_1 \|(T_{H_k} - T_{\text{sp}}^H)\|^2 + \omega_2 \|(F_{H_k}^{\text{max}} - F_{H_k})\|^2 \right) \\
\text{s.t.} \\
T_{k,i} = f(T_{H_k,i}, T_{H_k,i-1}, T_{C_k,i}, T_{C_k,i+1}, F_{H_k}, F_{C_k}) \\
0 \leq F_{H_k} \leq F_{H}^{\text{max}} \\
0 \leq F_{C_k} \leq F_{C}^{\text{max}} \\
0 \leq \Delta F_{H_k} \leq 0.1 F_{H}^{\text{max}} \\
0 \leq \Delta F_{C_k} \leq 0.1 F_{C}^{\text{max}} \\
\forall k \in \{1, \ldots, N\} \\
\forall k \in \{1, \ldots, N-1\}
\end{align*}
$$

(4.1)

where $\Delta F_k = F_k - F_{k-1}, \forall k \in \{1, \ldots, N-1\}$. For $k = 1$, $F_{k-1}$ represents the flow at the nominal operation point.

In this formulation:

- there is no terminal cost because we want that the valve for the cold flow is saturated at the end, while the terminal cost prevents this resulting in a steady-state offset.
- as mentioned, the disturbance is passed form the plant to the NMPC to avoid plant-model mismatch. This could be avoided with a linear MPC which has set point feedback.
- all states are scaled in the model equation with respect to the maximum temperature, which is $T_H$ at the inlet, such that all values are $[0:1]$.
- there are constraints for the input rate of change.
4.6 Comparison of split range control with MPC

Fig. 4.9 shows the simulation results for the case study. $T_H^{sp}$ is $26.3^\circ C$. MPC and SRC structures are tested for the same step disturbances in $T_C^{sp}$: $+2^\circ C$ at $t = 10$ s, and an additional $+4^\circ C$ at $t = 1000$ s.

Both MPC and SRC follow the priority list and reach optimal operation at steady state. Once $F_C = F_C^{max}$, the control structure gives-up controlling $F_H = F_H^{max}$, and $F_H$ is used as MV to maintain $T_H = T_H^{sp}$.

![Manipulated variables](image1)

![Controlled variable](image2)

Figure 4.9: Simulation results for MPC and SRC.

As it is seen in Fig 4.9, for a short transient time during the first disturbance in the MPC implementation, $F_H \neq F_H^{max}$. This could be improved by increasing $\omega_2$ relative to $\omega_1$. This would however be at the expense of having a larger offset for $T_H$ from $T_H^{sp}$, as its weight in the objective function would be smaller. Also, with the selected weights the response of MPC is more aggressive than the response using SRC.

4.7 Concluding remarks

We recommend to use priority lists as a tool for analyzing and designing the supervisory layer. Understanding the process is an important step to decide which controller should be implemented. In this case study, optimality is defined by achieving the maximum possible throughput while maintaining $T_H$, a high-priority CV, at its set-point. Thus, we need to handle input saturation when the MV controlling $T_H$ saturates.
In this case study we compared three MV to CV switching strategies with classical advanced control structures. Considering the control objectives in this case, split range control (SRC) is the strategy that allows optimal steady-state operation because it keeps the MV controlling the high-priority CV at the constraint while achieving maximum throughput (using the whole range of the MV). Using either valve position control (VPC) or two controllers requires a back-off from optimality\(^4\).

We then compared the performance of split range control with MPC, and both follow the priority list and reach operation at steady-state. MPC uses the manipulated variables to achieve optimal operation by design, but it requires expertise and a model, which may be difficult to obtain. Compared to advanced control structures, MPC implementation requires more effort as the tuning of weights in the objective function is more challenging because it is done by trial and error. In this case, we used NMPC in which the disturbance is passed from the plant to the NMPC. Perhaps a fairer comparison with SRC would be with linear MPC without the measured disturbance as input.

Both, advanced control structures and MPC, have advantages and disadvantages. The designer of the control layer should be aware of these. In simple cases such as the presented case study, advanced control structures seem better fitted due to achieving optimality with much less model information and less implementation effort, as PID-based control structures do not require an explicit model and tuning can be done in a systematic way. In multivariable systems with more interactions, MPC should be considered as the most convenient alternative.

In the presented case study, a different MPC implementation or tuning may achieve better performance, especially on the input usage. In the same line, the performance of advanced control structures depends on the tuning of the controller. Specifically, for split range control, the performance depends on the design and tuning of the common controller. This is also discussed in Section 6.5.3, where we compare our proposed generalized split range control structure with MPC.

\(^4\)This is also mentioned in Section 1.2.5
Chapter 5

Systematic design of split range controllers

This chapter is published as:


Split range control is a common advanced control structure in the process industry. It is primarily used to extend the steady-state operating range by using more than one manipulated variable (MV). More generally, it is used to switch to another MV when the original MV saturates. We propose a systematic procedure to design a split range controller considering the (different) dynamic effects of each MV on the controlled variable, as well as (steady-state) economics. We illustrate this procedure with a practical example.

5.1 Introduction

Classical advanced control uses several standard functions (blocks) to cover cases not handled by the simple single-input single-output feedback controllers. Some examples are: cascade control, feedforward control, decoupling, selectors, split range control and valve positioning control. Multivariable controllers, such as Model Predictive Control (MPC), represent an alternative for some of these applications. However, MPC requires an explicit dynamic model. Furthermore, standard MPC does not allow to give-up completely controlling a variable and there is no systematic tuning procedure for MPC (Forbes et al., 2015).

1The basic concepts of this procedure are summarized in Section 6.2.
This chapter focuses on split range control (SRC), which is used when there are two or more manipulated variables (MVs) associated with one controlled variable (CV). The most common use of split range control is to extend the steady-state range by switching to another MV when the primary MV saturates; for example, to switch to electric heating when the hot water saturates. Some other names that have been used for split range control are dual control agent (Eckman, 1945) and value sequencing (Lipták, 1985). Although split range control has been used for more than 75 years (Eckman, 1945; Fink, 1945), there is no systematic procedure for the design of split range controllers, to the best of the authors’ knowledge.

This chapter is organized as follows: in Section 5.2 we describe the split range control structure, while in Section 5.3, we describe how to get the desired controller gain for each MV by adjusting the slopes in the split range block. Section 5.4 proposes a systematic procedure for the design of split range control. We then implement this procedure in a case study in Section 5.5. In Section 5.6 we discuss about alternative control structures for split range control, and we make our final remarks in Section 5.7.

### 5.2 Classical split range control

Let the manipulated variables (MV) be denoted by $u_i$ and the controlled variable (CV) be denoted by $y$. As shown in the block diagram in Fig. 5.1, most applications have two MVs ($u_1$ and $u_2$) and one CV ($y$). There is one single-input single-output controller (C) that calculates the internal signal ($v$) to the split range block (SR). $C$ is commonly a PI controller. The split range block splits $v$ into the two MVs ($u_1$ and $u_2$).

![Figure 5.1: Block diagram for standard implementation of split range control with two MVs and one CV.](image)

Fig. 5.2 depicts a typical split range block. When $v$ is below the split value ($v^*$), $u_1$ is used to control the CV ($y$), while $u_2$ is saturated. At the split value, $u_1$ becomes saturated, and the controller starts using $u_2$ to control $y$.

The split value is located at the mid-point ($v^* = 50\%$) in Fig. 5.2, but there is no reason to use this particular value. Instead, $v^*$ should be used as a design parameter.
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Figure 5.2: Split range block with extended $v$, giving the relationship between $v$ and two MVs ($u_1$ and $u_2$). In general, the split value ($v^*$) should not be fixed at 50%.

for the split range block to adjust the dynamic response (Lipták, 1985; Glemmestad, 1997; Hågglund, 1997; Alsop, 2016).

Fixing $v^*$ at a given value (e.g. 50%) is related to a common misconception, also found in most textbooks (e.g. Stephanopoulos (1984); Marlin (2000); Bequette (2002); Seborg et al. (2003)). The misconception is that $v$ is the “controller output”, and thereby the signal sent to the valves. However, the actual controller output are the signals $u_i$ coming out of the split range block, whereas $v$ is an internal signal in the controller with limited physical significance.

In Fig. 5.2, the MV signals ($u_i$) (on the y-axis) are physically limited to be within the given range from 0% (e.g., fully closed valve) to 100% (e.g., fully open valve). The internal signal ($v$) (on the x-axis) is also shown to be scaled in the range 0% to 100%, but here there are no physical limits and $v$ can be outside the range 0% to 100%. This follows from the fact that the internal signal ($v$) is in deviation variables, whereas the outputs from the split range block ($u_i$) are physical variables. For example, when we are operating on the right side of Fig. 5.2, we have:

$$u_2 = u_2^{\text{max}} + \alpha_2(v - v^*)$$  \hspace{1cm} (5.1)

Let us try to explain why $v^*$ is actually a design parameter. At a given operating point, the integral action in the controller will drive the physical MV$_2$ ($u_2$) to a given steady-state value. From Eq. (5.1), this means that the difference $v - v^*$ will have a given value. However, if we let $v^*$ have another value, then $u_2$ and $(v - v^*)$ will remain the same, but the internal signal ($v$) will change.
The slopes in the split range block ($\alpha_i$) have physical significance as controller gain contributions for each MV$_i$ ($u_i$). Considering the signs of the slopes, we can distinguish two main cases.

The first case is when the MVs have opposite effects (gains) on the CV. One of the earliest descriptions of this case is the use of split range control to maintain constant temperature by using steam when the surrounding temperature is low and cold water when it is high (Eckman, 1945; Fink, 1945).

The second case is when the MVs have the same effects, but one MV is preferred for economic reasons. For example, Fink (1945) considers the case with three MVs for temperature control of a reactor with an exothermic reaction: two for cooling and one for heating. In this example, one should first use cold water for cooling, and when the cold water valve cannot handle the heat load, one should also use the more expensive refrigerated water to maintain the reactor at the desired temperature.

5.3 Selection of slopes

In split range control, several MVs ($u_i$) are calculated from the same internal signal ($v$), but at a particular time, only one of them is being used to control the CV. However, each of the MVs ($u_i$) has a different dynamic and static effect on the CV ($y$), and this should be considered when designing the split range controller.

In some implementations in which the output of the split range block is in deviation variables (e.g. Bequette (2002)), this signal is modified by a multiplication factor to indirectly consider the different gains of the MVs in the process. However, as mentioned earlier, this is not necessary as we should instead adjust the slopes.

From Eq. (5.1) and Fig. 5.2 it is evident that the slopes in the split range block ($\alpha_i$) correspond to the gains from the internal signal ($v$) to the value of each MV$_i$ ($u_i$). As a generalization of Eq. (5.1), the split range block can be represented as the linear function

$$u_i = u_{i,0} + \alpha_i v \quad \forall i \in \{1, \ldots, N\}$$

(5.2)

where $u_i$ is the value of each MV$_i$, $v$ is the internal signal to the split range block, $\alpha_i$ is the gain from $v$ to $u_i$ (the slopes in Fig. 5.2, $\Delta u_i/\Delta v$), $N$ is the number of MVs, and $u_{i,0}$ is the bias. Note that Eq. (5.1) and (5.2) are identical, with $u_{2,0} = u_{2,\max} - \alpha_2 v^*$. What value should be select for the slopes ($\alpha_i$)? As a starting point, it seems reasonable to select them to counteract the differences in the static loop gain ($K_{p,i}$) for each MV$_i$ and to select $|\alpha_i|$ proportional to $1/|K_{p,i}|$. However, this is too simplified, as one should also consider the dynamic response for each MV$_i$. 
5.3. SELECTION OF SLOPES

Let the desired controller for MV$_i$ be denoted $C_i(s)$. For example, it could be a PI controller with gain $K_{C,i}$ and integral time $\tau_{I,i}$. This is the controller we would like to have if we were free to choose any controller. $C_i(s)$ should be compared with the common controller $C(s)$, see Fig. 5.1, which could be a PI controller with gain $K_C$ and integral time $\tau_I$.

Including the split range block (where we have the slopes $\alpha_i$), we see that the actual controller in Fig. 5.1 for MV$_i$ is $\alpha_i C_i(s)$. However, since we only have one free parameter, $\alpha_i$, it is not possible in general to make $\alpha_i C_i(s)$ equal to the desired $C_i(s)$. The best we can do is to use $\alpha_i$ to match the desired controller at the desired crossover (or bandwidth) frequency, which will be at frequency $\omega_{c,i} = 1/\tau_{c,i}$, where $\tau_{c,i}$ is the desired closed-loop time constant for MV$_i$.

Consider a PI controller

$$C(s) = K_C \left(1 + \frac{1}{\tau_I s}\right) \quad (5.3)$$

At frequency $\omega_c = 1/\tau_c$, we then find that the frequency response is given by $C(j\omega_c) = K_C(1 - j\frac{\omega_c}{\tau_c})$. From this, we find that $C(j\omega_c) \approx K_C$ for $\tau_c \ll \tau_I$, and $C(j\omega_c) \approx -j\frac{K_C}{\tau_I} \tau_c$ for $\tau_c \gg \tau_I$. We then have two main cases, also depicted in Fig. 5.3:

1. “Slow” (integrating or close-to integrating) process, where $\tau_c \ll \tau_I$ (high frequency, $\omega$, in Fig. 5.3). The proportional gain ($K_{C,i}$) is the most important controller parameter because $C_i(j\omega_{c,i}) \approx K_{C,i}$. We select the slopes ($\alpha_i$), or equivalently the break points, to achieve:

$$K_{C,i} = \alpha_i K_C \quad \forall i \in \{1, \ldots, N\} \quad (5.4)$$

Here $K_{C,i}$ is the desired controller gain for each MV$_i$, and $K_C$ is the proportional gain in the common PI controller in Fig. 5.1.

2. “Fast” process, where $\tau_c \gg \tau_I$ (low frequency, $\omega$, in Fig. 5.3). Here, the most important controller parameter is the integral gain ($K_{I,i} = K_{C,i}/\tau_{I,i}$) because $C_i(j\omega_{c,i}) \approx -j\frac{K_{C,i}}{\tau_{I,i}} \tau_c$. Thus, for such processes instead of computing the slope ($\alpha_i$) according to Eq. (5.4), we should compute it according to $K_{I,i} = \alpha_i K_I$, or equivalently:

$$\frac{K_{C,i}}{\tau_{I,i}} = \frac{\alpha_i K_C}{\tau_I} \quad \forall i \in \{1, \ldots, N\} \quad (5.5)$$

Here $K_{C,i}$ and $\tau_{I,i}$ are the desired PI settings for the controller $C_i(s)$ for MV$_i$, whereas $K_C$ and $\tau_I$ are the settings used in the common PI controller.
5.3.1 Controller tunings

In Eq. (5.4) and (5.5), $K_{C,i}$ and $\tau_{I,i}$ are the desired PI settings for each MV$_i$. One way to find good PI settings is to use the SIMC rules (Skogestad, 2003), in which we first identify a first-order plus time delay model\footnote{$K_{p,i}$ is the process gain, $\tau_i$ is the open-loop time constant and $\theta_i$ is the time delay.},

$$G_i(s) = \frac{K_{p,i}}{\tau_i s + 1} e^{-\theta_i s}$$  \hspace{1cm} (5.6)

for each MV$_i$ and then select the desired closed loop time constant ($\tau_{c,i}$) to calculate $K_{C,i}$ and $\tau_{I,i}$:

$$K_{C,i} = \frac{\tau_i}{K_{p,i}(\tau_{c,i} + \theta_i)} \hspace{1cm} (5.7a)$$
$$\tau_{I,i} = \min\{\tau_i, 4(\tau_{c,i} + \theta_i)\} \hspace{1cm} (5.7b)$$

Note that, from Eq. (5.4) and (5.5), if $K_C$ is positive, then $\alpha_i$ has the same sign as $K_{C,i}$, which from Eq. (5.7a) has the same sign as the process gain $K_{p,i}$. We also note that selecting $\tau_{I,i} = 4(\tau_{c,i} + \theta_i)$ in Eq. (5.7b) corresponds to a "slow" process (case 1) and selecting $\tau_{I,i} = \tau_i$ corresponds to a "fast" process (case 2).

What value should we select for the integral time ($\tau_I$) in the common controller? There is no simple answer to this. If one particular MV, let us say $u_k$, is used most of the time, then it is reasonable to select $\tau_I = \tau_{I,k}$. In other cases, one may select $\tau_I$ as some average of the desired $\tau_{I,i}$ for the individual loops. What value should one choose to be on the "safe" side with respect to stability? It depends on whether we are matching $K_C$ or $K_I$. If we have a "slow" process and are matching $K_C$ according to Eq. (5.4), then selecting a large value for $\tau_I$ is safer. On the other hand, if we have a "fast" process and are matching $K_I$ according to Eq. (5.5), then selecting a small value for $\tau_I$ is safer.
5.3.2 Bias

The bias, \( u_{i,0} \) in Eq. (5.2), is usually constant. However, when using a split-range configuration in combination with a selector, the bias of the MV affected with the selector is variable. In these cases, the integral part of the PI-controller in the split range control structure will bring the CV to its set-point, even when using a constant bias. However, we should point out that updating the bias improves the dynamic response when changing the active MV.

5.4 A new procedure for designing the Split Range Block

Here, we propose a systematic procedure to design the split range block considering the different dynamics of each MV \( i \), as discussed in Section 5.3.

For the first steps, we need to make some decisions:

S1 Define the range for the internal signal from the controller to the split range block (\( v^{\min}, v^{\max} \)).

S2 Find the minimum and maximum values for every MV (\( u^{\min}_i, u^{\max}_i \)). Here, we typically normalize the MVs, such that \( u^{\min}_i \) and \( u^{\max}_i \) is the same for every MV (e.g. 0% – 100%).

S3 Decide on the desired controller tunings for each individual MV \( i \). For example, one may use the SIMC rules (Eq. (5.7)) to find the desired PI controller proportional gain (\( K_{C,i} \)) and desired integral time (\( \tau_{I,i} \)).

S4 For PI control, choose the integral time (\( \tau_I \)) for the common controller, as discussed in Section 5.3.1.

S5 Choose the order for the MVs based on physical and economic arguments. In this step, it is useful to make a graphical representation of the split range block (as in Fig. 5.2). This is further explained in Section 5.4.1.

The remaining steps are purely algebraic:

S6 From Fig. 5.2, we note that we must have:

\[
v^{\max} - v^{\min} = \sum_{i=1}^{N} \frac{u^{\max}_i - u^{\min}_i}{|\alpha_i|}
\]  

\( v \) is an internal signal, not the actual controller output, and it can be re-scaled freely. For example, the range can be -1 to 1 or 0% to 100%.
Use Eq. (5.8) together with Eq. (5.4) for a "slow" process or Eq. (5.5) for "fast" process to find the slopes ($\alpha_i$) for each $MV_i$ and the common controller gain $K_C$.

S7 Find the range of the internal signal covered by each $MV_i$ ($\Delta v_i$), and thereby the split values ($v_i^*$), using Eq. (5.9):

$$\Delta v_i = v_i^* - v_{i-1}^* = \frac{u_i^{\text{max}} - u_i^{\text{min}}}{|\alpha_i|} \quad \forall i \in \{1, \ldots, N\}$$

(5.9)

We should note that, as we have a common controller $C(s)$, anti-windup should only be activated when all the MVs are saturated. In Fig. 5.2, this would be at $v < 0\%$ or $v > 100\%$.

### 5.4.1 Ordering the use of MVs (Step S5)

The order of use of the MVs should be defined considering the effect on the process as well as economic aspects.

We suggest to order the MVs in the split range block according to the following procedure:

S5.1 Define the desired or most economical operating point for every $MV_i$ (e.g. fully closed or fully open valve).

S5.2 Consider the effect of the available MVs on the CV. Then, group the MVs into:

- (a) MVs for which the value of the CV *increases* when we move away from the desired operating condition.
- (b) MVs for which the value of the CV *decreases* when we move away from the desired operating condition.

S5.3 Within each group, (a) and (b), order the MVs according to which one should be used first (less expensive) to which should be used last (more expensive). The MVs that should be used first will be located closest to the point defined in S5.1.

**Example:** Consider temperature control for a room. The CV is the room temperature ($y = T$) and the main disturbance is the ambient (outdoor) temperature ($d = T_{\text{amb}}$). The available MVs that affect room temperature ($y = T$) are: heating ($u_3$), cooling ($u_2$) and ventilation ($u_1$ in summer and $u_4$ in winter). To order the MVs we note that the desired operating point is to use no heating or cooling (to save money) and to have maximum ventilation (to have the best air quality).
We now follow the procedure to order the use of the MVs:

S5.1 The desired operating point is when the ambient temperature \(d = T_{\text{amb}}\) is equal to the desired room temperature \(T_{\text{ref}} = T_{\text{amb}}\). At this point, heating and cooling are off, and the ventilation flow is at its maximum, to maintain the best air quality. For example, with a set point \(T_{\text{ref}} = 22^\circ C\) for the indoor temperature, the desired operating point is when the outdoor temperature happens to be \(T_{\text{amb}} = 22^\circ C\).

S5.2 If \(T_{\text{amb}}\) increases, we need to cool the room to maintain the desired room temperature. On the other side, if \(T_{\text{amb}}\) decreases, we need to heat the room. Then, we can group the MVs:

(a) MVs that increase the room temperature \((y)\). These are the MVs that we would use when \(T_{\text{amb}} < T_{\text{ref}}\).
   - Heating \((u_3)\)
   - Ventilation \((u_4)\). Note that in the winter, reducing the ventilation will increase the room temperature \((y)\)

(b) MVs that decrease the room temperature \((y)\). These are the MVs that we would use when \(T_{\text{amb}} > T_{\text{ref}}\).
   - Cooling \((u_2)\)
   - Ventilation \((u_1)\). Note that in the summer, reducing the ventilation will decrease the room temperature \((y)\)

S5.3 (a) In the summer, we first use cooling \((u_2)\) and only when it reaches its maximum we start reducing the ventilation \((u_1)\).

(b) In the winter, we first use heating \((u_3)\) and only when it reaches its maximum we start reducing the ventilation \((u_4)\).

Fig. 5.4 shows the resulting split range block.

5.4.2 Systems with "fast" and "slow" MVs

Most process applications are "slow processes", and therefore, \(K_c\) and the slopes \(\alpha_i\) will be found in step S6 by solving a system of equations using using Eq. (5.8) together with Eq. (5.4). It is possible that in certain applications, the system behaves as a "slow" process when using some MVs and it behaves as a "fast" process when using other MVs. In those cases, the system of equations in step S6 to find \(K_C\) and \(\alpha_i\) can be defined using correspondingly, Eq. (5.4) for the "slow" process, and Eq. (5.5) for the "fast" process. As we are selecting \(\tau_I\) (in Eq. (5.5)) for the common controller in step S5, the system of equations remains of size \(N + 1\) and can be solved.
5. DESIGN OF SPLIT RANGE CONTROLLERS

Figure 5.4: Split range block for room temperature control with heating ($u_4$), cooling ($u_2$) and ventilation flow ($u_1$, $u_4$) as MVs.

However, the resulting controller will be a compromise, and a more flexible control structure, as the one described in chapter 6 should be implemented.

5.5 Case study

In this section we show a simulation example of a similar room heating process, but in this case ventilation is not available as an MV.

5.5.1 Description of the system

We consider a room with two sources of cooling and two sources of heating:

- AC: air conditioning
- CW: cooling water
- HW: hot water (district heating)
- EH: electric heating.

The main disturbance is ambient temperature ($T^{amb}$) and the nominal ambient temperature is $T^{amb}_0 = 18\, ^\circ C$. This will be chosen as the nominal room temperature $T = 18\, ^\circ C$.

The control objective is to keep the room temperature at $T = T^{ref}$. Fig. 5.5 shows the block diagram for this process, using one PI controller and a split range block.
We model the room as a linear system:

$$T(s) = G_p(s) \ u(s) + G_d(s) \ d(s)$$  \hspace{1cm} (5.10)$$

where:

$$u = [u_{AC} \ u_{CW} \ u_{HW} \ u_{EH}]^T$$

$$G_p(s) = [G_{AC}(s) \ G_{CW}(s) \ G_{HW}(s) \ G_{EH}(s)]$$

Table 5.1 shows the gains ($K_{p,i}$), time constants ($\tau_i$), and time delays ($\theta_i$) for $G_p(s)$.

<table>
<thead>
<tr>
<th>$G_{p,i}$</th>
<th>$K_{p,i}$</th>
<th>$\tau_i$ [min]</th>
<th>$\theta_i$ [min]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{AC}$</td>
<td>-5</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>$G_{CW}$</td>
<td>-10</td>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td>$G_{HW}$</td>
<td>12</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>$G_{EH}$</td>
<td>8</td>
<td>5</td>
<td>1</td>
</tr>
</tbody>
</table>

The disturbance transfer function from $T^{amb}$ to the room temperature ($T$) is:

$$G_d(s) = \frac{1}{15s + 1} e^{-6s}$$  \hspace{1cm} (5.12)$$
5.5.2 Design of the split range controller

We now follow the procedure in Section 5.4 and design the split range controller.

**Step S1**

The range of the internal signal to the split range block is defined as \( v_{\text{min}} = 0 \), \( v_{\text{max}} = 1 \), \( v_{\text{tot}} = 1 \).

**Step S2**

The MVs are scaled such that for every MV \( i \): \( u_{i,\text{max}} = 1 \) and \( u_{i,\text{min}} = 0 \).

**Step S3**

We have the required information to use the SIMC rules, and the PI controller tunings for each MV \( i \) are shown in Table 5.2. Here, we choose tight control (\( \tau_c = \theta_i \)) for AC and HW, and \( \tau_c > \theta_i \) for CW and EH.

<table>
<thead>
<tr>
<th>( u )</th>
<th>( \tau_{c,i}[\text{min}] )</th>
<th>( K_{C,i} )</th>
<th>( \tau_{I,i}[\text{min}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_{AC} )</td>
<td>2</td>
<td>-0.4000</td>
<td>8</td>
</tr>
<tr>
<td>( u_{CW} )</td>
<td>4</td>
<td>-0.2143</td>
<td>15</td>
</tr>
<tr>
<td>( u_{HW} )</td>
<td>3</td>
<td>0.1389</td>
<td>10</td>
</tr>
<tr>
<td>( u_{EH} )</td>
<td>3</td>
<td>0.1563</td>
<td>5</td>
</tr>
</tbody>
</table>

**Step S4**

We choose \( \tau_I \) for the common PI controller. This is a 'slow' process. To be "safe", we might want to use the largest value for \( \tau_{I,i} \) (15 min), but we will use 9.5 min, which is a compromise among all \( \tau_{I,i} \) values.

**Step S5**

The next step is to order the use of the MVs.

S5.1 The most economical operating point is when \( T_{\text{amb}} = T_{\text{ref}} \), and we can have all MVs fully closed.

S5.2 To maintain \( T = T_{\text{ref}} \), we need to cool the room if \( T_{\text{amb}} \) increases, and to heat the room if \( T_{\text{amb}} \) decreases. With this in mind, we can group the MVs according to their effect on the room temperature. If \( T_{\text{amb}} > T_{\text{ref}} \), we can use either CW or AC. Likewise, if \( T_{\text{amb}} < T_{\text{ref}} \), we can use either HW or EH.
Finally, we order the use of the MVs. As CW is less expensive than AC, we prioritize the use of CW over AC for decreasing room temperature. This locates CW closest the point where all the MVs are fully closed, and AC further away from this point. Likewise, we prioritize the use of HW over EH. Therefore, as shown in Fig. 5.6, the MV sequence in the resulting split range block is: \( u_1 = \text{AC} \), \( u_2 = \text{CW} \), \( u_3 = \text{HW} \) and \( u_4 = \text{EH} \).

**Step S6**

We can now proceed to the algebraic steps of the procedure and calculate \( K_C \) and \( \alpha_i \) by solving Eq. (5.4) together with Eq. (5.8). We find \( K_C = 0.0482 \) and the values for \( \alpha_i \) reported in Table 5.3.

In this case \( K_C \) is positive. We can observe that both for AC \( (u_1) \) and CW \( (u_2) \), \( \alpha_i < 0 \) (both decrease room temperature), while for HW \( (u_3) \) and EH \( (u_4) \), \( \alpha_i > 0 \) (both increase room temperature). This corresponds to the expected physical behavior of these MVs.

**Step S7**

Using the calculated values for \( \alpha_i \), we can find \( \Delta v_i \) from Eq. (5.9). Then, the bias in Eq. (5.2), is:

\[
\begin{align*}
    u_{AC,0} &= u_{AC}^{\max} \\
    u_{CW,0} &= u_{CW}^{\max} - (\alpha_{CW}) (\Delta v_{AC}) \\
    u_{HW,0} &= u_{HW}^{\min} - (\alpha_{HW}) (\Delta v_{AC} + \Delta v_{CW}) \\
    u_{EH,0} &= u_{EH}^{\max} - (\alpha_{EH}) (v_{tot})
\end{align*}
\]

Table 5.3 summarizes the information that describes the split range block for this system, and the final split range block is shown in Fig. 5.6.

<table>
<thead>
<tr>
<th></th>
<th>AC</th>
<th>CW</th>
<th>HW</th>
<th>EH</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_i )</td>
<td>-8.3067</td>
<td>-4.4500</td>
<td>2.8843</td>
<td>3.2448</td>
</tr>
<tr>
<td>( \Delta v_i )</td>
<td>0.1204</td>
<td>0.2247</td>
<td>0.3467</td>
<td>0.3082</td>
</tr>
<tr>
<td>( u_{i,0} )</td>
<td>1.000</td>
<td>1.5357</td>
<td>-0.9954</td>
<td>-2.2448</td>
</tr>
</tbody>
</table>

**5.5.3 Simulations**

**Changes in \( T^{\text{ref}} \)**

Fig. 5.7 shows the closed-loop response for changes in temperature set-point \( (T^{\text{ref}}) \).
In the beginning, $T = T_{\text{ref}} = 18^\circ C$. At $t = 10 \text{ min}$, we increase $T_{\text{ref}} + 5^\circ C$, from $18^\circ C$ to $23^\circ C$. This is easily achieved using hot water (HW). At $t = 60 \text{ min}$, we further increase $T_{\text{ref}} + 8^\circ C$, to $31^\circ C$, and when HW becomes saturated at its maximum value, electric heating (EH) takes over to bring $T$ to its desired set-point. When $T_{\text{ref}}$ is decreased to $16^\circ C$ at $t = 110 \text{ min}$, both cooling options (CW and AC) saturate initially and anti-windup is used for a short period. We should note that $\Delta T_{\text{ref}} = -15^\circ C$, which is large. The AC is used only for a dynamically because at steady state it is sufficient to use cooling water (CW). Finally, when $T_{\text{ref}}$ is decreased by $-9^\circ C$, to $7^\circ C$, CW saturates at its maximum value and we need to use the AC.

**Disturbances in $T_{\text{amb}}$**

The performance of this implementation is also tested for rejection of disturbances in $T_{\text{amb}}$ of $+2^\circ C$ at $t = 10 \text{ min}$, $+10^\circ C$ at $t = 60 \text{ min}$, $-13^\circ C$ at $t = 110 \text{ min}$, and an additional $-15^\circ C$ at $t = 160 \text{ min}$.

Fig. 5.8 shows the closed-loop response. The behavior is similar to the one observed for changes in set-point. At first, CW suffices to maintain $T = T_{\text{ref}}$, but when $T_{\text{amb}} = 30^\circ C$, CW reaches its maximum value and it is necessary to use the AC. Similarly, when $T_{\text{amb}} < T_{0_{\text{amb}}}$, it is initially enough to use HW, but when $T_{\text{amb}}$ decreases considerably, HW saturates at its maximum value and EH becomes the MV in use.
5.6 Discussion

It should be noted that every time that split range control is used, there are two other alternative control structures that should be considered. One is to use separate controllers for each MV, but with different CV set-points (see Chapter 7). The ordering of the MV use is then determined by the set-point values. This structure can be economically optimal in certain cases. The second alternative is to use valve position control on the primary MV. This alternative gives a loss (back-off) because one can never reach the constraint for the primary MV, but the advantage is that the same MV is always controlling the CV. These three alternative structures were compared on a simple case study in Chapter 4.
5.7 Concluding remarks

Split range control is used when we want to switch manipulated variables (MVs). We show how to use the slopes ($\alpha_i$) in the split range block, or equivalently the split values ($v^*$), as parameters to get the desired controller for each $MVi$, using Eq. (5.4) and Eq. (5.5).

Based on this, we propose a systematic procedure to design split range control structure. An important step of this procedure is the ordering of MVs in step S5. This procedure can be applied to any number of MVs that are used to control one controlled variable (CV).
Chapter 6

Generalized Split Range Control

This chapter corresponds to:


Split range control is used to extend the steady-state operating range for a single output (controlled variable) by using multiple inputs (manipulated variables). The standard implementation of split range control uses a single controller with a split range block, but this approach has limitations when it comes to tuning.

In this chapter, we introduce a generalized split range control structure that overcomes these limitations by using multiple independent controllers with the same setpoint. Undesired switching between the controllers is avoided by using a baton strategy where only one controller is active at a time. As an alternative solution we consider model predictive control (MPC), but it requires a detailed dynamic model and does not allow for using only one input at a time.

6.1 Introduction

Classical advanced control extends the single-loop PID-controller to cover more difficult control tasks and includes, for example, cascade control, feedforward control, decoupling, selectors, split range control, parallel control, and valve position control (also called input resetting or mid-ranging control) (e.g. Buckley (1964); Shinskey (1988); Seborg et al. (2003)). When we need more than one input ($u_i$) to cover the steady-state operating range for a single output ($y$), we can use three alternative classical control structures:
1. Standard split range control (Fig. 6.1),

2. One controller for each input, each with a different setpoint for the output (Fig. 6.2),

3. Input (valve) position control (Fig. 6.3).

Figure 6.1: Classical structure 1: Standard implementation of split range control with two inputs \( (u_i) \) and one output \( (y) \). A typical SR-block is shown in Fig. 6.4. Note that \( v \) is a non-physical internal signal, whereas \( u_i \) is the physical input. \( u_{lim} \) contains information about the maximum and minimum input values, which the SR-block uses to decide on the input switching.

Figure 6.2: Classical structure 2: Two controllers and two inputs for the same output \( (y) \), each controller with a different setpoint \( (y_{sp,1} \) and \( y_{sp,2} \)).

Figure 6.3: Classical structure 3: Input (valve) position control to control one output \( (y) \) with two inputs \( (u_1 \) and \( u_2 \)).
Strategies in Figs. 6.1, 6.2 and 6.3 can be used to extend the steady-state range when the primary input \( u_1 \) reaches its limit \( u_{1\text{lim}} \). For example, we may have two sources of heating and we use the second most expensive source only when the first one has reached its maximum. In other cases, the available inputs have opposite effects on the controlled variable; for example, a process that requires both heating and cooling. In this case, switching occurs when heating or cooling reach their lower limit of zero.

Split range control (Fig. 6.1) has been in use for more than 75 years (Eckman, 1945; Fink, 1945). Some other names that have been used for split range control are dual control agent (Eckman, 1945), range extending (Bristol, 1980) and valve sequencing (Lipták, 1985). Split range control has been extensively applied in industry (Lipták, 1985; Sun et al., 2015), but except for basic descriptions and examples of applications (see Stephanopoulos (1983, 1984); Hägglund (1997); Marlin (2000); Bequette (2002); Seborg et al. (2003); Åström and Hägglund (2006); Lieberman (2008); Smith (2010)), we have not found a systematic design procedure, and there are almost no academic studies. Therefore, in Chapter 5 (Reyes-Lúa et al., 2019b), we proposed a systematic procedure to design the standard (classical) split range controller in Fig. 6.1. However, as we explain in Section 6.2, standard split range control has limitations in terms of tuning. For example, we must use the same integral time for all inputs, which is generally not desirable for dynamic performance.

To allow for independent controller tunings, one alternative is to use multiple controllers with different setpoints (Fig. 6.2). For example, when controlling the temperature in a room \( (y = T) \), one may use \( y^{sp,1} = 23^\circ C \) as the setpoint for cooling \( (u_1) \) and \( y^{sp,2} = 21^\circ C \) as the setpoint for heating \( (u_2) \) (Reyes-Lúa and Skogestad, 2019b). Then, on hot days, we use cooling \( (u_1) \) and keep the temperature at \( y^{sp,1} = 23^\circ C \). If we have a disturbance in the outdoor temperature so that it decreases, say below \( 20^\circ C \), the controller will reduce the cooling until it reaches its lower limit, \( u_1^{min} = 0 \), and we temporarily lose control of the output \( (y = T) \). Eventually, the room temperature will decrease to \( y^{sp,2} = 21^\circ C \) and the second controller will start using the heating \( (u_2) \). The use of different setpoints is to avoid undesired switching between the controllers and possible non-uniqueness when using two controllers with integral action to control the same output (Åström and Hägglund, 2006). The use of multiple controllers with different setpoints is analyzed in Chapter 7.

The third classical control structure for extending the steady-state range is shown in Fig. 6.3. Here, the output \( (y) \) is always controlled with the same input \( (u_1) \), but if \( u_1 \) approaches its limit \( (u_{1\text{lim}}) \), then input \( u_2 \) is activated and keeps \( u_1 \) away from its limit. Normally, input \( u_2 \) is not used, that is, we have \( u_2 = u_{2\text{lim}} \), where typically \( u_{2\text{lim}} = 0\% \).
The advantage with input (valve) position control is that we always use the same input \(u_1\) to control \(y\), but the disadvantage is that we cannot utilize the full range for \(u_1\) as we need a back-off \((\Delta u_1)\) from the limit. For example, we may select to always use cooling \((u_1)\) to control the room temperature \((y = T)\). On cold days, we use heating \((u_2)\) to avoid that the cooling reaches its lower limit \((u_1^{min} = 0)\). Thus, even on cold days we will use a little cooling \((u_1)\). Note that the term "valve position control" is more commonly used for another case than in Fig. 6.3, namely when \(u_1\) is used to improve the dynamic performance of \(y\). In this case \(u_2\) is the main manipulated variable for steady-state control and \(u_1\) is always controlled to its setpoint \((u_1^{sp})\), which is typically a "midrange" value.

In the present chapter, we propose a generalized split range control structure (Fig. 6.5), where the controller for each input can be designed independently. To avoid the use of different setpoints (Fig. 6.2), we use a baton strategy, in which undesired switching is avoided by allowing only one controller to be active at a time.

This chapter is organized as follows. In Section 6.2 we briefly describe standard split range control and its limitations with respect to tuning. In Section 6.3 we present the new generalized structure, which overcomes these limitations. In Section 6.4 we use a case study to illustrate our proposed generalized structure and compare it to standard split range control. Then, in Section 6.5 we discuss possible alternative implementations and control strategies for multiple-input single-output control for extending the operating range, including model predictive control (MPC). We conclude the chapter in Section 6.6.

### 6.2 Standard split range controller

As shown in Fig. 6.1, in standard split range control there is one common controller \((C)\) which computes the internal signal \((v)\) to the split range block (SR-block), which assigns the value (e.g., the valve opening) for each input \((u_i)\). Importantly, at any particular time, only one input \((u_i)\) is being used to control the output \((y)\), whereas the remaining inputs are fixed at the values given by \(u^{lim}\), typically at their maximum or minimum values.

#### 6.2.1 The split range block

The split range block has also been called characterization function (Smith, 2010), splitter block (Blevins, 2011), and function generator (Smith, 2014). Fig. 6.4 depicts a typical split range block for two inputs \((u_1\) and \(u_2)\) for a case when \(u_1\) has a positive effect on the output \((y)\) and \(u_2\) has a negative effect.
6.2. STANDARD SPLIT RANGE CONTROLLER

For example, normally we may want to control room temperature \((y)\) with heating \((u_1)\) and with the ventilation rate \((u_2)\) set at its maximum. However, on a very cold day we may reach maximum heating \((u_{1 \text{max}})\), and to maintain temperature control \((y)\), we can reduce the ventilation rate \((u_2)\).

6.2.2 Slopes \((\alpha_i)\) in split range block

In Fig. 6.4a, the split value is located at the mid-point \((v^* = 50\%)\) and the slopes have the same magnitude \((|\alpha_1| = |\alpha_2|)\). This choice is used in most examples in the literature (see Mercer (1968); Price et al. (1994); Piovoso et al. (1995); Seborg et al. (2003); Bequette (2002); Wang (2010); Smith (2010); Fonseca et al. (2013); Shen-Hui et al. (2011); Fatani et al. (2017); Bahadori (2017)).

However, each input \((u_i)\) has a different dynamic and static effect on the output, and the split value \(v^*\) (or equivalently, the slopes \(\alpha_i\)) should generally be located at some other value to compensate for this, as illustrated in Fig. 6.4b (see Lipták (1985); Hägglund (1997); Glemnemstad (1997); Bastani and Chen (1988); Blevins (2011); Gupta et al. (2015); Reyes-Lúa et al. (2019b)). For example, with a PI-controller (with parameters \(K_C\) and \(\tau_I\)), we can get the desired controller gain\(^1\) for each input \((K_{C,i})\) by selecting the slopes \((\alpha_i)\) such that \(\alpha_i K_C = K_{C,i}\). However, we need to use a common integral time \((\tau_I)\) which must be a compromise among the desired \(\tau_{I,i}\) for every \(u_i\).

---

\(^1\) The desired tunings for these controllers can be found, for example, from the SIMC PID tuning rules (Skogestad, 2003).
6.3 Generalized split range control structure

6.3.1 Proposed baton strategy

The dynamic behavior of each input is generally different and using a common controller \( (C(s)) \), as in standard split range control (Fig. 6.1), represents a compromise. Fig. 6.5 depicts our proposed generalized control structure for split range control applications, where each input has its own controller \( (C_i(s)) \). Here, \( C_i(s) \) can be any type of controller, but it is commonly a PID controller\(^2\). Each controller produces a suggested input \( u'_i \), and the baton strategy logic block in Fig. 6.5 selects and computes the actual inputs inputs \( (u_i) \).

![Figure 6.5: Proposed generalized split range control using the baton strategy. Each controller computes a suggested input \( u'_i \) and the baton logic decides on the actual input \( u_i \).](image)

In order to use multiple controllers for the same output, we want to make sure that only one input \( (u_i) \) is actively controlling the output \( (y) \) at any given time. The other inputs are required to be at fixed values \((u_i^{\min} \text{ or } u_i^{\max})\), as given in \( u^{\text{lim}} \). We propose to do this by using a baton strategy logic, similar to what is used by runners in a relay (Fig. 6.6), where only the runner who holds the baton is active at any given time, and the active runner decides when to pass the baton. This avoids the need for a centralized supervisor.

\(^2\)Having independent controllers \( (C_i(s)) \) allows one to individually tune the controller for each input \( i \), without any compromise. To design \( C_i(s) \) we suggest using a systematic tuning procedure, such as the SIMC PID tuning rules (Skogestad, 2003).
In other words, we let the active input decide when to switch to another input. The active input remains active as long as its not saturated \((u_{i}^{\min} < u_{i} < u_{i}^{\max})\) and will only pass the baton to another input once it becomes saturated (reaches \(u_{i}^{\min}\) or \(u_{i}^{\max}\)).

![Figure 6.6: Baton strategy for relay.](image)

### 6.3.2 Sequencing of inputs

Before actually designing the baton strategy logic, we need to make some initial decisions. First, we need to define the minimum and maximum values for every input \((u_{i}^{\min}, u_{i}^{\max})\) This is decision D1. Then, we need to choose the sequence of use of the inputs (decision D2). This should be defined considering their effect on the output \((y)\) as well as economic aspects. In some cases, operational aspects may be taken into account. The following steps are used for decision D2:

**D2.1** Define the desired or most economical operating value for each input (e.g. fully closed or fully open valve).

**D2.2** Consider the effect of every input \((u_{i})\) on the output \((y)\). Then group the inputs into:

1. Inputs for which the value of the output \((y)\) increases when we move \(u_{i}\) away from its desired operating value (fully opened or fully closed).
2. Inputs for which the value of the output \((y)\) decreases when we move \(u_{i}\) away from its desired operating value (fully opened or fully closed).

**D2.3** Within each group, (a) and (b), order the inputs according to which one should be used first (less expensive) to which should be used last (more expensive).

**D2.4** In our experience, it is usually helpful to graphically summarize the final sequence in a standard split range block, as the one in Fig. 6.4 (and Fig. 6.8 in the case study), but note that the slopes and the split values have no significance when we use the generalized split range control structure that we are proposing.
6.3.3 Baton strategy logic

Once that the sequence of inputs is defined, we can formulate the logic for the baton strategy. Consider that input $k$ is the active input (has the baton). The proposed baton strategy is then:

B.1 Controller $C_k$ computes $u'_k$, which is the suggested value for the input $k$.

B.2 If $u_k^{min} < u'_k < u_k^{max}$
   a) keep $u_k$ active, with $u_k ← u'_k$
   b) keep the remaining inactive inputs $i$ at the relevant limit value ($u_i^{min}$ or $u_i^{max}$).

B.3 If $u'_k ≤ u_k^{min}$ or $u'_k ≥ u_k^{max}$
   a) Set $u_k = u_k^{min}$ or $u_k = u_k^{max}$, depending on which limit is used, and pass the baton to the new active input $j$. The new active input is selected according to the predefined sequence, depending on which limit is met ($j = k + 1$ or $j = k - 1$).
   b) Set $k = j$ and go to step B.1.

6.3.4 Anti-windup strategy

One needs to avoid windup for the inputs which are not active. Thus, when switching, one needs to decide on how to initialize the new active controllers. There are several alternatives. Since we only want one controller to be active at a time, the simplest and most obvious strategy is to set all the states of the non-active controllers to zero. For a PI controller (Eq. (6.1)), this means that the integral action starts at the time of the switching, $t_b$, when the baton is passed.

$$u'_k(t) = u_0^k + K_{C,k} \left( e(t) + \frac{1}{\tau_{I,k}} \int_{t_b}^{t} e(t) \right)$$  \hspace{1cm} (6.1)

The value of the bias $u_0^k$ is equal to $u_k^{min}$ or $u_k^{max}$, depending on from which side the baton was received. Note that the integration in Eq. (6.1) starts from $t_b$ and not from 0.

This simple strategy is used in the case study. Alternative anti-windup implementations are described in the discussion (Section 6.5.4).
6.4 Case Study: Control of room temperature

In this section, we demonstrate the implementation and performance of our proposed generalized split range control structure with a temperature control case study. We compare our proposed generalized control structure with the standard split range control described in Section 6.2 and Chapter 5. We want to control room temperature \((y = T)\) using four inputs \((u_i)\), two sources of cooling and two sources of heating:

- \(u_{AC}\): air conditioning
- \(u_{CW}\): cooling water
- \(u_{HW}\): hot water (district heating)
- \(u_{EH}\): electric heating.

The setpoint for the room temperature is \(T^{sp} = 18^\circ C\). The main disturbance is ambient temperature \((d = T^{amb})\), which is not measured and is nominally the same as the setpoint; thus, \(T^{amb}_0 = 18^\circ C\). This means that no heating or cooling is required at the nominal operating point \((u_i = 0 \; \forall i)\), which is desired for economic reasons. In this example, all four inputs \((u_i)\) are scaled from 0 to 1.

6.4.1 Model

For simplicity, we model the room as a linear system:

\[
y(s) = G_p(s) \; u(s) + G_d(s) \; d(s)
\]

where:

\[
y = T
\]

\[
u = [u_{AC} \; u_{CW} \; u_{HW} \; u_{EH}]^T
\]

\[
d = T^{amb}
\]

\[
G_p(s) = [G_{AC}(s) \; G_{CW}(s) \; G_{HW}(s) \; G_{EH}(s)]
\]

Table 6.1 shows the gains \((K_{p,i})\), time constants \((\tau_i)\) and delays \((\theta_i)\) for \(G_{p,i}(s)\) and \(G_d(s)\), modeled as first-order transfer functions. Note that since the gain for the disturbance in ambient temperature \((d = T^{amb})\) is 1 and the inputs \((u_i)\) are scaled in the range 0 to 1, the gains \(K_{p,i}\) tell us the disturbance range that each input can handle. For example, since \(K_{p,HW} = 12\) we can handle ambient temperatures down to \(T^{amb} = T^{amb}_0 - K_{p,HW} = 18^\circ C - 12^\circ C = 6^\circ C\) before we must switch from hot water (HW) to electric heating (EH). Furthermore, since \(K_{p,EH} = 8\) we can
handle ambient temperatures down to $6^\circ C - 8^\circ C = -2^\circ C$ before we lose control of room temperature ($y = T$) because both heating sources (HW and EH) are at their maximum. In the other direction, we can handle ambient temperatures up to $T_{amb} - K_{p,CW} - K_{p,AC} = 18^\circ C + 5^\circ C + 10^\circ C = 33^\circ C$ before we lose control of $y = T$ because both cooling sources (AC and CW) are at their maximum.

Table 6.1: Parameters for $G_{p,i}(s)$ from $u_i$ to $y = T$ and $G_d(s)$ from $d = T_{amb}$ to $y = T$.

<table>
<thead>
<tr>
<th>$G_i$</th>
<th>$K_{p,i}$</th>
<th>$\tau_i$ (min)</th>
<th>$\theta_i$ (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{AC}$</td>
<td>-5</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>$G_{CW}$</td>
<td>-10</td>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td>$G_{HW}$</td>
<td>12</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>$G_{EH}$</td>
<td>8</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>$G_d$</td>
<td>1</td>
<td>15</td>
<td>6</td>
</tr>
</tbody>
</table>

### 6.4.2 Standard implementation of split range control

Fig. 6.7 shows the block diagram for the standard implementation of split range control for this process, using one common PI controller ($C$) and the split range block in Fig. 6.8. For the common PI controller we choose $K_C = 0.0592$ and $\tau_I = 15$ min. Table D.1 in Appendix D.1 summarizes the parameters for the standard split range block in Fig. 6.8. This control structure was designed and tuned as proposed in Chapter 5 (Reyes-Lúa et al., 2019b).

![Figure 6.7: Block diagram for standard split range control for room temperature control. The SR block is shown in Fig. 6.8.](image-url)
6.4. CASE STUDY: CONTROL OF ROOM TEMPERATURE

Figure 6.8: Standard split range block for room temperature control with air conditioning (AC), cooling water (CW), hot water (HW), and electric heating (EH); SR block in Fig. 6.7.

6.4.3 Generalized implementation of split range control

Fig. 6.9 shows the block diagram for the new proposed generalized split range control structure. We use PI controllers for each input and tune each loop "tightly", according to the SIMC tuning rules (Skogestad, 2003). This is achieved by selecting the closed-loop time constant for each input equal to the time delay ($\tau_{c,i} = \theta_i$). Table 6.2 gives the PI tuning parameters for each $C_i(s)$.

Table 6.2: Tuning parameters in room temperature control.

<table>
<thead>
<tr>
<th>$u_i$</th>
<th>$\tau_{c,i},(min)$</th>
<th>$K_{C,i}$</th>
<th>$\tau_{I,i},(min)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_{AC}$</td>
<td>$\theta_{AC}$</td>
<td>-0.4000</td>
<td>8</td>
</tr>
<tr>
<td>$u_{CW}$</td>
<td>$\theta_{CW}$</td>
<td>-0.2500</td>
<td>15</td>
</tr>
<tr>
<td>$u_{HW}$</td>
<td>$\theta_{HW}$</td>
<td>0.1389</td>
<td>10</td>
</tr>
<tr>
<td>$u_{EH}$</td>
<td>$\theta_{EH}$</td>
<td>0.3125</td>
<td>5</td>
</tr>
</tbody>
</table>

We next design the generalized split range control structure according to the procedure in Section 6.3.

Sequencing of outputs

D1 The inputs are normalized, and the operating range for every input is $u_i = [0, 1]$.

D2.1 The most economical operating point is when $T_{amb} = T^{sp}$, and we can have all inputs fully closed ($u_i = 0$).
D2.2 To maintain $T = T^{sp}$, we need to cool the room if $T^{amb} > T^{sp}$, and to heat the room if $T^{amb} < T^{sp}$. We can group the inputs according to their effect on the room temperature into:

(a) Inputs for which $y = T$ increases when we open them (move away from the desired operating condition, fully closed). These are the two heating sources: HW and EH.

(b) Inputs for which $y = T$ decreases when we open them (move away from the desired operating condition, fully closed). These are the two cooling sources: CW and AC.

D2.3 As CW is less expensive than AC, we prioritize the use of CW over AC for decreasing room temperature. Likewise, we prioritize the use of HW over EH.

D2.4 The final sequence can be summarized in the split range block in Fig. 6.8. However, note that when using the generalized control structure the values of the slopes ($\alpha_i$) have no significance except for the sign, which determines whether we start from $u_i^{min}$ or $u_i^{max}$.

**Design of the baton strategy.**

We consider the block diagram in Fig. 6.9 and use Fig. 6.8 to define the sequence and the choice of bias. The proposed baton strategy logic in steps B.1 to B.3 is written out in detail in Table 6.3.
6.4. CASE STUDY: CONTROL OF ROOM TEMPERATURE

Table 6.3: Baton strategy logic for case study.

<table>
<thead>
<tr>
<th>Value of $u'_k$</th>
<th>$u_1 = u_{AC}$</th>
<th>$u_2 = u_{CW}$</th>
<th>$u_3 = u_{HW}$</th>
<th>$u_4 = u_{EH}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u'_k\min &lt; u'_k &lt; u'_k\max$</td>
<td>keep $u_1$ active</td>
<td>keep $u_2$ active</td>
<td>keep $u_3$ active</td>
<td>keep $u_4$ active</td>
</tr>
<tr>
<td>$u'_k \geq u'_k\max$</td>
<td>keep $u_1$ active</td>
<td>baton to $u_1$</td>
<td>baton to $u_4$</td>
<td>keep $u_4$ active</td>
</tr>
<tr>
<td>(max. cooling)</td>
<td>$u'_0 = u'_1\min$</td>
<td>$u'_4 = u'_4\min$</td>
<td>(max. heating)</td>
<td></td>
</tr>
<tr>
<td>$u'_k \leq u'_k\min$</td>
<td>baton to $u_2$</td>
<td>baton to $u_3$</td>
<td>baton to $u_2$</td>
<td>baton to $u_3$</td>
</tr>
<tr>
<td>$u'_2 = u'_2\max$</td>
<td>$u'_3 = u'_3\min$</td>
<td>$u'_2 = u'_2\min$</td>
<td>$u'_3 = u'_3\max$</td>
<td>$u'_3 = u'_3\max$</td>
</tr>
</tbody>
</table>

When an input *receives the baton*, the integrator of its corresponding PI controller ($C_k(s)$) is reset to zero, according to Eq. (6.1). Thus, the initial value for $u_k$ (at time $t = t_b$) will be the proportional term plus $u'_k$

$$u_k(t_b) = u'_k + K_{C,k}e(t_b).$$

Note here that the bias, $u'_k$, is equal to $u'_k\max$ or $u'_k\min$, depending on which side the baton is coming (see Table 6.3). Note than when $u_1 = u_{AC}$ or $u_4 = u_{EH}$ reach their corresponding $u'_k\max$, we reach the limit of the range within which we can control $y = T$. As there is no other input to *pass the baton*, they remain the 'active' input. In those cases, we lose control of $T$ because all inputs are constrained.

**Simulations**

The standard and the generalized split range control schemes are tested for rejection of disturbances in $T^{amb}$, which is nominally $18^\circ C$. $T^{sp}$ is kept constant at $18^\circ C$. At $t = 10\ min$, $T^{amb}$ increases to $20^\circ C$ and at $t = 80\ min$ to $29^\circ C$. Then, at $t = 140\ min$, $T^{amb}$ decreases to $24^\circ C$ and at $t = 180\ min$ to $-1^\circ C$. $T^{amb}$ then increases to $17^\circ C$ at $t = 280\ min$, and finally to $22^\circ C$ at $t = 350\ min$.

From Fig. 6.10, we observe that both the standard and the generalized implementation maintain $T = T^{sp}$ at steady-state, but the generalized structure is better as it reaches steady-state much faster, except for the disturbances at $t = 10\ min$ and $t = 140\ min$ when CW (cooling water) is the active input. This is expected because the integral time for the common controller for standard split range control is $\tau_l = 15\ min$, which is the same as for CW with generalized SRC (see Table 6.2). For the other inputs, the integral time for generalized SRC is smaller (8, 10, and 5 min), resulting in a faster return to the setpoint.
Figure 6.10: Comparison of standard and generalized split range controller (SRC) for case study. The standard SRC structure is shown in Fig. 6.7 and the generalized structure is shown in Fig. 6.9.
6.5 Discussion

6.5.1 Alternative implementations of generalized split range control

In standard split range control, we can use the slopes in the split range block to adjust the controller gain for each input, but we have to use the same value for the other controller settings, like the integral or derivative times. By “generalized split range control” we mean an implementation where the controllers for each input can be tuned independently. Various statements on using independent controllers have appeared in the literature (Åström and Hägglund, 1995; Hägglund, 1997; Marlin, 2000) but we did not find any details on how it should be implemented or whether it had been used in practice.

During the work with this project, we tried several alternative implementations. Our first attempt was to use a common integrator and put the dynamics after the split range block in Fig. 6.1. For example, to change the PI-tunings from the original set 1 (in $C$) to the set 2, we may add a block

$$K_{C,2}/K_{C,1}(1 + 1/\tau_2 s)/(1 + 1/\tau_1 s)$$

on the signal $u_2$ exiting the split range block. However, the signal $u_2$ is a physical signal, which already includes its maximum or minimum value, and adding dynamics to the signal creates non-uniqueness in the switching.

Our next attempt was to have one controller $C(s)$, as in Fig. 6.1, and use different sets of parameters in $C(s)$ based on the output from the split range block, which tells which input is active. Åström and Hägglund (1995) and Hägglund (1997) refer to this idea as a special type of gain scheduling. However, the term gain scheduling is generally used for the case where the inputs and outputs are fixed and we change the controller parameters depending on the operating parameters, for example, the setpoint ($y^{sp}$) or the disturbance ($d$). On the other hand, split range control is used to extend the steady-state range of $y$ by using a sequence of different inputs. In any case, we encountered problems with implementing this approach. This is because when we change the controller parameters for $C(s)$, the signal $v$ from $C(s)$ changes, which may cause the selector block to change the active input, resulting in cycling and non-uniqueness in the switching.

We therefore decided to use independent controllers. However, only one controller should be active at the time, and to select which one, we introduced the baton strategy. The baton strategy has the advantage that the selection of the active input is not centralized. Each active controller only needs to know which two controllers it should give the baton to if it reaches its maximum or minimum value, respectively.
6.5.2 Comparison with multiple controllers with different setpoints

As mentioned in the introduction, an alternative to split range control is to use multiple controllers with different setpoints (see Chapter 7). In this case, all controllers are active at any given time (although some inputs may be saturated), so to avoid undesired switching and fighting, one has to separate the setpoints.

Our new generalized split range controller may be viewed as an extension of this, which avoids the use of different setpoints (Fig. 6.2). The use of different setpoints has the advantage of avoiding the logic block in Fig. 6.5, as the sequence of the inputs is indirectly given by the value of the setpoints. For example, for our room temperature case study, we could have used four controllers with setpoints $20^\circ C$ for AC, $19^\circ C$ for CW, $18^\circ C$ for HW and $17^\circ C$ for EH. We are here assuming that we can have tight temperature control so that a setpoint difference of $1^\circ C$ is enough to avoid undesired switching.

6.5.3 Comparison of split range control with model predictive control

One obvious design approach to handle MISO systems with input constraints is model predictive control (MPC) (Qin and Badgwell, 2003). The standard approach in MPC is to use the weights in the objective function to assign the priorities for the control objectives. To assure that the controller uses the right input, we need to introduce penalties on deviations in the inputs ($u_i$) from the desired value and the values of the weights should be higher for more costly inputs. As there is no systematic way of choosing the weights or tuning rules for MPC, we used trial and error. However, depending on the selected weights, this scheme may not always bring the output ($y$) to zero offset and dynamically it may use more than one input simultaneously, which is not necessarily the desired strategy.

The simulation in Fig. 6.11 compares the proposed generalized SRC with MPC. The generalized SRC is the same as the one studied earlier (Fig. 6.9 and 6.10) and the details of MPC are given in Appendix D.2. The MPC weight for setpoint deviation is ten times higher than the weight for the use of the expensive inputs ($u_1 = u_{AC}$ and $u_4 = u_{EH}$) and the weight for the expensive inputs is five times higher than the weight for the less expensive inputs ($u_2 = u_{CW}$ and $u_3 = u_{HW}$). In general, we see that MPC has better initial response, because it uses several inputs at the same time, but the settling towards the steady-state is slower than with generalized SRC. This is also seen from the values of the integrated absolute error in Table 6.4.
6.5. DISCUSSION

Figure 6.11: Comparison of standard MPC with generalized split range control (SRC) for room temperature. The dashed lines correspond to MPC and the solid lines correspond to the strategy proposed in this chapter, which is also depicted in Fig. 6.10.

For example, consider the response at $t = 280$ min, when $d = T_{amb}$ increases from $-1^\circ C$ to $17^\circ C$ and the room requires much less heating than before but still no cooling. Indeed, split range control handles this disturbance by only limiting the heating. It first turns off the electrical heating ($u_{EH}$) and then controls the temperature by reducing the hot water ($u_{HW}$). MPC also turns off $u_{EH}$ initially,
but then it starts using the cooling water \( u_{CW} \) while at the same time reducing the hot water \( u_{HW} \). MPC uses cooling to speed up the initial response, but this is not beneficial on a longer time scale as seen from the simulations. Moreover, the input usage is also higher. It is not only dynamically that MPC may use more than one input; it also happens at steady state, at least with quadratic input weights, as in our case study.

Note that the sampling time for the MPC is \( \Delta t = 1 \text{ min} \), whereas split range control is continuous. This partly explains why SRC is faster than MPC for the disturbance at \( t = 280 \text{ min} \). The actual performance of MPC will depend on the tuning. Nevertheless, the main disadvantages with MPC compared to SRC are that it requires a detailed dynamic model and that it will increase the input cost because it uses several inputs at the same time. For example, as we observed, it may use cooling to avoid a sudden temperature increase, although the disturbance could be handled without cooling.

<table>
<thead>
<tr>
<th>Controller</th>
<th>IAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard split range control (Fig. 6.7): Fig. 6.10</td>
<td>448.6</td>
</tr>
<tr>
<td>Generalized split range control (Fig. 6.9), with integrator resetting (Eq. (6.1)): Figures 6.10, 6.11, and 6.13</td>
<td>202.4</td>
</tr>
<tr>
<td>Generalized split range control (Fig. 6.9), with back-calculation tracking (Fig. 6.12): Fig. 6.12</td>
<td>235.7</td>
</tr>
<tr>
<td>MPC (Eq. (D.3)): Fig. 6.11</td>
<td>327.9</td>
</tr>
</tbody>
</table>

### 6.5.4 Anti-windup for generalized split range control

In the proposed generalized structure for split range control there are multiple controllers for the same output. In the case study, windup is overcome by having only one controller active at any time and resetting the integrator term to zero when a controller becomes active (see Eq. (6.1)). However, the proportional and derivative terms of the controller may potentially cause large output changes when the switch occurs. This may be partly seen by the value for \( u_{AC} \) in Fig. 6.10 at \( t = 100 \text{ min} \), which jumps from 0 to 1 for a short time, before settling at about 0.2. Thus, we do not have bumpless transfer, which actually may be an advantage because it may give a faster response.

Windup can be avoided by implementing other anti-windup schemes, such as input tracking with back-calculation (Åström and Hägglund, 2006). Fig. 6.12 shows how input tracking with back-calculation can be implemented for each input \( u_i \) with the generalized split range control structure. In the block diagram in Fig. 6.12, the tracking constant, \( K_T \) (Matlab, 2019) is used to reset the integrator dynamically (Åström and Hägglund, 2006). With \( K_T = 0 \), tracking is turned off and with a large value for \( K_T \), tracking is fast. If we implement this anti-windup scheme in combination with the generalized split range controller proposed in this chapter, all
desired inputs \( (u'_i) \) are calculated at any time, this is, we do not reset the integrator of the input that becomes active (receives the baton). Otherwise, the switching logic to transfer the baton remains the same.

\[
K_{C,i} + u_{\text{max}} - u_{\text{min}}
\]

Figure 6.12: Antiwindup with bumpless transfer: input tracking with back-calculation for input \( u_i \).

Fig. 6.13 compares back-calculation (dashed lines) with the strategy of integral resetting in Eq. (6.1) (solid lines). We implemented the back-calculation tracking scheme in Fig. 6.12, with \( K_T = 1 \) for all inputs and with the same PI-tunings (Table 6.2) and switching logic (Table 6.3) as before. The differences are quite small, but as expected, we observe a somewhat less aggressive initial response to the disturbances when we use back-calculation. For example, at \( t = 100 \text{ min} \), \( u_{AC} \) does not jump from 0 to 1 as it does with integral resetting. On the other hand, the integrated absolute error (IAE) with back-calculation is somewhat higher than with integral resetting, although it is still significantly lower than with standard split range control (see Table 6.4).

### 6.5.5 Stability for controllers extending the operating range

All the structures considered in this chapter (Figures 6.1, 6.2, 6.3 and 6.5) involve switching between different active controllers. During normal operation, when there is no switching, we achieve robustness by using the SIMC PI tuning with \( \tau_c = \theta \) (Table 6.2), which guarantees a gain margin of about 3 and a delay margin of about 2.5 to 3 (Skogestad, 2003; Grimholt and Skogestad, 2018).

In general, switching may result in oscillations, and indeed, we encountered such problems with some of the other structures we tried (see Section 6.5.1). There exist no general analysis results for switched systems, for say analyzing whether undesired switching will occur. In practice, undesired oscillations may be overcome by introducing something on top of the switching, like adding a delay (Marlin, 2000).
Another option is to use a two-step approach with a compensation (auxiliary) loop to avoid undesired switching. For example, Garelli et al. (2011) propose sliding mode reference conditioning (SMRC), based on variable structure analysis (VSS) theory and sliding mode (SM) related concepts, to improve robustness by shaping the reference signal. In this method, the reference signal is shaped by including a switching block and a first-order low-pass filter in the auxiliary loop. This strategy
can be implemented to avoid bumpy transfers when switching between different controllers.

Regarding MPC, there exist a number of stability results, although an important assumption is that all states are measured or can be perfectly estimated, which is not realistic in most process control problems and does not apply to systems with time delay as in the case study in this chapter. In addition, traditional MPC does not allow for logic variables and therefore does not allow for switching such that only one input is used at the time. However, Bemporad and Morari (1999) developed an MPC strategy which allows for logic variables with closed-loop stability guarantees (again under the assumption that all states are measured), but this assumes the control system has to be designed using the approach proposed in the paper, which involves solving a mixed-integer quadratic program (MIQP), for which there is no guarantee of convergence to a unique solution.

6.6 Conclusions

Split range control is widely used in industry, but it has not been studied much in academia. In this work, we introduce a new generalized control structure using a baton strategy that allows for using individual controllers for each available input without a centralized supervisor. The proposed baton strategy is illustrated in Fig. 6.5 and Table 6.3. We demonstrated the feasibility of implementing this structure in a case study with four available inputs and one controlled variable. This new generalized structure has better dynamic performance than the standard split range controller, and also outperforms MPC for our case study.
This chapter is published as:


This chapter deals with the case when multiple inputs are needed to cover the steady-state operating range. The most common implementation is to use split range control with a single controller. However, this approach has some limitations, discussed in previous chapters. In this chapter, we use multiple controllers with different setpoints and demonstrate that this structure can be optimal in some cases when the cost of the input can be traded off against the penalty of deviating from the desired setpoint. We describe a procedure to find the optimal setpoint deviations. We illustrate our procedure in a case in which three inputs (cooling and two sources of heating) are used to control the temperature of a room with a PID-based control structure and without the need of online optimization.

### 7.1 Introduction

The use of more than one input for one output to extend the steady-state range of the output has been a common practice for more than 75 years (e.g. Eckman (1945); Young (1955))

\footnote{In this chapter, we use input \((u)\) as a synonym of manipulated variable \((MV)\) and output \((y)\) as a synonym of controlled variable \((CV)\).} Split range control is the classical control structure commonly used for this. However, using a single controller has some limitations with respect to
tuning. For example, for split range with PI control, the integral times must be the same for all inputs. This is addressed in Chapter 6.

An alternative to extend the steady-state range of the output is to use one controller for each input with independent tunings and different setpoints. This structure is often regarded as "sub-optimal" because the setpoints must be different to avoid undesired switching of the controllers. In this chapter, we argue that having different setpoints can be optimal in some cases because it allows us to consider the trade-off between the cost of using the input against the cost of deviating from the desired setpoint. For example, for room temperature control we may use different setpoints in the winter than in the summer to save on heating and cooling, respectively.

This chapter is organized as follows. In Section 7.2 we describe the classical control structures used to extend the steady-state range and maintain control of the output when there is more than one available input. In Section 7.3 we introduce our proposed procedure to obtain optimal setpoints. In Section 7.4 we implement our proposed procedure to find optimal setpoints for controlling room temperature. In Section 7.5, we discuss the validity and the applicability of our method with objective functions different than the one in Sections 7.3 and 7.4. We give some final remarks in Section 7.6.

7.2 Classical advanced control structures for more than one input for one output

When we need more than one input ($u_i$, manipulated variable, MV) to cover the whole steady-state range for one output ($y$, controlled variable, CV), we can use three alternative classical control structures:

1. Split range control
2. Input (valve) position control
3. One controller for each input, each with a different set point for the output

Split range control has been in use for more than 75 years (Eckman, 1945; Fink, 1945), and it is still commonly implemented in industry (Sun et al., 2015). Fig. 7.1 shows the block diagram of a split range controller (SRC) with two inputs ($u_1$ and $u_2$) for one output ($y$). Here, there is a common controller (C) that produces an internal signal in deviation variables ($v$) that is the input to the split range (SR) block, which calculates the values for $u_i$ (in physical variables).
7.2. CLASSICAL ADVANCED CONTROL STRUCTURES FOR MORE THAN ONE INPUT FOR ONE OUTPUT

Figure 7.1: Classical split range control (SRC) with two inputs and one output. A typical split range block (SR-block) is shown in Fig. 7.2.

(a) Typical case, with $v^* = 50\%$.

(b) More general case, with $v^* \neq 50\%$.

Figure 7.2: Split range block (SR-block) in Fig. 7.1 for a case in which the two inputs have different steady-state gain.

Fig. 7.2 shows a typical split range block. When the internal control signal ($v$) is below the split value ($v^*$), $u_1$ is used to control $y$, while $u_2$ is saturated; when $v$ is above $v^*$, $u_1$ is used to control $y$. The split point ($v^*$), or equivalently, the corresponding slopes ($\alpha_i$) in Fig. 7.2, can be used as degrees of freedom be used to counteract the differences in the effects of the various inputs ($u_i$). The approach introduced in Reyes-Lúa et al. (2019b) (Chapter 5) considers not only the static effect, but also the dynamics. Nevertheless, there are limitations in terms of tuning, as only the controller gains can be adjusted using the slopes; for example, the integral bias needs to be the same for all inputs.

Alternative 2, shown in Fig. 7.3, is input (valve) position control (Shinkskey, 1978, 1981). Valve position control is often used to improve the dynamic performance by allowing $u_1$ to take care of the fast control and $u_2$ of the long-term control. However, if implemented as shown in Fig. 7.3, it extends the steady-state range. In this scheme, the primary input ($u_1$) always controls the output ($y$). If $u_1$ approaches its limit ($u_1^{lim}$), then $u_2$ is used to control $u_1$ at a setpoint $u_1^{sp} = u_1^{lim} + \Delta u_1$, preventing $u_1$ from saturating. Note than $u_2$ is only controlling $u_1$ when needed, so normally it
will be kept at its desired value. We need to have a back-off, \( \Delta u_1 \neq 0 \) from the limit \( (u_1^{lim}) \) to ensure that \( u_1 \) always has some range to control \( y \). Thus, one cannot utilize the full steady-state range of \( u_1 \) with this scheme.

![Block Diagram](attachment:fig7_3.png)

**Figure 7.3**: Block diagram for input (valve) positioning control for extending the steady-state range.

Finally, Fig. 7.4 shows alternative 3, studied in this chapter, with *one controller for each input*. In Fig. 7.4, the setpoint for the controller using \( u_1 \) (\( C_1 \)) is \( y^{sp,1} \), and the setpoint for the controller using \( u_2 \) (\( C_2 \)) is \( y^{sp,1} + \Delta y^{sp} \). Here, \( \Delta y^{sp} \) should be large enough to guarantee that only one controller is active at a given time, while the other inputs are at their limits (Smith, 2010).

![Block Diagram](attachment:fig7_4.png)

**Figure 7.4**: Block diagram for two controllers with different setpoints. This is the control structure studied in this chapter.

In Figs. 7.1, 7.3 and 7.4 we show the case with two inputs (\( u_1 \) and \( u_2 \)), but all three alternatives are easily generalized to any number of inputs. For all three alternatives, the idea is that only one input (\( u_i \)) is controlling the output (\( y \)) at a time. In Fig. 7.1 this is achieved by the split range block. In Fig. 7.3, input \( u_2 \) is only used when \( u_1 \) reaches its limit. In Fig. 7.4, this is achieved by having sufficiently different setpoints.

In this chapter, we study in detail *one controller for each input* (Fig. 7.4) and we compare this structure with *split range control* (Fig. 7.1).
7.3 Optimal setpoint for each input

In this section we consider the cases when there is a trade-off between the cost of input usage ($u_i$) and the cost of deviation from the setpoint ($\Delta y^{sp}$).

As only one input is being used at a time, the cost function (economic objective function) can be written as

$$J(u_k, \Delta y^{sp}),$$

where $u_k$ is the input usage for the active input and $\Delta y^{sp}$ is the deviation from the desired setpoint. We assume here that the cost is linear in $u$ and we assume a quadratic penalty for the setpoint deviation. Then the cost function, which we want to minimize, becomes

$$J = p_{u_k}u_k + p_y(y - y^{sp})^2 + c$$

where $p_{u_k}$ is the price for input usage, $p_y$ represents the price for deviating from the desired setpoint, and $c$ represents the cost related to keeping the other inputs ($u_i, \forall i, i \neq k$) at their maximum or minimum values (not used to control $y$).

The output ($y$) is a function of the inputs ($u$). We consider the steady-state when we have

$$y = f(u).$$

If we consider the case where the relationship in Eq. (7.3) is linear for all inputs ($u_i$), we then have that all inputs can be written as a linear function of $y$. Thus,

$$u_i = k_i y + u_{i,0}.$$ (7.4)

The cost, when using $u_k$ as the input, then becomes

$$J = p_{u_k}k_k y + p_y(y - y^{sp})^2 + c_k + p_{u_k}u_{k,0}$$ (7.5)

The optimal value of $y$, which minimizes the cost $J$ when using input $u_k$ is then given by

$$\frac{dJ}{dy} = 0 \Rightarrow p_{u_k}k_k + 2p_y(y - y_{des}^{sp}) = 0$$ (7.6)

We find that the optimal setpoint deviation is

$$\Delta y^{sp*} = y^* - y^{sp} = -\frac{p_{u_k}k_k}{2p_y}$$ (7.7)

Thus, in this case, it is optimal with a constant setpoint deviation, independent of any other disturbances. Of course, this will not be the case if we have a different cost function than Eq. (7.2) or a model which is not linear like Eq. (7.4).
An example of a problem that satisfies our assumptions of a linear model is the heating or cooling of a room. The energy balance is

\[ 0 = \alpha(T_{amb} - T) + Q_h - Q_c \]  

(7.8)

\( y = T \) is the room temperature, \( Q_h \) represents the net heating and \( Q_c \) the net cooling. The term \( \alpha(T_{amb} - T) \) represents the net heat loss to the environment. Eq. (7.8) can be written on the form in Eq. (7.4) with \( y = T \), \( u_0 = \alpha T_{amb} \) and

\[
k = \begin{cases} 
\alpha & \text{if } u_k = Q_h \text{ (heating)} \\
-\alpha & \text{if } u_k = Q_c \text{ (cooling)}
\end{cases}
\]  

(7.9)

In general, the optimal setpoint deviation will not be independent of disturbances, as it is in Eq. (7.7). It only holds when Eq. (7.3) and (7.4) are valid.

### 7.4 Case study

Here we will analyze temperature control for the room in Fig. 7.5, which can be described by Eq. 7.8. The detailed model and the parameters are found in Appendix E. The desired (ideal) temperature in the room is \( T^{sp} = 21^\circ C \). The main disturbance is ambient temperature \( (d = T_{amb}) \) and there are three available manipulated variables \((u_i)\):

- \( u_1 = Q_{AC} \): cooling using air conditioning
- \( u_2 = Q_{HW} \): hot water, through floor heating \((Q_{FL})\)
- \( u_3 = Q_{EH} \): electrical heating

We select the nominal operating point as \( T = T_{amb} = 21^\circ C \). We use air conditioning \((u_1 = Q_{AC})\) to lower the temperature when \( T_{amb} > 21^\circ C \). When \( T_{amb} < 21^\circ C \) and the room requires heating, we first use hot water \((u_2 = Q_{HW})\), and when it reaches its maximum, we use electric heating \((u_3 = Q_{EH})\). Therefore:

\[
u = [Q_{AC}, Q_{HW}, Q_{EH}]^T
\]

\[
d = T_{amb}
\]

\[
y = T
\]

The nominal values and ranges for the inputs \((u_i)\) are shown in Table 7.1.
7.4. CASE STUDY

Figure 7.5: Room with three available (independent) inputs \( u_i = Q_i \) for temperature control \( (y = T) \).

Table 7.1: Ranges for available inputs \( (u_i) \).

<table>
<thead>
<tr>
<th>Input ( (u_i) )</th>
<th>Description</th>
<th>Nominal</th>
<th>Min</th>
<th>Max</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_1 = Q_{AC} )</td>
<td>air conditioning</td>
<td>0</td>
<td>0</td>
<td>4.5</td>
<td>kW</td>
</tr>
<tr>
<td>( u_2 = Q_{HW} )</td>
<td>heating water</td>
<td>0</td>
<td>0</td>
<td>3.0</td>
<td>kW</td>
</tr>
<tr>
<td>( u_3 = Q_{EH} )</td>
<td>electrical heating</td>
<td>0</td>
<td>0</td>
<td>4.0</td>
<td>kW</td>
</tr>
</tbody>
</table>

7.4.1 Optimal operation for temperature control

We define a scalar cost function which takes into account the cost of energy as well as a quadratic penalty cost for deviating from the temperature setpoint.

\[
J = \frac{p_{AC}Q_{AC} + p_{HW}Q_{HW} + p_{EH}Q_{EH} + p_T(T - T^{sp})^2}{p_1u_1 + p_2u_2 + p_3u_3} \quad \text{[$/s]} 
\]  

(7.11)

where \( p_{EH}, p_{HW}, \) and \( p_{AC} \) are the energy prices for electric heating \( (Q_{EH}) \), heating water \( (Q_{HW}) \), and air conditioning \( (Q_{AC}) \). \( p_T \) is a "comfort" penalty for the deviation of the actual room temperature \( (T) \) from the desired room temperature \( (T^{sp}) \). The values for these prices are in Table 7.2. Note that Eq. (7.11) has the same form as Eq. (7.5) when only one input is active.
Table 7.2: Parameters for cost function for optimization.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{EH}$</td>
<td>price for electrical heating</td>
<td>$1.20 $/kWh</td>
</tr>
<tr>
<td>$p_{HW}$</td>
<td>price for heating water</td>
<td>$0.80 $/kWh</td>
</tr>
<tr>
<td>$p_{AC}$</td>
<td>price for air conditioning</td>
<td>$0.40 $/kWh</td>
</tr>
<tr>
<td>$p_T$</td>
<td>comfort penalty</td>
<td>$0.24 $/°C^2h$</td>
</tr>
</tbody>
</table>

With the prices in Table 7.2 one hour of use of maximum heating water (3 kW) and maximum electricity (4 kW) costs

$$(1.2 \$/kWh)(4 \text{ kWh}) + (0.8 \$/kWh)(3 \text{ kWh}) = 7.2 \$$

whereas one hour with a 1°C deviation costs 0.24 $.

### 7.4.2 Optimal setpoints for room temperature

We want to find the optimum steady-state value for the room temperature, considering economics and deviation from the desired room temperature (Eq. (7.11)). To this end, we analyze the effect of varying the temperature setpoint when we use different inputs ($T_i^{sp}$) on the economic optimum of the system. At steady-state, the energy balance for the room becomes:

$$0 = \alpha(T_{amb} - T) + Q_{HW} + Q_{EH} - Q_{AC} \text{ [W]} \quad (7.12)$$

Eq. (7.12) is similar to Eq. (7.8), with more inputs.

For illustration purposes, we consider the case when $Q_{AC}$ is the active input, while $Q_{HW} = Q_{HW}^{min}$ and $Q_{EH} = Q_{EH}^{min}$. Then, Eq. (7.12) becomes:

$$0 = \alpha(T_{amb} - T) + Q_{HW}^{min} + Q_{EH}^{min} - Q_{AC} \quad (7.13)$$

Note that with $Q_{HW}^{min} = 0$ and $Q_{EH}^{min} = 0$, the steady-state room temperature is

$$T = T_{amb} - \frac{Q_{AC}}{\alpha} \quad (7.14)$$

Considering Eq. (7.11) and Eq. (7.13).

$$\left. \frac{dJ}{dT} \right|_{Q_{EH},Q_{HW}} = -\alpha p_{AC} + 2p_T(T - T^{sp}) \quad (7.15)$$
We find the optimal temperature from Eq. (7.15), \( \frac{dJ}{dT} \bigg|_{Q_{EH},Q_{HW}} = 0 \), and we choose this as our setpoint when we use air conditioning (AC).

\[
T_{sp}^{AC} = T^{sp} + \frac{\alpha_{pAC}}{2p_T}
\]  

This same analysis is valid for the case in which \( Q_{HW} \) or \( Q_{EH} \) are the active inputs. This result corresponds to Eq. (7.7) and Eq. (7.9). Thus, the optimal setpoint deviations, when using only one input at a time are:

\[
\Delta y_{sp,1} = T_{sp}^{AC} - T^{sp} = +\frac{\alpha_{pAC}}{2p_T}
\]

\[
\Delta y_{sp,2} = T_{sp}^{HW} - T^{sp} = -\frac{\alpha_{pHW}}{2p_T}
\]

\[
\Delta y_{sp,3} = T_{sp}^{EH} - T^{sp} = -\frac{\alpha_{pEL}}{2p_T}
\]

With \( p_T > 0 \), the deviation of \( T \) from \( T^{sp} \) is always penalized. If the comfort penalty \( (p_T) \) is very high, \( T_{i}^{sp} \approx T^{sp} \) in equations (7.17c), (7.17b) and (7.17a).

For example, consider \( i = 1 \) (AC). Then, from Eq. (7.17a) and with the prices from Table 7.2 and data from Table E.1

\[
\Delta y_{sp,1} = \Delta T_{AC} = \frac{400 \text{W}}{\text{C}} \cdot 0.04 \text{$/kWh} \cdot \frac{8 \text{$/kWh}}{2 \cdot 0.24 \text{$/\text{C}^2h}} = 0.33 \text{°C}
\]

The results for all the inputs are in Table 7.3. The results are also shown graphically in Fig. 7.6 as a function of \( p_i/p_T \) for the case with \( \alpha = 400 \text{ W/°C} \).

Table 7.3: Optimal deviations for the three available inputs.

<table>
<thead>
<tr>
<th>Input</th>
<th>( \Delta y_{sp,i}[\text{°C}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_1 = Q_{AC} )</td>
<td>+0.33</td>
</tr>
<tr>
<td>( u_2 = Q_{HW} )</td>
<td>-0.67</td>
</tr>
<tr>
<td>( u_3 = Q_{EH} )</td>
<td>-1.00</td>
</tr>
</tbody>
</table>

### 7.4.3 Three controllers with different setpoints

We can implement the results in Section 7.4.2 using a controller for each input each with a different setpoint, as shown in Fig. 7.7, with \( y = T \) and \( u_i = Q_i \). The tuning procedure for the PI controllers is described in Appendix E.2.

Fig. 7.8 shows the simulation results using large steps in \( d = T^{amb} \) to show the performance of the control structure in the whole range. All controllers have anti-windup (clamping) implemented. We use the optimal setpoints in Table 7.3.
The simulation starts at the nominal point, with $T = T_{amb} = 21^\circ C$. At $t = 0.5$ h, $T_{amb}$ increases by $+10^\circ C$, and we need air conditioning ($Q_{AC}$) to cool down the room. We observe that $T$ reaches $T_{sp}^{AC} = 21.33^\circ C$ at steady-state. At $t = 3.5$ h, $T_{amb}$ is decreased by $-5^\circ C$ to $20^\circ C$, and we keep using $Q_{AC}$ as input, reaching again $T_{sp}^{AC} = 21.33^\circ C$ at steady-state. Then, at $t = 7$ h, $T_{amb}$ is decreased by $-8^\circ C$ to $18^\circ C$, and we now use $Q_{HW}$ as input and we reach $T = T_{sp}^{HW} = 20.33^\circ C$ at steady-state. At $t = 10$ h, $T_{amb}$ is further decreased by $-13^\circ C$ to $5^\circ C$. $Q_{HW}$ reaches $Q_{HW}^{max}$, such that $Q_{EH}$ becomes the active input and $T = T_{sp}^{EH} = 20.33^\circ C$ at steady-state.
Figure 7.8: Simulation results using three different controllers (Fig. 7.7), with the optimal setpoint deviations in Table 7.3.

7.4.4 Comparison with split range control

We implement a classical split range controller as shown in Fig. 7.9. We use the procedure proposed by Reyes-Lúa et al. (2019b) (Chapter 5) to find the tuning parameters for the common controller and the slopes in the split range block, which are available in Appendix E.3.
The common PI-controller has a proportional gain $K_C = 0.1277 \, \text{kW/}^\circ\text{C}$ and integral time constant $\tau_I = 1200 \, \text{s}$. For all inputs, the setpoint is always fixed at $y^{sp} = T^{sp} = 21^\circ\text{C}$, which would correspond to having a huge penalty for setpoint deviation ($p_T \to \infty$).

![Block diagram for split range control (SRC) with three inputs and one output.](image)

Fig. 7.10 compares the results of split range control with the previous simulation using three controllers with different setpoints. The changes in $T^{amb}$ are the same as in Fig. 7.8. We observe that, as expected, that the input (energy) usage is higher with split range control as it has a fixed setpoint.

Fig. 7.11 shows the accumulated $J_{\text{energy}}$ with both control structures. At the end of the simulation period, $J_{\text{energy}}^{tot} = 43.15 \, [\$]$ with a constant setpoint policy (split range control), and $J_{\text{energy}}^{tot} = 39.84 \, [\$]$ when using optimal setpoints. This corresponds to saving 7.66% by slightly modifying $T^{sp}$.

### 7.5 Discussion

The optimal ventilation rate ($\dot{m}_v$) may be obtained considering outdoor air quality and indoor air quality requirements. Finding appropriate models to define the optimal ventilation rate is an ongoing area or research (Wang, 2010; Ganesh et al., 2019).

In our case study, $\dot{m}_v$ is constant, considering typical ventilation rates (Osborn, 1985). As it directly affects indoor temperature, it could also be used as an additional input to extend the control range. The usage of $\dot{m}_v$ can thus be included in the objective function $J(u, d)$ as the additional term:

$$p_v (\dot{m}_{v}^{sp} - \dot{m}_v)^2$$

(7.18)

where $p_v$ is the penalization for deviating from the desired ventilation rate ($\dot{m}_{v}^{sp}$). The optimal setpoint for room temperature, using $\dot{m}_v$ as input, can be found with the procedure described in this work.
With this approach $\dot{m}_v$ may be used simultaneously with the rest of the inputs ($Q_i$). For example, if the ambient air temperature is higher than the temperature inside the room ($T_{amb} > T$), the ventilation should be at its minimum position to introduce only the necessary fresh air and reduce the energy consumed by air conditioning (Wang, 2010). Thus, $\dot{m}_v$ and $Q_{AC}$ would be used at the same time, and there would always be a deviation from $\dot{m}_v^{sp}$.
Alternatively, we can implement a two-step solution. In the first step, we use the procedure illustrated in the case study, only using $Q_i$ (cooling or heating) as inputs, and keeping the ventilation at its desired setpoint, $\dot{m}_v = \dot{m}_{vsp}$. Once that every $\dot{Q}_i$ is saturated, we proceed to the second step, in which we use the objective function becomes

$$J = k_v (\dot{m}_{vsp} - \dot{m}_v)^2 + k_T (T - T^{sp})^2$$  \hspace{1cm} (7.19)

Substituting $\dot{m}_v$ with the steady-state mass balance, we can derive $T^{opt}$ and construct a plot similar to the one in Fig. 7.6, with $\Delta T = (\Delta T^{sp})$ as function of $p_v/p_T$ and $\dot{m}_{vsp}$.

A third option would be to implement control structure in which we combine input (valve) positioning control with either split range control or multiple controllers. In that case, we could use ventilation as the secondary input ($u_2$ in Fig. 7.3) to prevent $Q_{AC}$ or $Q_{EH}$ from saturating\(^2\). In this case, "air quality" requirements may not be always satisfied.

### 7.6 Concluding remarks

We proposed a procedure to find optimal setpoints when there is more than one available input for one output. This setpoints can be used to achieve optimal steady-state operation using multiple (PID) controllers, one for each input.

\(^2\)This solution is similar to the control structure in Fig. 3.4 in Chapter 3.
The results are valid for problems that can be described with a linear model and in which there is a trade-off between a linear cost for input usage and a quadratic penalty for setpoint deviation.

Using our results, we found optimal setpoints for the control of room temperature using three available inputs. In a simulation case study, we demonstrated that optimal steady-state operation, considering economics and deviation from the desired value, can be reached by using one PI controller for each input, each with a different setpoint. Comparing this implementation with a constant setpoint policy (classical split range control), we obtained a reduction in the energy cost of 7.66% with only a small setpoint deviation. The benefit of this approach is that optimal steady-state operation can be achieved with negligible computational cost and using PID-control. The ideas discussed in this chapter can also be applied to other similar problems and using different types of controllers.
Improved PI control for a surge tank satisfying level constraints

This chapter considers the case of averaging level control, where the main objective is to reduce flow variations by using varying liquid levels. However, to avoid overfilling or emptying the tank, the liquid level needs to satisfy safety-related constraints. In the simplest case, a P-controller can be used, but may not give acceptable averaging of the flow, especially if the surge tank is relatively small. In addition, the P-controller does not allow the level setpoint to be adjusted.

We propose a simple scheme with a PI-controller for normal operation and two high-gain P-controllers to avoid the liquid level constraints. This type of structure allows for an improved control of non-linear processes by utilizing conventional P and PI controllers in a "split-range scheme". We then compare our proposed structure with a benchmark MPC strategy. We demonstrate that the proposed method has similar performance, but with less modeling effort, less computational time and simpler tuning.

8.1 Introduction

Liquid level control can have two purposes (Shinskey, 1988; Faanes and Skogestad, 2003): to tightly control the level (setpoint tracking) or to dampen flow disturbances. The latter, where the tank acts as a surge tank, is also known as averaging level control and is the focus in this chapter. The controller tuning for the two cases are completely different, because for tight level control we need a high controller gain,
whereas for averaging level control we want a low controller gain. For a surge tank, the actual value of the level may not be important as long as it is kept within its allowable safety limits (Shinskey, 1988; Åström and Hägglund, 1995); that is, to avoid overfilling or emptying the tank.

Fields of applications for setpoint tracking and safety control for levels in tanks are as diverse as drum boilers in power plants, where both, dry-running and complete filling should be avoided (Åström and Bell, 2000), gravity separators in the mining as well as the oil- and gas industry, where setpoint tracking and avoidance of complete filling are the most important control tasks (Backi and Skogestad, 2017), and wastewater sumps in the chemical industry and surge tanks (Åström and Hägglund, 2001). Especially for the latter, minimization of the change in the outflow is highly desired, since the incoming surge should be distributed further with reduced amplitude. In recent years, not only PI(D) controllers were designed for level control of tanks, but also fuzzy control approaches (Tani et al., 1996; Petrov et al., 2002), as well as optimal averaging strategies (McDonald et al., 1986; Campo and Morari, 1989; Rosander et al., 2012).

In this work, we propose a PI-based control structure that efficiently allows for setpoint tracking with low usage of the manipulated variable (MV) and safety-related constraint satisfaction. Model Predictive Control (MPC) is well known for its capability of following a setpoint while following constraints and limiting rate of change of MVs. For this reason, we compare the performance of the proposed structure with model predictive control (MPC).

The rest of this chapter is structured as follows: Section 8.2 introduces the problem, while the proposed control structure is presented in Section 8.4. Section 8.5 introduces the MPC formulation and simulation results are presented in Section 8.6. A performance comparison is shown Section 8.7, while the chapter is concluded in Section 8.8.

8.2 Problem formulation

The control task is to dampen flow disturbances in a simple tank system, modeled with the following differential equation

\[
\frac{dh}{dt} = \frac{1}{a} (q_{in} - q_{out}),
\]

(8.1)

where \( h \) is the level (controlled variable - CV), \( a \) denotes the cross-sectional area of the liquid (here \( a = 1 \text{ m}^2 \)), \( q_{in} \) denotes the volumetric inflow (disturbance variable - DV), and \( q_{out} \) is the volumetric outflow. The nominal residence of the tank is \( \tau = V/q = 1 \text{ m}^3/0.5 \text{ m}^3 \text{ min}^{-1} = 2 \text{ min} \).
8.3. SIMPLE CONTROLLER SCHEMES FOR SURGE TANKS

We assume that we have implemented a lower-layer flow controller so that $q_{\text{out}}$ is the MV\(^1\). The inflow and outflow are assumed to be limited within $q_{\text{min}} \leq q \leq q_{\text{max}}$. With $q_{\text{min}} = 0 \text{ m}^3 \text{ min}^{-1}$ and $q_{\text{max}} = 1 \text{ m}^3 \text{ min}^{-1}$, the tank is at its maximum level when $h = 1 \text{ m}$, while an empty tank corresponds to $h = 0 \text{ m}$. Actually, to be on the safe side, the level should stay within $0.1 \leq h \leq 0.9 \text{ m}$. So $h_{\text{min}} = 0.1 \text{ m}$ and $h_{\text{max}} = 0.9 \text{ m}$. These limits are shown by the yellow dotted lines in the figures.

Two types of inflow disturbances are assumed to act upon the process (Eq. (8.1)); namely, step-changes and sinusoidal variations. The period of the sinusoids is $6.28 \text{ min}$, which is quite long compared to the nominal residence time of $2 \text{ min}$, which means that it will be difficult to dampen large sinusoidal disturbances without violating the level constraints. Furthermore, the level measurement can be noisy.

8.3 Simple controller schemes for surge tanks

For a surge tank, the actual value of the level may not be important as long as it is kept within its allowable safety limits (Shinskey, 1988). Therefore, Shinskey argued that integral action should not be used in some cases, and proposed to use a P-only controller in the form,

$$q_{\text{out}} = K_c \cdot h,$$  \hspace{1cm} (8.2)

$$K_c = \frac{q_{\text{max}}}{h_{\text{max}}}. \hspace{1cm} (8.3)$$

This controller gives $q_{\text{out}} = 0$ when $h = 0$ and $q_{\text{out}} = q_{\text{max}}$ when $h = h_{\text{max}}$. Note that there is no level setpoint. Rewritten in terms of deviation variables there will be a "setpoint", but it has no practical significance as it is not well tracked (Rosander et al., 2012). For averaging level control, where we want a low controller gain, this is the P-controller with the lowest controller gain that satisfies the safety constraints. However, one problem is that the gain $K_c = q_{\text{max}}/h_{\text{max}}$ may still be too large when the process is operating at normal conditions, resulting in too large variations in $q_{\text{out}}$ (MV) when there are smaller inflow disturbances.

This has led many authors to consider nonlinear controllers and MPC. The simplest nonlinear controller is a P-controller with a varying gain, that is, the gain is larger when the level approaches its safety limits. A simple implementation is to use three gain values as shown in Figure 8.1. The low gain works as an averaging controller when the flow changes are small (normal operation), and the two high gains track each boundary (Åström and Hägglund, 2006).

\(^1\)Here, we assume that we have level control in the direction of flow, so that the inflow is the DV and the outflow is the MV, but in other cases it may be opposite. It will not affect the results in this chapter.
Figure 8.1: Nonlinear relationship (solid lines) between level and outflow for case with three P-controllers.

Figure 8.2: Level control with three P-controllers. $K_c = 0.33$, $K_{c,max} = K_{c,min} = 6.67$. 
During normal operation, inflow disturbances are dampened by the low gain P-controller. Then, when the level approaches the upper limit, the P-controller with high gain takes over, avoiding overflow with a fast response. Similarly, the other high-gain P-controller takes over when the level approaches the lower limit. The scheme may be implemented with three P-controllers and a mid-selector which selects the middle controller output as the MV.

The main drawback of the three P-controller scheme is that the normal range (with low controller gain) can be quite narrow in terms of flow rates, as illustrated in Figure 8.1. Once we get out of the normal range and one of the high-gain P-controllers takes over, it remains controlling the level tightly at the high or low limit and dampening of inflow disturbances is lost, as shown in Fig. 8.2.

Another problem with P-only control is that there is no level setpoint which the operator or a higher-level master controller can manipulate. For example, the operator or master controller may want to set the level temporarily to a low value to prepare the systems for an expected large increase in the inflow, or reduce loss due to disturbances in utilities (Lindholm et al., 2012).

We therefore propose to use a modified three-controller scheme with the slow (normal) P-controller being replaced by a PI-controller, as discussed in the next section. However, before looking at this, let us consider the response with a single linear PI-controller.

Figure 8.3 depicts the response with a slow and a fast PI-controller to step and sinusoidal inflow changes. Both are tuned using the SIMC rules (Skogestad, 2003), in which the tuning parameter, $\tau_c$, corresponds to the closed loop time constant. Anti-windup with back-calculation is also implemented.

The fast PI-controller (green lines), with a short closed loop time constant, $\tau_c = 0.5$ min ($K_c = 2, \tau_I = 2$ min), keeps $h$ within the safety constraints, but fails to dampen the sinusoidal input during normal operation ($q_{out} \approx q_{in}$). On the other hand, the slow PI-controller (blue lines), with $\tau_c = 3$ min ($K_c = 0.33, \tau_I = 12$ min), performs well during normal operation, dampening the sinusoidal signal on $q_{out}$. However, the response is too slow when $q_{in}$ has sudden changes close to its limits, and safety and physical constraints on $h$ are clearly violated.
8. Improved PI Control for Tank Level

Figure 8.3: Level control with PI-controller.

8.4 Proposed control structure for improved liquid level control

The purpose of this study is to develop a simple, yet efficient control structure for averaging level control based on easy-to-tune P and PI algorithms. We propose a non-linear control scheme in which the selection is done based on the output of three controllers. The overall structure of the proposed controller is demonstrated in Fig. 8.4.

Three different controllers calculate \( q_{out} \) (PIPP control strategy):

- \( c_{mid} \): PI-controller that tracks the actual desired value for the level, \( h_{sp} \). This is a "slow" controller with a low gain \( K_c \), designed to dampen the response for disturbances in \( q_{in} \) during normal operation.

- \( c_{max} \): P-controller with a large gain, \( |K_{c,max}| \gg |K_c| \), which avoids violation of the maximum liquid level.

- \( c_{min} \): P-controller with a large gain, \( |K_{c,min}| \gg |K_c| \), which avoids violation of the minimum liquid level.
8.4. PROPOSED CONTROL STRUCTURE FOR IMPROVED LIQUID LEVEL CONTROL

The core of the proposed scheme is a mid-selector, based on the output of the three controllers. The proportional parts of the controllers behaves in a similar fashion as the non-linear three P-controllers described in Section 8.3 (Fig. 8.1). During normal operation, the output of the PI-controller, \( q_{\text{out, mid}} \), will be the middle value. When the level approaches the upper limit, the controller \( c_{\text{max}} \) will give an output signal \( q_{\text{out, max}} > 0 \), which becomes the middle value, increasing the outflow to avoid overflow. Accordingly, when the level decreases close to the lower limit, \( c_{\text{min}} \) will take over, preventing the tank from emptying.

Contrary to the scheme with three P-controllers presented in Section 8.3 (Fig. 8.2), the 'slow' PI-controller will always take over after some time due to integral action, which should not be limited by anti windup. It will bring the level back to normal operation and dampen oscillations.

Similar piecewise linear controllers have been proposed previously. Cheung and Luyben (1980) proposed to have a P controller acting within the normal error band and a PI controller coming into action when the error goes outside the normal error band; all controllers with the same gain. They claim that for large disturbances, the integral action would force the error to return within the desired range quickly. However, the level will return to within the band, but not necessarily to the set point. Shunta and Fehervari (1976) described a piecewise linear controller using a combination of P and PI controllers, similar to what we are proposing, with an override system based on high and low selectors.

**8.4.1 Tuning**

To tune the \( c_{\text{mid}} \) PI-controller for normal operation,

\[
C(s) = K_c \left( 1 + \frac{1}{\tau_I s} \right),
\]
we recommend to use the SIMC tuning rules (Skogestad, 2003), with the following parameters for integral processes:

\[ K_c = \frac{1}{k'(\tau_c + \theta)} \text{ and } \tau_I = 4(\tau_c + \theta), \]  

(8.4)

where \( \theta \) is the process time delay, and \( k' \) is the slope of the integral process \((\Delta y / (\Delta t \cdot \Delta u))\). In our case study \( \theta = 0 \) and \( k' = 1 \). The only tuning variable for the PI-controller is the desired closed-loop time constant, \( \tau_c \), which should be selected long enough to dampen the response for inflow disturbances. Instead of selecting \( \tau_c \), one can select the controller gain and from this get \( \tau_c \). As a starting point for the controller gain one may use the value \( K_c = q_{\text{max}} / h_{\text{max}} \approx 1/1 = 1 \) for the slowest single P-controller, see (8.3). Here, we reduce it by a factor 3, because we want to have smaller MV (outflow) variations. Thus, we select \( \tau_c = 3 \text{ min} \) which gives \( K_c = 0.33, \tau_I = 12 \text{ min} \). For the two P-controllers,

\[
q_{\text{out, max}} = K_{c, \text{max}}(h - h_{\text{max, sp}}) + q_{\text{out, bias}} \quad (8.5a) \\
q_{\text{out, min}} = K_{c, \text{min}}(h - h_{\text{min, sp}}) + q_{\text{out, bias}} \quad (8.5b)
\]

In order to have a wide operation range for the PI-controller (dampening effect), we select a large controller gain for the P-controllers, \( K_{c, \text{max}} = K_{c, \text{min}} = 20 K_c \approx 6.7 \). We use (8.5) to find \( h_{\text{max, sp}} \) and \( h_{\text{min, sp}} \), such that we have a fully open valve \( (q_{\text{out}} = q_{\text{out, max}} = 1 \text{ m}^3 \text{ min}^{-1}) \) when the level is at the upper limit \( (h = h_{\text{max}} = 0.9 \text{ m}) \), and a fully closed valve \( (q_{\text{out}} = q_{\text{out, min}} = 0 \text{ m}^3 \text{ min}^{-1}) \) when the level is at the lower limit \( (h = h_{\text{min}} = 0.1 \text{ m}) \). We use the nominal value for \( q_{\text{out}} \) as the bias, \( q_{\text{out, bias}} = 0.5 \text{ m}^3 \text{ min}^{-1} \). For example,

\[
h_{\text{max, sp}} = h_{\text{max}} - (q_{\text{out, max}} - q_{\text{out, bias}}) / K_{c, \text{max}} \\
h_{\text{max, sp}} = 0.9 \text{ m} - \frac{(1 - 0.5) \text{ m}^3 \text{ min}^{-1}}{6.7 \text{ m}^2 \text{ min}^{-1}} = 0.825 \text{ m}
\]

8.4.2 Simulation

Fig. 8.5 shows the response of the proposed PIPP control structure when the process is subject to a sinusoidal disturbance and a large step change. The process starts at steady state, with \( h = h_{\text{sp}} = 0.5 \text{ m} \), which represents normal operation. Hence, the selected MV-signal is \( q_{\text{out, mid}} \), the output of \( c_{\text{mid}} \).

The output of the P-controller \( c_{\text{max}} \) is a closed valve, \( q_{\text{out, max}} = 0 \text{ m}^3 \text{ min}^{-1} \), while the output of \( c_{\text{min}} \) is a fully open valve, corresponding to \( q_{\text{out, min}} = 1 \text{ m}^3 \text{ min}^{-1} \). At \( t = 30 \text{ min} \), \( q_{\text{in}} \) increases to an average of \( 0.9 \text{ m}^3 \text{ min}^{-1} \). Then, P-controller \( c_{\text{max}} \) takes over as \( q_{\text{out, max}} \) increases and becomes the middle value. Eventually, at \( t \approx 55 \text{ min} \), the output from the PI-controller, \( q_{\text{out, mid}} \), again becomes the middle
value and brings the level back to its nominal setpoint. When this happens the variations in the outflow again become much reduced.

8.5 MPC Implementation

In order to have a benchmark to compare our simple PIPP scheme, we design a standard MPC controller. The optimal control problem is first discretized into a finite dimensional optimization problem divided into $N$ elements, which represents the length of the prediction horizon. Hence, each interval is in $[t_k, t_{k+1}]$ for all $k \in \{1, \ldots, N\}$, where we use a third order direct collocation Radau scheme for the polynomial approximation of the system trajectories for each time interval $[t_k, t_{k+1}]$. The resulting discretized system model is represented as:

$$h_{k+1} = f(h_k, q_{in,k}, q_{out,k}),$$

where $h_k$ represents the differential state from (8.1), $q_{in,k}$ is the DV (inflow) and $q_{out,k}$ denotes the MV (outflow), all at time step $k$. 

Figure 8.5: Simulation of proposed PIPP control structure.
Once the system is discretized, the MPC problem can be formulated as:

\[
\min \sum_{k=1}^{N} \omega_1 \| (h_k - h_{sp}) \|^2 + \sum_{k=1}^{N} \omega_2 \| (q_{out,k} - q_{out,k-1}) \|^2
\]

s.t. \hspace{1cm} (8.6) \hspace{1cm} (8.7a)
\[h_{\text{min}} \leq h_k \leq h_{\text{max}}\] \hspace{1cm} (8.7b)
\[q_{\text{out,min}} \leq q_{out,k} \leq q_{out,max}\] \hspace{1cm} (8.7c)
\[h_0 = h_{\text{init}}\] \hspace{1cm} (8.7d)
\[q_{out,0} = q_{out,\text{init}}\] \hspace{1cm} (8.7e)

with \(h_{\text{min}} = 0.1 \text{ m}, h_{\text{max}} = 0.9 \text{ m}, q_{\text{out,min}} = 0 \text{ m}^3 \text{ min}^{-1}\) and \(q_{\text{out,min}} = 1 \text{ m}^3 \text{ min}^{-1}\). The objective function comprises of a term for level setpoint tracking as well as a term penalizing changes in the manipulated variable \(q_{\text{out}}\) between time steps \(k-1\) and \(k\).

Constraint (8.7a) defines the model dynamics, whereas constraint (8.7b) enforces the level to remain between the bounds, \(h_{\text{min}}\) and \(h_{\text{max}}\), respectively. Upper and lower bounds are also enforced for the manipulated variable as \(q_{\text{out,min}}\) and \(q_{\text{out,max}}\) in (8.7c). We assume that the level is measured. At each iteration, the initial conditions for the states are enforced in (8.7d) and (8.7e).

The dynamic optimization problem is setup as a QP problem in CasADi v3.1.0 (Andersson, 2013), which is then solved using qpOASES (Ferreau et al., 2014). The plant simulator is solved with an ode15s solver. We simulate 2000 MPC iterations with a sample time of \(\Delta t = 0.1 \text{ min}\). The prediction horizon of the MPC controller is set to 5 min resulting in \(N = 50\) prediction steps.

8.6 Comparision of simple PIPP scheme with MPC

In this section we present simulation results for four different cases. For every case, we compare the response of our proposed structure with the aforementioned MPC implementation. The inflow, \(q_{\text{in}}\), is the disturbance and the analyzed cases are:

Case 1: Step changes in \(q_{\text{in}}\)

Case 2: Step changes in \(q_{\text{in}}\) and measurement noise

Case 3: Step changes in sinusoidal \(q_{\text{in}}\)

Case 4: Step changes in higher frequency sinusoidal \(q_{\text{in}}\)
8.6. COMPARISION OF SIMPLE PIPP SCHEME WITH MPC

In all simulations, the level setpoint is $h_{sp} = 0.5$ m, and the plant is subject to the same step changes of $q_{in}$: $+0.2$ m at $t = 50$ min, $+0.2$ m at $t = 100$ min, and $+0.05$ m at $t = 150$ min, with an initial value of $q_{in} = 0.5$ m$^3$ min$^{-1}$. In case 3, the amplitude is $0.05$ m$^3$ min$^{-1}$ and the frequency is $1$ rad min$^{-1}$. In case 4, the frequency is increased to $2$ rad min$^{-1}$.

The parameters for the plant model Eq. (8.1) are $k' = 1$ and $\theta = 0$ min. For every case, the SIMC tuning parameter, $\tau_c$, was set to $3$ min. Then, $K_c = \frac{1}{3}$, $\tau_l = 12$ min, and $K_{c,max} = K_{c,min} = 20 K_c$. The MPC tunings were the same for all the cases with $\omega_1 = 1$ and $\omega_2 = 130$.

8.6.1 Case 1: steps in the inflow

As seen in Fig. 8.6, the constraints on the level and the output are satisfied and overall tracking performance is satisfactory for both controllers in this simple tracking case without disturbances or added noise.

Figure 8.6: Case 1: Response of PIPP structure and MPC with step changes in inflow ($q_{in}$).
Note that in the case of the proposed PIPP controller, the PI-controller effectively dampens the oscillations in the beginning, and \( q_{out} = q_{mid, out} \). When the disturbance is large and the level approaches the upper limit at \( t \approx 50 \text{ min} \), \( c_{\text{max}} \) takes over and \( q_{out} = q_{\text{max, out}} \). This avoids overflow of the tank. Then, at \( t \approx 60 \text{ min} \), \( c_{\text{mid}} \) takes over again. We observe a similar behavior at \( t \approx 110 \text{ min} \).

### 8.6.2 Case 2: steps in the inflow plus noisy measurement

Fig. 8.7 shows the effect of the added measurement noise for the level in both controllers. The level can still be maintained around the nominal value \( h_{sp} = 0.5 \text{ m} \) and all constraints are satisfied. A drawback of using a high gain for the P-controllers is that measurement noise is magnified in \( q_{out} \) when the \( h \) is close to the limits.

![Figure 8.7: Case 2: Response of PIPP structure and MPC with step changes in inflow (\( q_{in} \)) and measurement noise.](image-url)
8.6.3 Case 3: sinusoidal inflow

In this case we aim for the minimization of the change in $q_{out}$. Fig. 8.8 shows the effect of the different gains of the proposed controller on the dampening of the sinusoidal $q_{in}$. It can be seen that $q_{out}$ is heavily reduced in amplitude compared to $q_{in}$ and that the level constraints are satisfied. For the MPC, we penalize the difference in two subsequent values for $q_{out}$ more heavily than deviations from the level setpoint $h_{sp} = 0.5$ m.

![Figure 8.8: Case 3: Response of proposed PIPP control structure and MPC with sinusoidal inflow ($q_{in}$).](image)

8.6.4 Case 4: higher frequency sinusoidal inflow

Fig. 8.9 shows the results with a higher frequency sinusoidal disturbance (2 rad min$^{-1}$). The faster sinusoid is easier to handle and by comparing Fig. 8.9 with Fig. 8.8, we observe that $q_{out}$ is smoother. Level constraints are also satisfied in this case. We note that the outflow variations are smaller with PIPP than with MPC in this case.
8.7 Comparison of performance of proposed PIPP structure and MPC

Table 8.1 shows the Integral Absolute Error (IAE) for deviations from the level setpoint for each of the previously presented cases, both for the proposed PIPP control structure and MPC.

Table 8.2 presents the IAE for deviations from the outflow to the steady inflow reference without added sinusoidal (compare Fig. 8.6 and 8.8). Furthermore, deviations from the steady inflow to the inflow that is used in the respective cases (without and with added sinusoidal) is shown as 'inflow deviation'. A clear reduction in deviations from the outflows compared to the respective inflows can be seen for cases 3 and 4, which are the cases with added sinusoidal disturbances.
8.7. COMPARISON OF PERFORMANCE OF PROPOSED PIPP STRUCTURE AND MPC

Table 8.1: Deviation of the level from its setpoint.

<table>
<thead>
<tr>
<th>Case</th>
<th>Proposed PIPP structure</th>
<th>MPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16.19</td>
<td>3.33</td>
</tr>
<tr>
<td>2</td>
<td>16.77</td>
<td>9.04</td>
</tr>
<tr>
<td>3</td>
<td>19.15</td>
<td>8.76</td>
</tr>
<tr>
<td>4</td>
<td>17.47</td>
<td>5.79</td>
</tr>
</tbody>
</table>

We can also pinpoint that the proposed controller performs better with high frequency disturbances, as the deviation is lower in case 4 (high frequency) compared to case 3 (low frequency).

Table 8.2: Deviation of the outflow from the steady inflow setpoint.

<table>
<thead>
<tr>
<th>Case</th>
<th>Proposed PIPP structure</th>
<th>MPC</th>
<th>Inflow deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.75</td>
<td>1.19</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2.24</td>
<td>2.46</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>3.24</td>
<td>4.06</td>
<td>6.37</td>
</tr>
<tr>
<td>4</td>
<td>2.56</td>
<td>2.42</td>
<td>6.35</td>
</tr>
</tbody>
</table>

Another performance index that could be used to quantify how the outflow is smoothed is the 'total variation' or integrated absolute variation of the MV, corresponding to the sum of all "moves" of the MV:

\[
\sum_{k=0}^{N-1} \left| \frac{q_{out,k} - q_{out,k-1}}{t_k - t_{k-1}} \right|
\]  

(8.8)

As we desire to smoothen \( q_{out} \), this value should be as small as possible. Table 8.3 shows this performance index. It can be observed that the best performance of the proposed PIPP structure is when there is no measurement noise (cases 1, 3 and 4). In these cases, the PIPP performance is better than the presented MPC implementation. This can partly be explained because in the presence of noise (case 2), when the level (CV) is close to the limits, the high gain P-controllers take over and \( q_{out} \) (MV) is correspondingly moved aggressively, see Fig. 8.7.

For all simulation cases, simulation times for the proposed structure were in the range \( 0.9 \pm 0.04 \) s, whereas the runtime for the MPC was in the range of \( 88.4 - 177.6 \) s, depending on the case. The long runtime for the MPC was mostly due to the relatively large horizon of \( N = 50 \).
Table 8.3: Total outflow variation.

<table>
<thead>
<tr>
<th>Case</th>
<th>Proposed PI structure</th>
<th>MPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.56</td>
<td>6.88</td>
</tr>
<tr>
<td>2</td>
<td>123.38</td>
<td>13.40</td>
</tr>
<tr>
<td>3</td>
<td>27.35</td>
<td>37.15</td>
</tr>
<tr>
<td>4</td>
<td>28.23</td>
<td>34.89</td>
</tr>
</tbody>
</table>

8.8 Concluding remarks

In this chapter, we presented a simple, yet efficient level control structure for set point tracking and safety-related lower and upper constraint satisfaction in industrial tanks. The proposed PIPP control algorithm relies in simple and easy to tune P and PI controllers. The proposed method performs much better than standard PI controllers and has a performance comparable to standard MPC in the exact same simulation cases. These cases include the investigation of sinusoidal and step disturbances for the inflow and white noise added to the level measurement, respectively.

The proposed controller is not only able to effectively smoothen the use of the controlled variable, it is furthermore able to avoid violation of the safety constraints on upper and lower limits. Additionally, it gives the possibility to track the desired level set point in the presence of disturbances and noise. When compared to standard MPC, the proposed structure has the advantage that implementation of PI structures is simpler and computational times are consistently and substantially shorter. Additionally, tuning of PI controllers using the SIMC rule is fast and uncomplicated compared to tuning of MPC. The presented approach is particularly convenient for surge tanks with relatively small volumes, where it is difficult to get dampening of flow disturbances without violating liquid level constraints.

A similar control structure had been proposed by Shunta and Fehervari (1976). Compared to that work, our contributions are:

- Proposing a structure using a mid-selector, based on the understanding of the behavior of the gains with respect to the level.
- Suggesting the set-points for the P-controllers that avoid overflowing or emptying the tank.
- Insights regarding tuning (Section 8.4.1)
- Simulation of different disturbances (step and sinusoidal), including noise.
- Comparison with MPC.
This chapter will give summarize the main conclusions of this Ph.D. work, and give some insights about its applicability and possible future research directions.

9.1 Conclusions

In this thesis we showed that in some cases steady-state optimal operation can be easily achieved using single-loop PID-based control structures, also when the set of active constraints changes. We also developed tools to systematically design these structures. The main advantage of this approach, compared to model-based optimization is that it requires little modeling effort. Contrary to MPC, there are well-known tuning rules and methods for PID controllers (see Skogestad (2003); Åström and Hägglund (2004); Shamsuzzoha and Skogestad (2010); Hägglund (2019)). In addition, PID-based control is simple to implement and has a reduced computational load (Skogestad and Postlethwaite, 2005) (e.g. see Chapter 8).

A five-step systematic procedure to design constraint switching schemes, using PID-based classical controllers and logics (selectors), was introduced in Chapter 2. An important step to design control structures for optimal operation is to identify the constraints and organize them in a priority list\(^1\). Using this list, constraints are given up systematically and feasibility is assured when the set of active constraints changes\(^2\). Three types of active constraint switches and the advanced control structures to use in each case were identified. The proposed procedure was used to design the control structure of three different processes; a mixing process and a distillation column in Chapter 2 and a refrigeration cycle with heat recovery in Chapter 3.

In Chapter 4, we compared the three MV to CV switching strategies, which had been identified in Chapter 2; namely, split range control, input (valve position)\(^3\)
and different controllers with different setpoints, all in combination with a selector. As case study, we used a cooler in which optimality is defined as keeping the CV (temperature) at its setpoint and maximizing the use of the MV (throughput). In this case, split range control is the only structure that reached optimality, as the others required back-off, either from the setpoint or from the MV limit. When comparing split range control to MPC, both follow the priority list of constraints that had been defined and reach operation at steady-state. In this case study we see that both, advanced control structures and MPC, have advantages and disadvantages. For example, PID-based control structures do not require an explicit model and tuning can be done in a systematic way, while MPC handles constraints, interactions and optimality by design. The designer of the control structure should be aware of this to choose the most appropriate approach.

Split range control is widely used in industry, but it had not been studied much in academia. A systematic method to design standard split range control, considering also the dynamic effect of the MVs on the CV, was missing. In Chapter 5 we proposed a method to design split range controllers by using the slopes ($\alpha_i$) in the split range block, or equivalently the split values ($v^*$), as parameters to get the desired controller for each $\text{MV}_i$. This method is used throughout the thesis with good results\(^3\). However, standard split range control has limitations with respect to tuning and in Chapter 6 we proposed generalized split range control structure using the baton strategy and demonstrated the feasibility of implementing this structure in a case study\(^4\).

In cases such as the cooler studied in Chapter 4, having different controllers with different setpoints when there is more than one available MV for one CV implies a back-off from optimality. However, in Chapter 7 we showed that in other cases it can be optimal to have different setpoints, and we proposed a procedure to find optimal setpoint deviations. In a case study, we demonstrated the economic convenience of using different setpoints when there is a trade-off between a linear cost for input usage and a quadratic penalty for setpoint deviation.

Finally, in Chapter 8 we presented a simple, yet efficient level PID-based control structure that uses a mid-selector that can be used for set point tracking and safety-related lower and upper constraint satisfaction in industrial tanks.

---

\(^3\)All the split range controllers in this thesis, except the one in Chapter 4, were designed using the method proposed in Chapter 5.

\(^4\)The proposed generalized split range control structure is implemented in a second case study in Appendix F.
9.2 Future work

The findings in this Ph.D. and the general framework introduced for active constraint switches using advanced control structures can be extended in the following directions:

- Study the effects of other decisions (steps) of the plantwide control procedure (Skogestad, 2000) on the use of advanced control structures to design the supervisory layer and vice-versa. An example of this work can be further analysis of the effect of changes in the location of the throughput manipulator (TPM) in the design of the supervisory layer using advanced control structures.

- Application of the generalized procedure in different processes, and demonstration of its effectiveness and limitations.

- Specifying the limitations for active constraint switching using PID-based control structures\(^5\).

- Developing a method to quantify the complexity of using advanced control structures in the supervisory layer in comparison to using MPC for different processes. This can help the designer of the control system to choose between the two options.

- Incorporating dynamic considerations into the design of the supervisory layer using advanced control structures. For example, as discussed in Section 2.5.2, it can be that with the pairing with a better dynamic behavior we have an MV that is likely to saturate controlling an important CV. Then, it is possible to use some of the control structures for MV to CV switching. However, in Chapter 2 we do not discuss how to handle MV saturation when there is no available MV with a convenient dynamic behavior (e.g. relative gain) for the important CV\(^6\).

Different control structures can be studied or developed using the findings in this work. For example, in Chapter 7 we identified that implementing different controllers with different setpoints can be optimal in some cases. We assumed that \(\Delta y^{sp}\) would be large enough such that only one input would be active at a time. There is still no defined criterion to find the theoretical minimum setpoint difference (\(\Delta y^{sp,\text{min}}\)) and defining such criterion would be interesting. In practice, to assure that only one input is active at a time, a \textit{baton strategy block} such as the one introduced in Chapter 6 (Fig. 6.5), could be used when implementing different controllers with different setpoints (Fig. 7.4).

\(^5\)Some work in this direction, specifically for CV-CV switching, has been done by Krishnamoorthy and Skogestad (2019).

\(^6\)This type of analysis might fall into design issues, but these limitations should be discussed.
When implementing in practice the control structures analyzed in this thesis, it may be necessary to back off from the optimal value of CV constraints; for example, when these are difficult to measure or there are poor dynamics (Narraway et al., 1991). For example, Govatsmark and Skogestad (2005) analyzed back-off policies (flexible and robust) and their effect on feasibility. Incorporating previous understanding in this regard with the work of this thesis will support the appropriate implementation of control structures such that the expected performance is obtained.


Reyes-Lúa, A. and Skogestad, S. (2020). Active constraint switching with the generalized split range control structure using the baton strategy. In *21st IFAC World Congress (Submitted)*, Berlin, Germany. IFAC Papers Online.
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Appendix

Model for mixing of air and MeOH in Chapter 2 and Appendix G

Eq. (A.1) and (A.2) describe the steady-state mass and molar balance for this system.

\[ \dot{m}_{tot} = \dot{m}_{air} + \dot{m}_{MeOH} \]  
(A.1)

which corresponds to \( y_1 = u_1 + u_2 \).

\[ x_{MeOH} = \frac{\dot{m}_{air}/MW_{air}}{\dot{m}_{air}/MW_{air} + \dot{m}_{MeOH}/MW_{MeOH}} \]  
(A.2)

where \( \dot{m}_i \) are the air and MeOH inlet mass flow rates (kg/h), \( \dot{m}_{tot} \) is the outlet total mass flow rate (kg/h), and \( x_{MeOH} \) is the methanol molar concentration (kmol/kmol), and \( MW_i \) are the methanol and air (average) molecular weights (kg/kmol).

Taking into account the dynamics of the actuators and the measurements, the dynamic responses can be approximated to the first order transfer functions with time delay,

\[ G_i = \frac{K_{p,i}e^{-\theta_i s}}{\tau_i s + 1}, \]

in Table A.1, which were identified using step-tests for each possible pairing.

Table A.1: First order transfer functions for mixing of MeOH and air.

<table>
<thead>
<tr>
<th>MV_i</th>
<th>CV_i</th>
<th>K_{p,i}</th>
<th>( \tau_i ) (s)</th>
<th>( \theta_i ) (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \dot{m}_{air} )</td>
<td>( x_{MeOH} )</td>
<td>-3.43E-05</td>
<td>2.83</td>
<td>0.37</td>
</tr>
<tr>
<td>( \dot{m}_{air} )</td>
<td>( \dot{m}_{tot} )</td>
<td>1.1229</td>
<td>2.90</td>
<td>0.56</td>
</tr>
<tr>
<td>( \dot{m}_{MeOH} )</td>
<td>( x_{MeOH} )</td>
<td>2.94E-04</td>
<td>1.26</td>
<td>0.20</td>
</tr>
<tr>
<td>( \dot{m}_{MeOH} )</td>
<td>( \dot{m}_{tot} )</td>
<td>9.14</td>
<td>3.80</td>
<td>1.15</td>
</tr>
</tbody>
</table>
Appendix

Optimization results for distillation column in Chapter 2

These results were found by solving optimization problem in Eq. 7 and the data in Table 2. The optimization was done using NLP solver fmincon, active-set, in Matlab and the model for Column A described in Skogestad and Postlethwaite (2005). The active constraint regions in Fig. 15 were found by evaluating the Lagrangian multipliers of the constraints (Jacobsen and Skogestad, 2011). Fig. B.1 shows the contour plot for the cost function in optimization problem (2.7). As expected, the profit is higher with lower price for boil-up \( p_V \) and higher production rate \( F \).

\[
\begin{array}{c}
\text{Boil-up price, } p_V \quad \text{($/mol)} \\
\text{Feed, } F \text{ (mol/s)}
\end{array}
\]

Figure B.1: Contour plot for objective function \( J^{opt} \) for distillation column.

Fig. B.2 shows the contour plot for \( x_D^{opt} \). We plot this to get some insight on the optimal set point for \( x_D \), which is the only part of this procedure in which we need an actual model. It is very clear that the behavior of \( x_D^{opt} \) depends on the active constraint region. In region I, with lower \( p_V \), it is convenient to overpurify. As \( p_V \) increases, \( x_D^{opt} \) is reduced until we reach \( x_D^{min} = 0.95 \) and enter region III. Starting
from region I, and $F$ increases, we reach $V = V^{max}$ and enter region III. Here, $x_D^{opt}$ is not longer inversely proportional to $p_V$, but to $F$. At a higher $F$, we reach again $x_D^{min}$ at the bottleneck ($F = 1.68$ mol/s).

In the proposed control structure, while operating in region II, we give up controlling $x_D$ and while operating on region III, $x_D = x_D^{min}$. Therefore, we only need to find an appropriate set point for $x_D$ for region I. Fig. B.3 shows that $x_D^{opt}$ can be very well fitted as a linear function of $p_V$ within region I. This is used as $x_D^{sp}$.

**Figure B.2:** Contour plot for $x_D^{opt}$ for distillation column, with active constraint regions indicated.

**Figure B.3:** Linear approximation of $x_D^{opt}$ as a function of $p_V$ in Region I.
C.1 Cooler model

We consider a countercurrent cooler, represented by the dynamic lumped model in Eq. (C.1). The cooler is discretized in space into a series of \( n = 10 \) cells, as depicted in Fig. C.1. Incompressible fluids and constant heat capacities are assumed. The boundary conditions are: \( T_{H_0} = T_{H_{in}} \) for cell \( i = 1 \) (inlet), and \( T_{C_{11}} = T_{C_{in}} \) for cells \( i = 10 \) (outlet). The energy balance for cell \( i = 1 \ldots n \) is:

\[
\frac{dT_{C_i}}{dt} = \frac{F_C}{\rho_C V_{C_i}} (T_{C_{i+1}} - T_{C_i}) + \frac{UA_i (T_{H_i} - T_{C_i})}{\rho_C V_{C_i} c_{pc}} \tag{C.1a}
\]

\[
\frac{dT_{H_i}}{dt} = \frac{F_H}{\rho_H V_{H_i}} (T_{H_{i-1}} - T_{H_i}) + \frac{UA_i (T_{H_i} - T_{C_i})}{\rho_H V_{H_i} c_{ph}} \tag{C.1b}
\]

![Figure C.1: Lumped model for cooler.](image)

C.2 Controller tuning

The tuning parameters \( K_C \) and \( \tau_I \) for the PI-controllers in Table C.1 were determined by fitting a first order with time delay (FOTD) model \( (K, \tau, \theta) \) obtained from open-loop step responses of the process described in C.1, and applying the SIMC tuning rules (Skogestad, 2003).

The open-loop responses in \( T_H \) for a step in the MVs \( (F_C \) and \( F_H) \) are depicted in Fig. C.2. The tuning for temperature controller \( T_C \), which manipulates \( F_C \),
is the same for the three evaluated structures. The closed-loop time constant is $\tau_c = 2 \theta = 88 \text{ s}$. For TC2, which manipulates $F_H$, $\tau_c = 10 \theta = 70 \text{ s}$.

In this case study we do not use the improved design procedure for SRC introduced in Chapter 5. Here, the split range block is designed such that the split value is at $u = 0$, for simple implementation. To account for the different gains that $F_C$ (negative gain) and $F_H$ (positive gain) have on $T_H$, the output of the controller is respectively multiplied by 1 and $-2$. The integral term is the same for both MVs.

Table C.1: Tuning parameters for the cooler case study.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>TC</th>
<th>VPC</th>
<th>TC2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_C$</td>
<td>-0.055</td>
<td>3</td>
<td>0.080</td>
</tr>
<tr>
<td>$\tau_I (s)$</td>
<td>74</td>
<td>77</td>
<td>86</td>
</tr>
<tr>
<td>$\tau_c (s)$</td>
<td>88</td>
<td>12</td>
<td>70</td>
</tr>
</tbody>
</table>

Figure C.2: Open-loop response in $T_H$ for a step in $F_C$ and $F_H$. 
Fig. C.3 shows the response of $F_C$ to a step in $F_H$, keeping $T_H = T_H^{sp}$. This closed-loop response is required for tuning the VPC, which was tuned for tight control, i.e. $\tau_c = \theta = 12 \, s$.

![Graph showing response in $F_C$ for a step in $F_H$](image)

**Figure C.3:** Response in $F_C$ for a step in $F_H$; used to tune the valve position controller.
Appendix

Supporting information for Chapter 6 - Generalized split range control

D.1 Parameters for standard split range controller for case study

Table D.1 summarizes the information that describes the standard split range block in Fig. 6.8, where $u_i^0$ corresponds to the bias, the slopes are $\alpha_i$ and $\Delta v_i$ is the range of the internal variable for each input.

Table D.1: Values for $\alpha_i$, $\Delta v_i$ and $u_i^0$.

<table>
<thead>
<tr>
<th></th>
<th>AC</th>
<th>CW</th>
<th>HW</th>
<th>EH</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_i$</td>
<td>-6.7600</td>
<td>-4.2250</td>
<td>2.3472</td>
<td>5.2813</td>
</tr>
<tr>
<td>$\Delta v_i$</td>
<td>0.1479</td>
<td>0.2367</td>
<td>0.4260</td>
<td>0.1893</td>
</tr>
<tr>
<td>$u_i^0$</td>
<td>1.0000</td>
<td>1.6250</td>
<td>-0.9028</td>
<td>-4.2813</td>
</tr>
</tbody>
</table>

D.2 MPC implementation

To implement MPC for the system described in the case study, the dynamic optimization problem is set up using Matlab (?) . The transfer function model, Eq. (5.10), relating the inputs with the output, is converted to the discrete-time linear time-invariant (LTI) system described by:

\[
x_{k+1} = Ax_k + Bu_k \tag{D.1a}
\]
\[
y_k = Cx_k + Du_k \tag{D.1b}
\]

Where $x \in \mathbb{R}^n$ is the state vector, $u \in \mathbb{R}^m$ the input vector, $y \in \mathbb{R}^1$ the output vector, and $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, $C \in \mathbb{R}^{1 \times n}$, $D \in \mathbb{R}^{1 \times m}$ are constant matrices.
With a sampling time of $\Delta t = 1 \text{ min}$:

$$A = \begin{bmatrix}
0.8825 & 0 & 0 & 0 & 0 \\
0 & 0.9355 & 0 & 0 & 0 \\
0 & 0 & 0.9048 & 0 & 0 \\
0 & 0 & 0 & 0.8187 & 0 \\
0 & 0 & 0 & 0 & 0.9355
\end{bmatrix} \quad (D.2a)$$

$$B = \begin{bmatrix}
0.94 & 0 & 0 & 0 & 0 \\
0 & 0.9674 & 0 & 0 & 0 \\
0 & 0 & 0.9516 & 0 & 0 \\
0 & 0 & 0 & 0.9063 & 0 \\
0 & 0 & 0 & 0 & 0.2418
\end{bmatrix} \quad (D.2b)$$

$$C = [-0.625 \quad -0.67 \quad 1.20 \quad 1.60 \quad 0.27] \quad (D.2c)$$

$$D = [0 \quad 0 \quad 0 \quad 0 \quad 0] \quad (D.2d)$$

Here, $n = 5$, $m = 5$; the states ($x$) do not have a physical meaning and the input $u_k$ in Eq. (D.1) contains the manipulated variables (Eq. 6.3b) and the disturbance. In practice, only the room temperature is measured, but for simplicity we assume that we have a perfect estimator so that we can have full state feedback.

Once that the system is discretized, the MPC problem can be formulated as:

$$\min \sum_{k=1}^{N} w (T_k - T_k^{sp})^2 + \sum_{k=1}^{N} Q u_k^2$$

s.t. discretized model, Eq. (D.1) and (D.2) (D.3b)

$$u_{min} = 0 \leq u_k \leq u_{max} = 1 \quad \forall k \in \{1, \ldots, N\}$$

The objective function includes a term for temperature ($y = T$) setpoint tracking as well as a term penalizing the use of the manipulated variables ($u$). The following weights were selected: $w = 50$, $Q = \text{diag}(5, 1, 1, 5)$.

The prediction horizon is set to 100 min, and the control horizon to 5 min. The problem is solved using the KWIK algorithm (Schmid and Biegler, 1994).
Supporting information for Chapter 7 - Controllers with different setpoints

E.1 DAE model for room temperature

The room temperature can be described with the following differential-algebraic system of equations:

\[ mC_p \frac{dT}{dt} = \alpha(T_{amb} - T) + \dot{Q} \quad \text{(E.1a)} \]

\[ m_{fl}C_{p,fl} \frac{dT_{fl}}{dt} = \dot{Q}_{HW} - \dot{Q}_{fl} \quad \text{(E.1b)} \]

\[ \dot{Q} = \dot{Q}_{fl} + \dot{Q}_{EH} - \dot{Q}_{AC} \quad \text{(E.1c)} \]

\[ \dot{Q}_{fl} = U_{fl}A_{fl}(T_{fl} - T) \quad \text{(E.1d)} \]

\[ \alpha = \dot{m}_vC_p + U_wA_w \quad \text{(E.1e)} \]

The two states in this model are the room temperature \( T \) and the floor temperature \( T_{fl} \). \( T_{amb} \) is the ambient temperature (outside the room), which is the main disturbance. The main assumptions are: heat losses through the walls \( U_wA_w(T_{amb} - T) \), constant ventilation flow which gives a heat loss \( \dot{m}_vC_p(T_{amb} - T) \), constant heat capacities \( C_{p,i} \), constant air mass inside the room \( m \) and perfect mixing.

The size of the room is \( 5m \times 10m \) (floor), with a height of \( 3.33m \), and with \( m/\dot{m}_v = 900s = 15\text{min} \) there are 4 changes of air per hour, which is within requirements for buildings (Osborn, 1985). Table E.1 shows the parameters for Eq. (E.1).

E.2 Tuning parameters for each input

We use the SIMC tuning rules (Skogestad, 2003) to systematically tune the desired PI controllers for each input. We first identify a first-order plus time delay model for each input

\[ G_i(s) = \frac{K_{p,i}}{\tau_i s + 1} e^{-\theta_i s} \quad \forall i \in \{1, 2, 3\} \quad \text{(E.2)} \]
Table E.1: Parameters for room model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_{fl}$</td>
<td>floor heat transfer coefficient</td>
<td>10</td>
<td>W/(m$^2$ °C)</td>
</tr>
<tr>
<td>$A_{fl}$</td>
<td>floor area</td>
<td>50</td>
<td>m$^2$</td>
</tr>
<tr>
<td>$m_{fl}$</td>
<td>floor mass</td>
<td>600</td>
<td>kg</td>
</tr>
<tr>
<td>$C_{p,fl}$</td>
<td>floor heat capacity</td>
<td>1000</td>
<td>J/(kg °C)</td>
</tr>
<tr>
<td>$C_p$</td>
<td>air heat capacity</td>
<td>1000</td>
<td>J/(kg °C)</td>
</tr>
<tr>
<td>$m$</td>
<td>mass air in the room</td>
<td>180</td>
<td>kg</td>
</tr>
<tr>
<td>$\dot{m}_v$</td>
<td>ventilation flow rate</td>
<td>0.2</td>
<td>kg/s</td>
</tr>
<tr>
<td>$A_w$</td>
<td>wall area</td>
<td>100</td>
<td>m$^2$</td>
</tr>
<tr>
<td>$U_w$</td>
<td>wall heat transfer coefficient</td>
<td>2</td>
<td>W/(m$^2$ °C)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Eq. (E.1e)</td>
<td>400</td>
<td>W/°C</td>
</tr>
</tbody>
</table>

Here, $u_1 = \dot{Q}_{AC}$, $u_2 = \dot{Q}_{HW}$ and $u_1 = \dot{Q}_{EH}$. Then, we select the desired closed loop time constant ($\tau_{c,i}$) to calculate $K_{C,i}$ and $\tau_{I,i}$:

$$K_{C,i} = \frac{\tau_i}{K_{p,i}(\tau_{c,i} + \theta_i)} \quad \forall i \in \{1, 2, 3\} \quad (E.3a)$$

$$\tau_{I,i} = \min\{\tau_i, 4(\tau_{c,i} + \theta_i)\} \quad \forall i \in \{1, 2, 3\} \quad (E.3b)$$

Skogestad (2003) recommends to select $\tau_{c,i} = \theta_i$ for tight control; but in many cases, slower tunings ($\tau_{c,i} > \theta_i$) are used to reduce input usage and improve robustness (Grimholt, 2018).

We use the half-rule (Skogestad, 2003; Skogestad and Grimholt, 2012) to approximate the responses to first-order processes with time delay (Eq. (E.2)). Table E.2 shows the parameters of the transfer functions used to find the tuning parameters in Table E.3 using Eq. (E.3). Due to the floor dynamics, this is a second-order process. We should note that the magnitude of the gain for all inputs is $(\alpha)^{-1} = 2.5^\circ C/kW$. However, the transfer functions for $u_1 = \dot{Q}_{AC}$ and $u_3 = \dot{Q}_{EH}$ have positive numerator time constants that need to be approximated. Here we are using Rule T1a in Skogestad and Grimholt (2012) to approximate the transfer function.

Table E.2: Parameters for first-order transfer functions for the available inputs.

<table>
<thead>
<tr>
<th>Input</th>
<th>$K_{p,i}$ ($^\circ C/kW$)</th>
<th>$\tau_{1,i}$ (s)</th>
<th>$\theta_i$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_1 = \dot{Q}_{AC}$</td>
<td>-8</td>
<td>2968</td>
<td>0</td>
</tr>
<tr>
<td>$u_2 = \dot{Q}_{HW}$</td>
<td>+2.5</td>
<td>3058</td>
<td>90</td>
</tr>
<tr>
<td>$u_3 = \dot{Q}_{EH}$</td>
<td>+8</td>
<td>2968</td>
<td>0</td>
</tr>
</tbody>
</table>
Table E.3: PI tuning parameters for the available inputs.

<table>
<thead>
<tr>
<th>Input</th>
<th>$\tau_{c,i}$ (s)</th>
<th>$K_{C,i}$</th>
<th>$\tau_{I,i}$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_1 = \dot{Q}_{AC}$</td>
<td>300</td>
<td>-1.2367</td>
<td>1200</td>
</tr>
<tr>
<td>$u_2 = \dot{Q}_{HW}$</td>
<td>300</td>
<td>+3.1364</td>
<td>1560</td>
</tr>
<tr>
<td>$u_3 = \dot{Q}_{EH}$</td>
<td>300</td>
<td>+1.2367</td>
<td>1200</td>
</tr>
</tbody>
</table>

E.3 Design of the split range controller

Table E.4 summarizes the information that describes the standard split range block for the system analyzed in the case study, Section 7.4.4. The slopes in Table E.4 are found with the procedure described in Reyes-Lúa et al. (2019b) using the tuning parameters in Table E.3. Here we consider $v = 0$ (all inputs closed) at the nominal operating point.

Table E.4: Values for the slopes $\alpha_i$, $\Delta v_i$ and $u_{i,0}$ in the split range block.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$u_{AC}$</th>
<th>$u_{HW}$</th>
<th>$u_{EH}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_i$</td>
<td>-9.6829</td>
<td>24.5575</td>
<td>9.6829</td>
</tr>
<tr>
<td>$\Delta v_i$</td>
<td>0.4647</td>
<td>0.1222</td>
<td>0.4131</td>
</tr>
<tr>
<td>$u_{i,0}$</td>
<td>0</td>
<td>0</td>
<td>-1.4316</td>
</tr>
</tbody>
</table>

Note that $\alpha_i$ in Table E.4 and Fig. E.1 are the slopes for the split range block described in Section 7.2 and are not related to $\alpha$ in Eq. (E.1e) and Table E.1.

Figure E.1: Split range block for controlling room temperature with one source of cooling (AC) and two sources of heating (HW and EH). This is the SR block in Fig. 7.9.
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1. INTRODUCTION

We can use three alternative classical control structures when we need more than one manipulated variable (MV, $u_i$) to cover the steady-state operating range for a single controlled variable (CV, $y$):

1. (Standard) split range control
2. One controller for each input, each with a different setpoint for the output
3. Input (valve) position control

In the context of optimal operation, these structures can be used for active constraint switching, namely, MV to MV constraint switching and MV to CV constraint switching (Reyes-Lúa and Skogestad, 2019c). This is further discussed in Section 2.

Each structure has advantages and disadvantages. If we use more than one controller, the difference between setpoints ($\Delta y^{sp}$) should be large enough to assure that only one controller is active at a time. With valve position control we cannot utilize the full steady-state range of the primary input as it requires a back-off. Therefore, split range control is often the chosen alternative.\footnote{In some problems, these alternative structures may actually be optimal. This is discussed in Reyes-Lúa and Skogestad (2019b)}.

In this paper we focus on split range control, although the structure that we are using has more than one independent controller. Split range control has been in use for at least 75 years (Eckman, 1945), and it is still applied in industry (Sun et al., 2015). However, except for descriptions and examples of applications (see Stephanopoulos (1984); Hägglund (1997); Marlin (2000); Bequette (2002); Seborg et al. (2003); Smith (2010)), there are almost no academic studies.

In standard split range control (Fig. 1) the common controller ($C(s)$) computes the internal signal ($v$) to the

\[ y^{sp} \rightarrow e \rightarrow C \rightarrow v \rightarrow SR \rightarrow u_i \rightarrow \text{Process} \rightarrow y \]

In this contribution, we apply this novel control structure to a mixing process in which we must switch the MV used to control an important CV due to MV saturation.

Fig. 1. Standard implementation of split range control (SRC) with two inputs ($u_i$) and one output ($y$). An SR-block is shown in Fig. 2. $u_0$ contains information about maximum and minimum values for both physical inputs.

Fig. 2. Typical split range block for Fig.1, with $v^* \neq 50\%$.

In standard split range control (Fig. 1) the common controller ($C(s)$) computes the internal signal ($v$) to the
split range block (SR), which assigns the value (e.g. the valve opening) for each of the inputs \( (u_i) \). As can be observed from the split range block in Fig. 2, the resulting controller from \( y \) to each \( u_i \) is \( \alpha_i C(s) \).

In Reyes-Lúa et al. (2019), we proposed a systematic procedure to design a standard (classical) split range controller in which we select \( \alpha_i \) (or equivalently \( v^* \)) such that \( \alpha_i K_C = K_{C_i} \). However, there are intrinsic limitations for standard split range control in terms of tuning. Since we only have one design parameter for each MV \( (\alpha_i) \), we cannot make \( \alpha_i C(s) = C_i(s) \) for all MVs. Thus, we must have a common integral time \( (\tau_I) \) for all MVs, which is a compromise for dynamic performance.

To overcome these limitations, in Reyes-Lúa and Skogestad (2019a), we proposed a generalized split range control structure. This structure allows using multiple independent controllers with the same setpoint. Undesired switching between the controllers is avoided by using a baton strategy, and only one controller (and one MV) is active at a time. This is the structure that we use in this paper.

This paper is structured as follows. In Section 2 we describe in which cases we can use split range control for active constraint switching. In Section 3, we detail the generalized split range control structure recently introduced in Reyes-Lúa and Skogestad (2019a) and used in this paper. In Section 4 we apply the generalized split range control structure in a mixing process that requires active constraint switching for optimal operation. We finalize the paper with some concluding remarks in Section 5.

2. SPLIT RANGE CONTROL FOR ACTIVE CONSTRAINT SWITCHING

Active constraints are variables that should optimally be kept at their limiting value. These can be either manipulated variable (MV, input) constraints or controlled variable (CV, output) constraints. When a disturbance occurs, the set of active constraints may change and we might need to repair, that is to say, switch active constraints. Split range control is one of the advanced control structures that can be used for active constraint switching (Reyes-Lúa et al., 2018).

MV to MV constraint switching refers to the case in which the primary MV saturates and one or more extra MVs are added to cover the whole steady-state range and maintain control of the CV (Reyes-Lúa and Skogestad, 2019c). This is the most extended application of split range control, and corresponds to Fig. 1.

MV to CV constraint switching refers to the case in which there are the same number of MVs and CVs (any MV may be used to control any CV) and one of the MVs saturates (we loose one degree of freedom). In this case there are two possibilities:

1. The input saturation pairing rule (Minasidis et al., 2015) was followed. This means that, compared to other CVs, it is less important to control the CV \( (y_1) \) paired with the MV that saturates \( (u_1) \). Then, when we loose one degree of freedom we should give up controlling \( y_1 \) (the least important CV).

2. The input saturation pairing rule was not followed. This means that there are other CVs that are less important to control compared to \( y_1 \), and we should not give up controlling \( y_1 \). Thus, when \( u_1 \) saturates, we need to find another MV \( (u_2) \) to control \( y_1 \). In this case, we give up controlling \( y_2 \) (the CV previously controlled by \( u_2 \)). To do this, we can implement an MV to MV switching strategy, such as split range control, in combination with a min/max selector (Reyes-Lúa et al., 2018), as shown in Fig. 3.

![Fig. 3. MV to CV switching for the case when the input saturation rule is not followed; so control of \( y_1 \) cannot be given up.](image)

In Fig. 3, the SRC block can be either the standard split range structure in Fig. 1 or the generalized split range structure in Fig. 4.

3. GENERALIZED SPLIT RANGE CONTROLLER USING THE BATON STRATEGY

Fig. 4 depicts the generalized control structure for split range control structure proposed in Reyes-Lúa and Skogestad (2019a). Here, each input has its own controller \( C_i(s) \), which can be any type of controller, but it is commonly a PI controller. Each controller produces a signal, which is a deviation variable \( (v_i = \Delta u_i) \), and the baton strategy block selects and computes the physical inputs \( (u_i) \), based on a predefined sequence.

![Fig. 4. Generalized split range control structure using the baton strategy.](image)

Importantly, at any given time, only one input \( (u_i) \) is actively controlling the output \( (y) \) and the other inputs are required to be at fixed values \( (u_i^{min} \text{ or } u_i^{max}) \). We call this baton strategy because we let the active input decide when to switch to another input (pass the baton). The active input \( (k) \) remains active as long as its not saturated \( (u_k^{max} < u_k < u_k^{min}) \) and will only pass the baton to another input once it becomes saturated (reaches \( u_k^{min} \text{ or } u_k^{max} \)).
As with standard split range control (Reyes-Lúa et al., 2019), as a first step to design the control structure, we need to:

- Define the minimum and maximum values for every MV ($u_{k}^{\min}$, $u_{k}^{\max}$).
- Define the sequence in which we want to use the MVs. This is done considering the effect of each MV on the CV and economics (for MVs with the same effect, we use the least expensive MV first).

This sequence can be illustrated as in Fig. 2, but for the generalized split range controller the slopes have no significance.

### 3.1 Design of the baton strategy block

Consider that input $k$ is the active input (has the baton). The baton strategy proposed in Reyes-Lúa and Skogestad (2019a) is then:

**B.1 Controller $C_{k}$**

(a) Compute $u_{k}^{*} = v_{k} + u_{k}^{0}$, which is the suggested value for the input $k$.

(b) Keep the remaining inactive inputs at their corresponding constant values ($u_{k}^{\min}$ or $u_{k}^{\max}$).

**B.2 If $u_{k}^{\min} < u_{k}^{*} < u_{k}^{\max}$**

(a) Set $u_{k} = u_{k}^{\min}$ or $u_{k} = u_{k}^{\max}$ and pass the baton to the new active input $j$. The new active input is selected according to the predefined sequence, depending on which bound is reached ($j = k + 1$ or $j = k - 1$).

(b) Set $k = j$ and go to step B.1. The value of the bias $u_{k}^{0}$ is the input value just before receiving the baton, that is, either $u_{k}^{\max}$ or $u_{k}^{\min}$.

We need to decide how to initialize the new active controllers and avoid windup. There are several alternatives. A simple strategy is to set all the states of the non active controllers to zero. For a PI controller (Eq. (1)), this means that the integral action starts at the time of the switching ($t_{k}$).

$$u_{k}^{*}(t) = u_{k}^{0} + K_{C,k}(e(t) + \frac{1}{\tau_{k}} \int_{t_{k}}^{t} e(t))$$  \hspace{1cm} (1)

Note that the integration in Eq. (1) starts from $t_{k}$ and not from 0. Another alternative is to implement bumpless transfer (Åström and Hägglund, 2006).

### 4. CASE STUDY: MIXING OF AIR AND METHANOL

In a formaldehyde production process, air and methanol (MeOH) are mixed in a vaporizer. Air is fed using a blower with limited capacity. The main CV is the methanol molar fraction at the outlet of the vaporizer ($y_{1} = x_{MeOH}$) which should be kept at 0.10 (desired), and with a minimum value of 0.08 (more important), such that the reaction can take place. Additionally, we want to control the total mass flow ($\dot{m}_{\text{tot}} = \dot{m}_{\text{air}}$), and in some cases to maximize it. This process is also described in Reyes-Lúa and Skogestad (2019c), and the model can be found in Appendix A.

The controlled variables (CVs) are:

- $y_{1} = x_{MeOH}$: MeOH molar fraction
- $y_{2} = \dot{m}_{\text{tot}}$: total mass flow

The two manipulated variables (MV) are:

- $u_{1} = \dot{m}_{\text{air}}^{p}$: mass flow of air
- $u_{2} = \dot{m}_{\text{MeOH}}^{p}$: mass flow of methanol

Note that the physical MVs are the air blower rotational speed ($\omega_{\text{air}}$) and the MeOH valve opening ($z_{MeOH}$), but we use a (lower) regulatory control layer with flow controllers which follow $u_{1} = \dot{m}_{\text{air}}$ and $u_{2} = \dot{m}_{\text{MeOH}}$.

Table 1 shows the constraints and nominal operating conditions. Note that the valve for $u_{2} = \dot{m}_{\text{MeOH}}$ is not limited, and only $y_{1} = x_{MeOH}$ and $u_{1} = \dot{m}_{\text{air}}$ have relevant boundaries.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Units</th>
<th>Maximum</th>
<th>Nominal</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_{1}$</td>
<td>kmol/kmol</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>$y_{2}$</td>
<td>kg/h</td>
<td>26860</td>
<td>2490</td>
</tr>
<tr>
<td>$u_{1}$</td>
<td>kg/h</td>
<td>23920</td>
<td>25800</td>
</tr>
<tr>
<td>$u_{2}$</td>
<td>kg/h</td>
<td>-</td>
<td>23920</td>
</tr>
</tbody>
</table>

As the main CV is $y_{1} = x_{MeOH}$, it has a higher priority to maintain

$$x_{MeOH} = x_{MeOH}^{p}; \text{ setpoint for } y_{1}$$  \hspace{1cm} (2)

compared to

$$\dot{m}_{\text{tot}} = \dot{m}_{\text{tot}}^{p}; \text{ setpoint for } y_{2}$$  \hspace{1cm} (3)

At the nominal operating point (defined in Table 1), we are able to satisfy all the constraints. Due to upstream plant conditions, we pair $u_{1} = \dot{m}_{\text{air}}$, with $y_{1} = x_{MeOH}$ and $u_{2} = \dot{m}_{\text{MeOH}}$ with $y_{2} = \dot{m}_{\text{tot}}$. As $u_{1} = \dot{m}_{\text{air}}$ is likely to saturate, we are not following the input saturation pairing rule with this pairing.

When $u_{1} = \dot{m}_{\text{air}}$ reaches its maximum value ($u_{1} = \dot{m}_{\text{air}}^{\max}$) and we then lose a degree of freedom, we must give up controlling $y_{2}$ (constraint (3)) to keep controlling $y_{1}$ (constraint (2)). To do this, we must implement an MV to CV switching strategy (Fig. 3). Fig. 5 shows the solution using split range control with a $\min$ selector in this process.

Fig. 5. Control structure for mixing of MeOH and air when not following the input saturation pairing rule using split range control (SRC) with a $\min$ selector.

The split range block (SRC) in Fig. 5 can be a standard split range controller or a generalized split range controller.
For both alternatives, we realize that available inputs have opposite effects on \( y_1 = x_{\text{MeOH}} \) (see \( K_{p,i} \) in Table A.1); that is,
- increasing \( u_1 = \dot{m}_{\text{MeOH}}^{\text{op}} \) decreases \( x_{\text{MeOH}} \), and
- increasing \( u_2 = \dot{m}_{\text{MeOH}}^{\text{sp}} \) increases \( x_{\text{MeOH}} \).

Considering the pairing in Fig. 5, we use first use \( u_1 = \dot{m}_{\text{air}}^{\text{op}} \) to control \( y_1 = x_{\text{MeOH}} \). When \( u_1 = \dot{m}_{\text{air}}^{\text{max}} \), we start using \( u_2 = \dot{m}_{\text{MeOH}}^{\text{sp}} \) to control \( y_1 = x_{\text{MeOH}} \) and we give up controlling \( y_2 = \dot{m}_{\text{tot}} \).

The value of \( u_2 = \dot{m}_{\text{MeOH}}^{\text{sp}} \) at the time of the switch (when \( u_1 = \dot{m}_{\text{air}}^{\text{max}} = \dot{m}_{\text{air}}^{\text{max}} \)) is not fixed, and it depends on the setpoint for \( x_{\text{MeOH}} \) (\( x_{\text{MeOH}}^{\text{sp}} \)). Therefore, to improve the dynamic performance, the bias for \( \dot{m}_{\text{MeOH}}^{\text{air}} \) should be updated to the value of \( \dot{m}_{\text{MeOH}}^{\text{air}} \) at the time of the switch. This value can also be obtained from the steady-state mass balance, as described in Appendix B.

The desired PI tuning parameters for both MVs to control \( y_1 \) are in Table 2. These are obtained using the transfer functions in Table A.1 and the SIMC tuning rules (Skogestad, 2003), where \( \tau_e \) is the desired closed loop time constant.

### Table 2. Desired PI tuning parameters for \( u_1 \) and \( u_2 \) to control \( y_1 \).

<table>
<thead>
<tr>
<th>Controller</th>
<th>MV (( u_i ))</th>
<th>( \tau_e(s) )</th>
<th>( K_{p,i} )</th>
<th>( \tau_L(s) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_1 )</td>
<td>( u_1 = m_{\text{air}}^{\text{sp}} )</td>
<td>( \tau_{\text{air}} )</td>
<td>74360</td>
<td>2.83</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>( u_2 = \dot{m}_{\text{MeOH}}^{\text{sp}} )</td>
<td>( 2B_{\text{MeOH}} )</td>
<td>10736</td>
<td>1.26</td>
</tr>
</tbody>
</table>

#### 4.1 Standard split range controller

Fig. 6 shows the configuration of the standard split range controller for the SRC in Fig. 5. Using the procedure introduced in Reyes-Lúa et al. (2019), we obtain \( \alpha = [-29874; 4313] \) and the tuning parameters for the common PI controller \( K_C = 2.5 \), \( \tau_I = 2.83 \) s.

![Fig. 6. Standard split range control solution for mixing of air and formaldehyde. This structure can be used in the SRC block in Fig. 5. The SR-block is shown in Fig. 7.](image)

We should note that in this case, we do not need input tracking (anti-windup) for the split range controller (\( C \) in Fig. 6) because \( y_1 = x_{\text{MeOH}} \) is always being controlled; that is, the selected signal in the split range controller will always be active. Anti-windup is implemented for the flow controller for \( y_2 = \dot{m}_{\text{tot}} \), as it will wind up during the period in which it is not selected and we give-up controlling \( y_2 = \dot{m}_{\text{tot}} \).

![Fig. 7. Split range block for standard implementation of mixing of air (\( u_1 \)) and MeOH (\( u_2 \)). This is the SR-block in Fig. 6.](image)

#### 4.2 Generalized split range controller

Fig. 8 shows the block diagram for the generalized split range controller. \( C_1 \) and \( C_2 \) are PI controllers (Eq. (1)), and the tunings are in Table 2. We consider Fig. 7 to define the sequence for the inputs. The baton strategy logic is written in Table 3.

![Fig. 8. Generalized split range control solution for mixing of air and MeOH. This structure can be used in the SRC block in Fig. 5.](image)

When the input receives the baton, the integrator of its corresponding PI controller is reset, according to Eq. (1), and the initial value for \( u_2 \) (at time \( t_e \)) will be the proportional term plus the bias.

Note that in Table 3, when \( u_2 = \dot{m}_{\text{MeOH}}^{\text{air}} \) receives the baton, the initial value is \( u_2 = \dot{m}_{\text{MeOH}}^{\text{air}} \). This is a generalization. However, as explained before and in Appendix B, this value is actually not fixed, and a better dynamic response is obtained if \( u_2 = \dot{m}_{\text{MeOH}}^{\text{air}} \) is set to the value of \( u_2 \) at the time of the switch or is calculated using Eq. (B.1).
Table 3. Baton strategy logic for mixing of air and MeOH; $u_k$ is the active MV (the one that has the baton).

<table>
<thead>
<tr>
<th>Value of $u_k$</th>
<th>$u_k = u_1 = \hat{m}_{air}$</th>
<th>$u_k = u_2 = \hat{m}_{MeOH}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u'_k \geq u'^{\text{max}}_k$</td>
<td>baton to $u_k$</td>
<td>baton to $u_k$</td>
</tr>
<tr>
<td>$u'_k &lt; u'^{\text{max}}_k$</td>
<td>$u_k \leftarrow u'^{\text{max}}_k$</td>
<td>$u_k \leftarrow u'^{\text{max}}_k$</td>
</tr>
</tbody>
</table>

As in standard split range control, anti-windup is implemented for the flow controller for $y_2 = \hat{m}_{tot}$.

**Simulations** We test the generalized split range structure and the standard structure with a step change in $x_{MeOH}^{SP}$ of $-0.005$ (from 0.1 to 0.095) $t = 10$s, at $t = 30$s, $\hat{m}_{tot}$ is increased by $10\%$ (from 26860 kg/h to 29546 kg/h).

Finally, at $t = 70$s $\hat{m}_{tot}$ is brought back to its initial value.

Fig. 9 shows the simulation results for both structures. We observe that both structures bring $y_1 = x_{MeOH}$ to its set point at steady state. When $y_1 = \hat{m}_{air}$ saturates and $y_1 = \hat{x}_{MeOH}$ is controlled using $u_2 = \hat{m}_{MeOH}$ and we give up controlling $y_2 = \hat{m}_{tot}$.

However, at $t = 30$s, when $u_1 = \hat{m}_{air}$ saturates, the response of $y_1 = x_{MeOH}$ is clearly better with the generalized structure, with no overshoot in $u_2$. Likewise, when we can use again $u_1$ to control $y_1$, the generalized structure keeps $y_1$ closer to $y_1^{SP}$.

Table 4 shows that, with an improved dynamic response due to better tunings, the integral absolute error (IAE) for the high priority CV $y_1 = x_{MeOH}$ decreases when using the generalized structure. The IAE for $y_2 = \hat{m}_{tot}$ is expected to be high, as we give up controlling $\hat{m}_{tot}$ when $\hat{m}_{air}$ saturates ($\hat{m}_{air} = \hat{m}_{air}^\prime$).

Table 4. Comparison of IAE with standard and generalized split range control for mixing of air and MeOH.

<table>
<thead>
<tr>
<th>Case</th>
<th>1AE $x_{MeOH}$ (mol/mol)</th>
<th>1AE $\hat{m}_{tot}$ (kg/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard SRC</td>
<td>0.1623</td>
<td>59754</td>
</tr>
<tr>
<td>Generalized SRC</td>
<td>0.1082</td>
<td>60274</td>
</tr>
</tbody>
</table>

5. FINAL REMARKS

The generalized split range control structure using the baton strategy in Figs. 4 and 8 can be used in the same applications as standard split range control (Fig. 1). In this novel structure, each MV has its own controller, but only one MV (the one with the baton) is active at a time. This approach has the obvious advantage that once that the baton strategy logic, such as the one in Table 3, is implemented one can independently adjust the tunings for each MV and obtain the desired dynamic performance, without affecting the performance of the other the MVs.

In this paper, we implemented this structure in a mixing process that requires an MV to CV constraint switching strategy (split range control with min selector) to maintain control of an important CV. We compared simulation results with standard split range control, and showed that by having independent tunings for each MV, we can better handle switches in active constraints.

Fig. 9. Comparison of generalized and standard split range control for mixing of MeOH and air.
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Appendix A. MODEL FOR MIXING OF METHANOL AND AIR

Eq. (A.1) and (A.2) describe the steady-state mass and molar balance for this system.

\[ \dot{m}_{\text{tot}} = \dot{m}_{\text{air}} + \dot{m}_{\text{MeOH}} \]  
(A.1)

which corresponds to \( y_1 = u_1 + u_2 \).

\[ x_{\text{MeOH}} = \frac{\dot{m}_{\text{air}} / MW_{\text{air}}}{\dot{m}_{\text{air}} / MW_{\text{air}} + \dot{m}_{\text{MeOH}} / MW_{\text{MeOH}}} \]  
(A.2)

where \( \dot{m}_i \) are the air and MeOH inlet mass flow rates (kg/h), \( \dot{m}_{\text{tot}} \) is the outlet total mass flow rate (kg/h), and \( x_{\text{MeOH}} \) is the methanol molar concentration (kmol/kmol), and \( MW_i \) are the methanol and air (average) molecular weights (kg/kmol).

Taking into account the dynamics of the actuators and the measurements, the dynamic responses can be approximated to the first order transfer functions with time delay \( G_i(s) = \frac{K_{i,s} e^{-\tau_i s}}{\tau_i s + 1} \) in Table A.1, which were identified using step-tests for each possible pairing.

Table A.1. First order transfer functions for mixing of MeOH and air.

<table>
<thead>
<tr>
<th>MV</th>
<th>CV</th>
<th>( K_{i,s} )</th>
<th>( \tau_i )</th>
<th>( \theta_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \dot{m}_{\text{air}} )</td>
<td>( x_{\text{MeOH}} )</td>
<td>-1.44E-05</td>
<td>2.83</td>
<td>0.37</td>
</tr>
<tr>
<td>( \dot{m}_{\text{air}} )</td>
<td>( \dot{m}_{\text{tot}} )</td>
<td>1.1229</td>
<td>2.90</td>
<td>0.56</td>
</tr>
<tr>
<td>( \dot{m}_{\text{MeOH}} )</td>
<td>( x_{\text{MeOH}} )</td>
<td>2.94E-04</td>
<td>1.26</td>
<td>0.20</td>
</tr>
<tr>
<td>( \dot{m}_{\text{MeOH}} )</td>
<td>( \dot{m}_{\text{tot}} )</td>
<td>9.14</td>
<td>3.80</td>
<td>1.15</td>
</tr>
</tbody>
</table>

Appendix B. BIAS CALCULATION FOR METHANOL FLOW

When \( \dot{m}_{\text{air}}^{\text{sp}} = \dot{m}_{\text{air}}^{\text{max}} \), the value of \( \dot{m}_{\text{MeOH}} \) that will be required to get \( x_{\text{MeOH}} = x_{\text{MeOH}}^{\text{sp}} \) is a function of the current value of \( x_{\text{MeOH}} \). From the mass balance (Eq. (A.1)), when \( \dot{m}_{\text{air}} = \dot{m}_{\text{air}}^{\text{max}} \), the \( \dot{m}_{\text{MeOH}} \) that satisfies the mass balance is:

\[ \dot{m}_{\text{MeOH}}^0 = \dot{m}_{\text{air}}^{\text{max}} \left( \frac{MW_{\text{MeOH}}}{MW_{\text{air}}} \right) \left( \frac{x_{\text{MeOH}}^{\text{sp}}}{1 - x_{\text{MeOH}}^{\text{sp}}} \right) \]  
(B.1)

Updating \( u_2^0 = \dot{m}_{\text{MeOH}}^0 \) improves the dynamic response of the system.

The bias update can also be done by setting the bias in the split range controller equal to the current value of \( \dot{m}_{\text{MeOH}} \) at the moment when \( u_2 = \dot{m}_{\text{MeOH}} \) receives the baton and starts controlling \( y_1 = x_{\text{MeOH}} \).
Appendix

Inclusion of thermodynamic equations for efficient steady-state process optimization

This paper is published as:


Figure 3b gives an example of active constraint regions for a different distillation column than the one analyzed in Chapter 2, with different disturbances.
Inclusion of thermodynamic equations for efficient steady-state process optimization

Adriana Reyes-Lúa, Marie Solvik and Sigurd Skogestad

Abstract
A two-layer approach, with a separate thermodynamic package, is common even for equation-oriented process simulators. However, this approach can be inefficient for optimization because the layer dedicated to the thermodynamic model needs to converge at each optimization step. An alternative is to solve the system in a truly equation-oriented mode by including the thermodynamic equations directly, together with the flowsheet model, to avoid solving for the roots of the thermodynamic model. Thermodynamic parameters that cannot be written explicitly, such as compressibility factors, are added as state variables. The main advantage is that we avoid unnecessary iterations and improve convergence of the optimization algorithm. The proposed approach was used to find the optimal active constraint regions for an industrial distillation column separating CO₂ and ethane.
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1. Introduction
In an equation-oriented (EO) approach for process simulation and optimization all equations describing the system are solved simultaneously. However, even when using an EO approach it is common to include the thermodynamic equations in a separate block. Indeed, using a specialized package for obtaining thermodynamic properties and solving equilibrium equations is robust and can be convenient for simulation and sensitivity studies. A drawback of solving thermodynamic equations separately is that an additional convergence point is required because the thermodynamic model needs to converge at every optimization step of the process model. Additionally, depending on the implementation, accurate gradient information may not be available for the optimization layer, leading to possible inaccuracies and convergence problems.

A way to overcome this issue is to include the thermodynamic equations in the overall model. Kamath et al. (2010) proposed a method to embed cubic equations of state for flowsheet optimization by adding inequality constraints on the first and second derivatives of the cubic equation of state. This approach uses the mathematical properties of cubic equations and assumes no previous knowledge of the equilibrium phases present in the system. Likewise, Skogestad (2008) explains the possibility to the solve equilibrium calculations and the model differential equations simultaneously by adding state variables. Our approach is thought to be used for steady-state process optimization. Therefore, we exploit previous knowledge of existing equilibrium phases and solve the optimization problem by adding one equality constraint for each thermodynamic parameter that cannot be written explicitly.
2. Proposed Framework

As mentioned before, in most simulation and optimization frameworks, the thermodynamic model is separated from the process model in a two-layer scheme, as shown in Fig. (1a). Thermodynamic properties are usually calculated using a root solver and, in many cases, conditional statements.

We propose to remove the second layer by introducing state variables corresponding to the thermodynamic parameters that cannot be obtained explicitly. Correspondingly, one algebraic equation is added for each additional state. These additional equations are included in the overall model \( h(x') = 0 \), where \( x' \) is an extended variable vector that includes states, inputs, and disturbances. Then, process and thermodynamic equations can be solved simultaneously, as shown in Fig. (1b).

This approach requires a feasible or very close to feasible initial point for the process variables and thermodynamic parameters. In any case, if the model contains vapor-liquid equilibrium (VLE) stages, it is frequent to know beforehand which phases are present. Therefore, reasonable initial values for thermodynamic parameters can be provided to the optimization algorithm.

2.1. Use of SRK cubic equation of state within the proposed framework

Due to its simplicity and reasonable accuracy, the Soave-Redlich-Kwong (SRK) equation of state (EoS), proposed by Soave (1972), is one of the most popular EoS in simulations and optimizations in which vapor-liquid equilibrium (VLE) properties are required (Valderrama, 2003). The SRK EoS uses cubic Eq. (1a) to describe the compressibility factor \( Z \), which relates molar volume \( V_m \) with pressure \( P \) and temperature \( T \), as in Eq. (1b).

\[
0 = Z^3 - Z^2 + (A - B - B^2) Z - AB \quad (1a)
\]

\[
Z = \frac{P V_m}{R T} \quad (1b)
\]

Coefficients \( A \) and \( B \) in Eq. (1a) depend on critical temperature, critical pressure, reduced temperature, and the acentric factor of the fluid. The mathematical solution of cubic Eq. (1a) may be real or complex, whereas the compressibility factor must be real. Compressibility factors close to 1 correspond to vapor phase, while liquid phase has small compressibility factors. For this reason, it is common to solve Eq. (1a) separately from the process model and include conditional statements to select the appropriate real root depending on the fluid conditions. In our proposed framework, liquid and vapor compressibility factors \( Z_L \) and \( Z_G \) are added as additional states. Correspondingly, Eq. (1a) is added for every phase present at each equilibrium stage.
3. Case Study

We analyze the optimization of a 3-component CO₂-stripper in which the bottom product is purified ethane and the distillate is a mixture of methane, ethane and CO₂. The SRK EoS is used to calculate the VLE information that is required to solve the model.

3.1. CO₂-stripper model

Fig. (2) shows the CO₂-stripper where the bottom product (B) is purified liquid ethane (do not confuse with the SRK EoS model B in Eq. (1a)). The distillate flow (D), which is burned to produce steam, is a mixture of CO₂, methane and ethane in vapor phase. The modeled column has 74 trays and 75 equilibrium stages, where the last stage is a partial condenser. Steady state degrees of freedom (u) are: reboiler duty (Q_r), condenser duty (Q_c) and inlet flow rate (F). Typical disturbances (d) are the maximum available feed rate (F_m) and CO₂ concentration in the feed (z_{F,CO₂}).

The DAE model of this column (Eq. 2) is based on the discussion made by Skogestad (1997, 2008). It was developed to investigate the changing dynamics in different operation points. It can also be used to study the steady-state behavior of the process and the effect of disturbances, as done in this paper.

The states (x) for simulation include, for each stage (j): total stage molar hold-up (n_{T,j}), component hold-up (n_{i,j}), total internal energy (U_j), temperature (T_j), liquid volume (V_{L,j}), liquid composition (x_{L,j}), vapor composition (y_{V,j}), pressure (p_j), as well as liquid and vapor compressibility factors (Z_{L,j}, Z_{G,j}).

For every stage (j), Eq. (2a) and Eq. (2b) represent the dynamic overall and component (i) mass balance, while Eq. (2c) is the energy balance. Algebraic Eq. (2d) calculates the internal energy in each stage. Constant total volume (V_{tot}) with varying molar hold-up is assumed. Then, Eq. (2e) is used to calculate V_{L,j} and component hold-up in Eq. (2f) is required to calculate x_{L,j}. Eq. (2g) relates composition in vapor and liquid phase for every stage. Composition information in Eq. (2h) is used to find p_j. Fugacity coefficients for K = φ_L/φ_V are calculated from the SRK EoS.

Eq. (2b), (2f) and (2g) are solved for (NC – 1) components at every stage. Additionally, we introduced corrections to the feed stage, reboiler, condenser and top tray.

\[
\begin{align*}
0 = \frac{dn_{T,j}}{dt} & = V_{j-1} + L_{j+1} - V_j - L_j & \text{find } n_{T,j} \\
0 = \frac{dn_{i,j}}{dt} & = V_{j-1} x_{L,j-1} + L_{j+1} x_{L,j+1} - V_j x_{L,j} & \text{find } n_{i,j} \\
0 = \frac{dU_j}{dt} & = V_{j-1} h_{L,j-1} + L_{j+1} h_{L,j+1} - V_j h_{L,j} - L_j h_{L,j} & \text{find } U_j \\
0 = U_j + p_j V_{tot,j} - h_{L,j} x_{L,j} - h_{G,j} x_{G,j} & \text{find } T_j \\
0 = n_j - n_{L,j} - n_{G,j} & \text{find } V_{L,j} \\
0 = n_{L,j} - x_{L,j} n_{L,j} - y_{L,j} n_{G,j} & \text{find } x_{L,j} \\
0 = y_{L,j} - K_{L,j} x_{L,j} & \text{find } y_{L,j} \\
0 = (1 - y_{L,j}) - K_{L,j} (1 - x_{L,j}) & \text{find } p_j
\end{align*}
\]
VLE information is required for both phases in every stage. For this reason, we included Eq. (3a) and (3b) as part of the system of equations, as proposed in this paper.

\[
\begin{align*}
g(x, u, d) &= 0 \quad \text{find } Z_{G,j} \\
0 &= Z_{G,j}^1 + Z_{G,j}^2 + Z_{L,j}^2 (A_{G,j} - B_{G,j} - B_{L,j}) - A_{G,j} B_{G,j} \\
\end{align*}
\]

Equation sets (2) and (3) are solved for each stage. Additionally, explicit algebraic equations describe the influence of pressure drop and liquid hold-up on column hydraulics. Vapor flow (V) is constant through the column, depending on the pressure difference between the top and bottom stage. Liquid flows (L) are assumed to be a linear function of the liquid hold-up and vapor flow. Stage efficiency is introduced to account for vapor bypassing. Given pressure, temperature, composition and compressibility, we also use explicit algebraic equations to calculate fugacity coefficients \((\phi_L, \phi_G)\), enthalpy \((h_L, h_G)\), molar volume, and the SRK coefficients in Eq. (1a).

The most important thing to note is that we have added the compressibilities on each stage \((Z_{G,j}, Z_{L,j})\) as additional state variables. The optimizer will adjust them to satisfy Eq.(3). Thus, no root solver is needed, contrary to the case when the thermodynamic model is solved separately.

3.2. Optimization

The nonlinear optimization problem to be solved is:

\[
\begin{align*}
\min_{x, u, d} &\quad J(x, u, d) = -P_B x_D D - P_B B + P_F F + P_E E \\
s.t. &\quad h(x, u, d) = 0 \tag{4} \\
&\quad lb \leq c(x, u, d) \leq ub \\
\end{align*}
\]

As explained in Fig. (1b), \(h(x, u, d)\) includes \(f(x, u, d)\) and \(g(x, u, d)\). In the objective function \((J(x, u, d))\), the price \((P_B)\) for the bottom flow is higher than for the distillate \((P_F)\). \(x_D\) is the ethane concentration in the distillate, which is used for steam production. \(F\) is the feed flow rate, and \(E\) is the required energy to provide the reboiler duty \((Q_r)\).

Feed rate, reboiler and condenser duties are the degrees of freedom for operation \((u)\). If the model was to be used for dynamic simulation, these should be given or calculated. To use the model for optimization, they were included as decision variables for the optimization algorithm. Considering \(x\) and \(u\), the optimization problem for the CO2-stripper has 980 decision variables and the same number of initial values has to be provided to the optimization algorithm.

Inequality constraints were included to account for quality parameters such as the CO2 concentration in the bottom flow \((x_B)\) and the heating value of the distillate, represented by the Wobbe index \((WI)\). Inequality constraints for operational parameters such as: inlet flowrate \((F)\), reflux \((LT)\), bottom flow \((B)\), pressure drop \((\Delta p)\), steam production using distillate \((SP)\), and reboiler duty \((Q_r)\) were also included.

\[
\begin{align*}
0 \leq x_B &\leq x_{B,\text{max}} \\
W_{\text{min}} &\leq WI \leq W_{I,\text{max}} \\
0 &\leq F \leq F_{\text{max}} \\
L_{T,\text{min}} &\leq LT \leq L_{T,\text{max}} \\
0 &\leq B \leq B_{\text{max}} \\
\Delta p_{\text{min}} &\leq \Delta p \leq \Delta p_{\text{max}} \\
0 &\leq SP \leq SP_{\text{max}} \\
Q_{r,\text{min}} &\leq Q_r \leq Q_{r,\text{max}} \\
\end{align*}
\]
We performed steady-state optimization for 17 values of maximum feed rate ($F_{\text{max}}$) and 15 values of CO$_2$ concentration in the feed ($z_{\text{F,CO}_2}$), which are the most relevant disturbances. This gives 255 optimization points. Matlab fmincon active-set solver, a medium-scale algorithm for nonlinear programming which solves the Karush-Kuhn-Tucker (KKT) equations, was used for optimization (MathWorks, 2015). Initial conditions for the 980 decision variables for optimization were obtained finding the steady-state solution of the dynamic problem. A tolerance of $1 \times 10^{-9}$ for the objective and constraints was used. Average CPU time for optimization was 121 seconds using an i7 processor (2.7 GHz), with a mean of 12 iterations per optimization.

### 3.3. Results

In this type of analysis it is useful to identify the effect of disturbances on the cost function and active constraints. Fig. (3a) shows the contour plot of the cost function. Fig. (3b) shows the active constraint regions, identified in Table (1). Cost is minimized when feed rate is increased, until an economic bottleneck is reached (thicker line in Fig. (3b)). In regions D, E, F constraint (5c) ($F \leq F_{\text{max}}$) is not active. This means that it is not optimal to process all the available feed, so we have exceeded the economic bottleneck. Regions D, E and F are relevant when the feedrate is given as $F = F_{\text{max}}$; that is, when the feedrate is a disturbance rather than a degree of freedom.

![Contour plot of cost function](image1)

![Active constraint regions](image2)

(a) Effect of disturbances on cost function [$\$/h].

(b) Active constraints regions

Figure 3: Optimization results for CO$_2$-stripper.

As expected, there is always at least one active quality constraint. At low $F_{\text{max}}$, in regions A and B, Wobbe index ($WI$) is at its minimum. In regions C, E and F, with medium and high $F_{\text{max}}$, but medium and low CO$_2$ concentration in the feed, $x_{B,\text{max}}$ is activated. If CO$_2$ concentration in the feed is at its maximum, ethane “give-away” is avoided (overpurifying costs energy). In regions D and E, $WI$ is as its maximum. In region D, with high CO$_2$ concentration in the inlet, also the maximum bottom flow becomes active. Therefore, the most valuable product flow cannot be increased. In regions C, E, and F, reboiler duty ($Q_{r,\text{max}}$) activates. In region F, the column reaches an operational and a quality maximum, with $Q_{r,\text{max}}$ and $x_{B,\text{max}}$, while the distillate is used to produce as much steam as possible ($SP_{\text{max}}$).

### Table 1: Active constraints regions for CO$_2$-stripper

<table>
<thead>
<tr>
<th>Region</th>
<th>Active Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$WI_{\text{min}}$, $F_{\text{max}}$</td>
</tr>
<tr>
<td>B</td>
<td>$WI_{\text{min}}$, $F_{\text{max}}$, $x_{B,\text{max}}$</td>
</tr>
<tr>
<td>C</td>
<td>$x_{B,\text{max}}$, $F_{\text{max}}$, $Q_{r,\text{max}}$</td>
</tr>
<tr>
<td>D</td>
<td>$WI_{\text{max}}$, $B_{\text{max}}$</td>
</tr>
<tr>
<td>E</td>
<td>$x_{B,\text{max}}$, $WI_{\text{max}}$, $Q_{r,\text{max}}$</td>
</tr>
<tr>
<td>F</td>
<td>$x_{B,\text{max}}$, $SP_{\text{max}}$, $Q_{r,\text{max}}$</td>
</tr>
</tbody>
</table>
3.4. Discussion

In many models for optimization of process conditions it is necessary to consider rigorous thermodynamics in order to obtain physically sensible results. This adds complexity to the model and thermodynamic equations are commonly handled separately. In this paper we show that if the model is used for optimization and previous knowledge of the existing conditions is available, then it is possible to solve the problem by introducing state variables.

The CO$_2$-stripper that we analyze in this paper is one of such processes. We solved the system of equations in one layer and in a truly equation-oriented manner, also eliminating conditional statements. We achieved this by including the liquid and vapor compressibility as additional states, adding 150 states to the original model, two for each equilibrium stage. The resulting model is numerically robust, as it no longer includes the possibility to calculate complex roots. It is worth to mention that we first implemented this approach because this same model had problems converging when using a two-layer approach. We applied this method to avoid using a root solver to calculate compressibility factors, but it should be pointed out that the same approach could be applied for other thermodynamic parameters that cannot be written explicitly.

To solve the resulting sparse system of equations, an appropriate optimization algorithm should be used. The solver used in this study approximates the gradients by finite differences. However, the benefit of having the complete system of equations in one layer could be further exploited if an optimization solver that calculates exact gradients of the system of equations was used.

A downside of the equation-oriented approach for process optimization is that it requires an adequate initial point. However, for steady-state optimization of operation conditions, it is common to have previous knowledge of the process, such as the phases present in each stage. This is particularly true in the case of steady-state process optimization for control purposes.

4. Conclusion

Including the thermodynamic model by adding additional state variables has a good potential for improving convergence when optimizing systems described by parameters that cannot be written explicitly, particularly when appropriate initial conditions are available. We have applied this approach satisfactorily to the optimization of a CO$_2$-stripper model. The overall description of this column is a sparse system of equations that is successfully optimized using a standard active-set algorithm. Optimization for different disturbances was performed. The simulated behavior of the cost function, as well as the main operating parameters were explained in physical terms. A map of active constraint regions for disturbances was generated using the optimization results.
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