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Plantwide control: Hierarchical decomposition

Scheduling . . .
(weeks) U Each layer operates at different time
‘ scales
Site-widetgpt)imization U The decisions are cascaded from top to
ay
\ bottom
‘ \\| | U Top layer provides set points to the
RTO Local optimization bottom layer
(hour)
g v i Scope of the thesis: Optimal operation
MPC § — L constituting optimization layer and
: control | control layers
: (minutes) : y
Control 1 ' i . . . . . .
layer _— 0 Assumption: Economics are primarily
; - decided by steady-state
i Regulatory] i . . .
PID ; control | 1 U Focus is on the selection of controlled
: (seconds) | 1

variables CV, and CV,
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Optimal operation

Real time optimization Closed loop implementation with
a separate control layer
Real Time
Optimization (RTO) Real Time
Optimization (RTO)
CS
CS
\ 4 ] ) C
Controller |
K Con{roller
K
u H
d , Plant d 4 ; |
(GY,Gy) . Plant
y + [+nY (G,Gy)
y + | +nY
NTNU .
Ref: Kassidas et al., 2000 @ gc(:)ig‘]/gegl:r?dq;
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Self optimizing control

e + . = constan
ContrOI Ier: O: Cs Acceptable loss “as !
y gl self-optimizing control
Cm
+ Cost J
U(d) n Cl,s: constant
Loss
\ 4 C — Hy Reoptimized Jopt(d)
d
—— Process

Disturbance d

Self-optimizing control is said to occur when we can achieve an acceptable loss (in
comparison with truly optimal operation) with constant setpoint values for the
controlled variables without the need to reoptimize when disturbances occur.
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Problem Formulation, ¢ = Hy

Assumptions:

(1) Active constraints are controlled

(2) Quadratic nature of J around uop(d)

(3) Active constraints remain same throughout the analysis

Optimal steady-state operation J (LI ’ d )

min J(u, d) \\ ;

J t d ................................ Froversfranes
) ~d

(@t U

uopt

I I__»Real time optimization
L:J(U, d) TJopt(q)pt( @1 C):
L

I d)= Hyu(d 9 +J(U Al W %f U QU e 2

= (U (D) (U 4,
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Problem Formulation, ¢ = Hy

d n’
| }
W, 1 Gy W, _
f Loss L= f (H,dj,n")
Cs = constant  + u y + + Yy ) )
K G T d’,nY” as random variables
+

C H «

|
I ] 2 1 ledi e
Coavg T [N oo e
B e e e e e e e e e e mmm mmm e e e e e e ol
Y=[(CJide -AW W NTNU
@ Norwegian University of
Ref: Halvorsen et al. I&ECR, 2003 Science and Technology

Kariwala et al. I&ECR, 2008
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Convex formulation (full H)
JWZ(HGY *HY| : Nomcomex |

mln

D : any non-singular matrix
H, = DH
(H,G, )*H,= (DHG, }' DH = (HG, }* D*DH = (HG )" H

Objective function unaffected by D.
So can choose HGYfreely.

H is made unique by adding a constraint as HG’ = J.’

min [[HYI|:

H Convex

subjectto HGY = JV? optimization problem
uu

Problem is convex in decision matrix H Global solution
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Vectorization min | HYIe

— 7l/2
subject to HG” = Juu

3

My N,

/]

| | eh u

h21y is vectorized along the rows of H to form h é 5 l]
u

u

I
[

B> TG
N

2 ol el el N

: .o N ghn
ul hnu2 o hnLr‘ ny rH’ ny u* ny (EL* ny31

min h'FX ,
st G' X, =1

Problem is convex QP in decision vector hd
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Controlled variable selection

) : 7 - T
mnjezeiey . U min IHYI: min - h, Fh,
st. HGY = J&L/JZ st GO,T h,=1J
Optimization problem : I

Minimize the average loss by selecting H and CVs as

(1) best individual measurements

---------------------
--------------------------------------------------
-----

................

-----
.
.

‘a

®
"aay

-
wet®
----------
-----------
-----------------------------------------------------------

(iii) best combinations with few measurements
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MIQP formulation (full H)

51 27w s i {01
é,hll h,-- hhy 1=1,2,-- ny
h, h,-

T

h/ (ol el e el N

is vectorized along the rows of H to form

H=¢. .. .
§hnu1 hnuz'” hnu* Y kb ny éhll égl 1
é.nl e. u
7 5. <
h =€ s =€ U
a d U
y
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MIQP formulation

Big-m method

min  hiFh

Xg:Sa

st G hs=1

Selection of appropriate m is an iterative method
and can increase the computational requirements

www.nthu.no

é,hll hz hhy
H _ghn hzz haqy
e ot

c.c/c Q

B M Ny & oy

Indicator constraint method

min  hiFh
st G hz=1
Ps,=n

Indicator
constraints
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Case Study : Distillation Column

Binary Distillation Column
LV configuration
(methanol & n-propanol)

41 Trays

Level loops closed with D,B

2 MVs - L,V
41 Measurements - T1,T2,T3,..., T4

3 DVs - F ZF, gF m
Lo

Tray temperatures
Ty, T2, Ts€ , a1 T

by controlling the tray temperatures

1
*Compositions are indirectly controlled | g b
Mp

Bux NTNU
% s @ Norwegian University of

Science and Technology

www.nthu.no Ramprasad Yelchuru, Quantitative methods for controlled variables selection, 16




Distillation Column : Full H

D]

% \Me /1y

www.nthu.no

Tray temperatlres
— T1, T2, T3€

s T

[
I

B8 0

G = hllTl +n2T2 -+ ITZJM
C, =h21T1 +hzzT2 + r92111-4:

_éhll hlZ hlZO h130' 141
ghz hzz hzzo ) 230 ) 241

Find H that minimizes

H

o = |JU2(HGY) THY|
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Case Study : Distillation Column

1 1/2 Y=[FW, W]
— y
=2ty HYC con)
Data GYi D**%E i@y, I1s2 3, m23w 37w i+
€l0.83 -10. 96@ 85 11.17 10.9C
35 36 -15. 55u €30 15.86 15.47
GY = e : : 'LGy = € : : :
213.01 -12.81 585 13.10 12.9(
£8.76 -8.62J F94 8.82 8.6¢
_&388-388g _ 1396 3.96 3.88
w T &€ 389 390 HJ“" - §97 -3.97 -3.89
e0.20 0 g
W, = eO 0.1 O ld/Vn =diag(0.5* one JQ)rNU
@ O 0.1 EI Norwegian University of

Science and Technology
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Distillation Column Full H : Result

No. Meas | ¢’s as combinations of measurements [Loss

0 % M|

= 175
9 1 12

| 0.5477
cg = 13

c1 = 119 + 0.04467 31

3 0.4425
cg = T30+ 1.0216131 ’
A c1 = 1.03161711 + 119 + 0.09931 754 0.3436
- 3436
co = 0.08917711 + T39 + 1.026375¢ "
= f(11.15...., T41) o
41 =/ = 0.0813
Co = f[Tl. T5.. ... Ty1)
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Distillation Column Full H : Result

4 T T T T T T T T 1010 | | | T T T T T
0.5 7 8 ; ; : ; : ; ; ;
10 e , ............ ......... e e e k] ........... ............ _
E 4 —A— Exhaustive Search*| 2 E E
: : —4—MIQP big M
0.4k . —10° Lo o oo MIQP indicator AU N SRR o
b ’ ’ w1 Downwards BAB
N—IL 3 ...x.. PBs
= <5} ; ;
% 0.3 - E 104 .............................. PR PP
= =
2
-
0.2- . © 10”
Y.
10" -
0.1 bttt )
I X 1o : SN X T
102 assuming that each evalyation takes 0.09 s "X XXXxy 5
, , , , , , , , 2 5 10 15 20 25 30 35 4011
2 5 10 15 20 25 30 35 4041 No. of meaurements (n)

No. of measurements (n)

Comparison with customized Branch And Bound (BAB)*

x  MIQP is computationally more intensive than Branch And Bound (BAB) methods
(Note that computational time is not very important as control structure selection is an offline method)

Norwegian University of

x  MIQP formulations are intuitive and easy to solve @ NTNU
Science and Technology

* Kariwala and Cao, 2010
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Other case studies

e Toy example
- 4 measurements, 2 inputs, 1 disturbance

e Evaporator system
- 10 measurements, 2 inputs, 3 disturbances

o Kaibel distillation column
- 71 measurements, 4 inputs, 7 disturbances
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Convex approximation methods for structured H

Structured H will have some zero elements in H

Example: "H; 0 - 0
decentralized H 0 Hs --- 0
(block-diagonal H) Hpp =

0 0 - H,,

" Hyy Hy -+ Hy,,
0 Hoo x

triangular H

0 0 - Huon. |
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Convex approximations for Structured H
JUZ(HGYY *HY||

nﬂd
H
D : any non-singular matrix Hl = DH (H,G,)"H,= (DHG, )'DH = (HG, ) D'DH = (HG )' H

For a structured H like

H 0 o 0 Hy Hy oo H,
U HQ e [} (:] HQQ .
Hpp=| . . : orHy=|
0 0 . H,, | 00 e Hy.
. 2D, D+ D
only a block diagonal eD, 0 -0 or triangular g P,
o D,---0 60 Dy, -+ Dy,
D:éO 2" D:é ) ' u
é Do PR
é :
éOO--- Dnu CURY Dy,

preserves the structure in Hand 4 -=py and the degrees of freedom in D is used to
arrive at convex approximation methods
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CVs with structural constraints (structured H) : Convex
upper bound (structured H)

Examples 1 :
H :é,lll h,hyhy Dnglld12 H1 =DH
FU” H g"u hzzhzs h24 21d29_
Decentralized H .
ed, 0 _ ed11h|1 d11h|7| 0 0
H_d‘lmhvo 0 1 D:é11 Hl—DH —é |
&0 0| hyh, ¢ & dy é0 0 | dyhy dyhy,
H, = DH
. eh,h,0 0 ¢ ed;, 0 !
Traingular H H=¢ ‘ D=¢
g 8’121 hZZ I’EEhZA li gd21d22
For structured H, less degrees of freedom in HG' J&f

D result in convex upper bound
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Convex approximation methods for structured H

Convex approximation method 1: Convex approximation method 2:
matching elements in HGy to J,,'/2 Relaxing the equality constraint to
inequality constraint
in hl
1}1?11% b; Fsh; 11}11151'1 th(;ha-

s.t.
. 1yT .
st. Gg hs <j;

T
_- U Y _ — 19y A e .
—b(1 = ) < (G b —Jo)ly < b= ). VI= 12, myny hs(ind) =0, ind is for 0 in particular structure H

TMuNy

ny < Z ‘:-'il <y b| I {O’ 1}
=1
Ny—1 Zk My,
My, < Z Z Brupsj Sz, Vh=1.2... number of blocks

p:D j:Ek ﬂ-uk_1+1

hs(ind) = 0, ind is for 0 in particular structure H
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Controlled variable selection with structured H

Optimization problem :

Minimize the average loss by selecting a structured H and CVs as
(1) best individual measurements
(i1) best combinations of all measurements

(iii) best combinations with few measurements

NTNU
Norwegian University of
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structured H with optimal measurement subsets

Convex approximation method 1: Convex approximation method 2:

matching elements of HGY to J,,'/2 relaxing equality constraint to
inequality constraint

min th(;hg

hs,8 1 15: .
e (4.15a) min th(;ha-
—b(1 —3) < (GyThg —Jslli <b(l—=5p), Yi=1,2,--- n,n 31 GyT} <
L= 8 o = L) s L s Ty Tly S.1T. d ]é‘_Jé‘
ny < ; B < e bl | {O, 1} h;(ind) = 0, ind is for 0 in particular structure H

u—1 >k My
Ty, < Z Z Brupti < Mazy, Ve =12, ,number of bioons PO’@‘ =5

p=0 J’=ZA ﬂ“k—l"’_l _ _ _ - _ -
(4.15h) —m hy: m
1y
hs(ind) = 0, ind is for 0 in particular structure H (4.15¢) —m ]?,23. m
g: < < o, Yje1.2.- .n,
P J = — J - Y
o5 =S58
—m hy; m —m hﬂ-uj m
—m ha; m _ ) ) - - ) ;
o < < . gj, Vi€1,2,--- ny
—m R J m
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Distillation column : Decentralized H

G = h.llTl +h.LZT2 kR I1'50-'-20
C, :rklezl +h222T22 -+ hiz'41T 4

Top section é’ﬁl hiz' . h.Lzoo 0--- 0 ¢
To1, Toz, Tos, € ,a1 | T H = é (
éo 0.0 hzzf"h241 (

=

Decentralized structure

Bottom section
Tl, T2, T3, é 420 T

i \Me /@

& Bax By
Binary distillation column @ ﬁgfw[égian University of
Science and Technology
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Distillation Column : Results

Meas
Full H Block disgonal H
Convex approamation method 1 | Convex approcamation method 2
a " ey =Tha ey =Tha ey = Tia
- c &2 = T &2 = T ca = Tio
Loss w| M5 | 0.548 (1553 0.353*
. oV oy = —00360T o + 064407y + 0ASTIT e = 06Ty + DLG220TY, 1 = 0.63Tyg + 0622075,
- ’ eg = — 1350070 + 0206175 + 0153775, eg = DLOGTET eg = 09675
Loss #|| M| | 0.443 0.443* 0.443°*
] v o1 — 001711 — D.0460T1a + 06450050 + 0.657415; c1 — 063150 + 0.622015; r1 — 0.63150 + 062200 51
i eg = —065TET ) — 0.65848T s + 0201175 + 0.1413Ty, eg = —0.5151Tyy — 0.5110T5 eg = —0.5151Tyy — 0.51107
Loss of|[MI[F | 0.344 _ 0.344% 0.344;
11 v et = f(T1. Ty, ... Tu) 1 = f(101. 1%, ..., 041) 1= J(da1. 002, 1a1)
eg = (1. Ts. ... Ty) ca = f(Ty, T3, ..., Top) a = f(I1,Ta,....Tx)
| D A IBLIH; 0. T27T B

*clearly not optimal as the solutions must be same with CVs as individual measurements
t smal |l di fferences in the optimal solution i n convex app

NTNU
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Decentralized H: Result

10 T T T T T T T T T T T T T T T T T T T AN N N N S S S S S S S

F =i full H H
—=&#— Convex relaxation method 1|
—8—ConveXx relaxation method 2|

2
E

Loss 1/2||M||

PR L PRI R S S T L
5 10 15 20 25 30 35
No. measurements used (n)

CPU time (sec)

=B=fullH |
== Convex relaxation method 1

@ Convex relaxation method 2

2 5 10 15 20 25 30
Mo. of used measurements (n)

x The proposed methods are not exact (Loss should be same for H full and H disjoint for individual

measurements)
x Proposed method provide good upper bounds for the distillation case NTNU
@ Norwegian University of
Science and Technology

Ramprasad Yelchuru, Quantitative methods for controlled variables selection, 31

www.nthu.no




Distillation column : Triangular H

C = hlZlT21 +hlZZT22 2+ hi'41T 41
C, :thTl 'H.Esz -+ hil'41T41

{ : Top section

} To1, Toz, T2z, € ,41

é,O 0--- 0 hl21hlzz"'h141
e
ahy hyye - hyyohyp hppsee gy

Traingular structure

H =

G

All temperatures
Tl, TZ, T3, é 41

% Y

NTNU
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Distillation Column : Results

Meas Structure
Full H Trnangular H
Convex approxamation method 1 Convex approxmation method 2
5 T ey =T ey =Tha ey =T
2 CVy c9 — T 2 — Tho c9 — T
Loss o M| | 0.548 (1.548 (1.548
a ov ey = —0.0360T g + 0.6449T g 4 0.6572T 5 ey = Tag + 0.9808T S, ey = Tap + 0.O8ETT
- ’ eg = —1.25007y9 + 0.2061T3g 4+ 0.1537T ea = Ty + 0.7365T5g + 0.7812Ty, eg = Ty + 0.7365T5g + 0.7812Ty
Loss #|| M| | 0.443 (.464** .464**
, ov e] = 0017y — 0L.0460T12 + 0645075 + 0.6574Th e = 06301 T + 0.6237TTh e = 0L6300T + 0.6220Th
. ) cg = —0.657T6Ty) — (.6548Ts + 0201175 + 0.1413T5 eg = —0.3463T g — 0.3484Tyy — 0.23090T5y — 0.26807T%, eg = —0. 34637 — 0.3484T}y — 0230075, — 0268075,
Loss w|| M| | 0344 (.353** 1 01353+
i ov [ AT o =TT T o= 0T T T
[] _,r[!"__!‘g...__!‘_ql__:l L] _Ir[!"_.!‘g.....j_q'__:l £ _lr[j'.-jﬂ-----jl'._:'
Loss 5| MJJ£ | 0.081 [IIEES 0.1417

**clearly not optimal as triangular H must at least be as good as H disjoint

1 s ma l

www.nthu.no

di fferences i

n the optimal sol

ution in convex
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Triangular H: Result

0
10 T T T T T T T | T P NP N W W W WP WP AP W A W A Y

T I I T ]
== full H

=#— Convex relaxation method 1
@+ Convex relaxation method 2

==full H
—4— Convex relaxation method 1
=—8—Convex relaxation method 2

2
E

Loss 1/2||M]|
CPU time (sec)

1 1 1 1
2 5 10 15 20 25 30 35 4041 107 L L L

2 5 10 15 20 25 30 35 4041
No. measurements used (n] No. of used measurements (n)

The proposed methods are not exact (Loss should be same for full H, triangular H for individual
measurements)

x Proposed method provide good upper bounds for the distillation case

x In convex approximation methods we are minimizing ||Hy|.and [Hyl. smaller for
n =5 than n = 4, but the loss |J3;2(HG) *HY|_ is higher for n = 5 than n = 4 and@ NTNU

causes irregular behavior Norwegian University of
Science and Technology
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Control system hierarchy for plantwide control

Scheduling
(weeks)

y
Site-wide optimization
(day)

N\

N |
Local optimization
(hour)

| Self optimizing control

SUpervisory

control

(mmutes)

Control

layer 5 Regulatory control
' 4‘

Hegulatory

control

(seconds)

NTNU
Norwegian University of
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Regulatory control layer: Objectives
Regulatory layer should
(1) facilitate stable operation

regulate the process
operate the plant in a linear operating region

(2) be simple

(3) avoid control loop reconfiguration

How to quantify ?

NTNU
Norwegian University of
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Regulatory control layer: Objectives

(1) Minimize state drift I =|Wx i,  W:stateweighting matri

(2) Simple: Close minimum number of loops

(3) Avoid control loop reconfiguration

Quantified the regulatory layer objectives

NTNU
Norwegian University of
Science and Technology
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Regulatory control layer: Justification to use steady state analysis

Typical frequency dependancy plot
1202x 2 MIMO system with single closed loop with proportional control gain ’k’

—k=0 |
o k=0.01]
----- k=0.1]

k=10 |

k = 0 :open loop
close to perfect control

- 2
3, =il

Ll Ll Ll Ll i L
101o4 10° 10* 10" 10° 10’ 10°
Frequency (o)
Steady state based state drift is NTNU
fairly good over a frequency bandwidth @ Norwegian University of
Science and Technology
www.nthu.no
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Regulatory control layer: Problem Formulation
L:J(U, d) _‘Jopt(%pt( @; q
=wof, (o

C=0 +
s u ym
—(O—> K(s) " GY G |y C
- d UO‘ H2 >
d X
GX |

Loss is due to
(i) Varying disturbances

[
N J1/2( H GY) THLY. 2 (ii) Implementation error in
: avg 2. 2 2 72|l :

u controlling c at set point ¢s

L@ R L, - W oy

=[FEW, W] ud
Ref: Halvorsen et al. I&ECR, 2003 @ ETNU R ——
. Orweglan niversi (9]
Kariwala et al. I&ECR, 2008 Science and Technology

www.nthu.no Ramprasad Yelchuru, Quantitative methods for controlled variables selection, 40




Problem formulation
C=H, [y, u]

Ny NUMber of y,
n, humber of physical valves
n. = number of CVs =n,

P1. Close 0 loops : Select (n.variables from ug)
or (Ovariables fromy,,)

P2. Close 1 loops : Select 1 variables from y,,
P3. Close 2 loops : Select 2 variables from y,,
P4. Close k loops : Select k variables from y,,

P5. Close n. loops : Select n_variables from y,,

C=0 + u
2
d X

| ox Gy [F——

Example é n .
et 1y Sy v
w0 =4 2~

ncn=02=nu ehmhzz h24 25 26'" h28

&

Pick n. columns in H,

Pick 1 column in H, and n. -1 columns in H,
Pick 2 columns in H, and n. -2 columns in H,
Pick k columns in H, and n. -k columns in H,

Pick n. columns in H, and 0 columns in H,

NTNU
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MIQP formulation

1 27w s i {01
é,hll h,-- hhy 1=1,2,-- ny
h

Qy

H, =

AN
P

Ao el el e el )

é“nul hnu2 o hnd ny ny éhu [/} éS‘l /)]
é.nl U és U
h — e 2 u S = € 2 u
is vectorized along the rows of H to form d A U d A U
é} U . U
0y (e nyer & '

NTNU
Norwegian University of
Science and Technology

Ramprasad Yelchuru, Quantitative methods for controlled variables selection, 42

www.nthu.no



é,hll hz hhy

Regulatory layer selection: Solution approach + =§’“2 e

MIQP formulation
mn hiFh,

Xg+S ¢

st G hs=1

Ps,=n
emg e, g m
e u € u _@é
é: u é: u :é
e u é u &
emyg gy g me

I\
N
S
<
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Case Study : Distillation Column

Binary Distillation Column
LV configuration

41 Trays

Level loops closed with D,B

2 MVs - L,V
41 Measurements - T1,T2,T3,..., T4

3DVs - F, ZF, gF
e

Tray temperatures
Ty, T2, Ts€ , a2 T

*Compositions are indirectly controlled p—
by controlling the tray temperatures QI~
Mp

Bx NTNU
% B @ Norwegian University of

Science and Technology
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Case Study : Distillation Column

Lo

=|32(H,6’) HYH L= LY, W W

Data GUin*FaGy ™2y S2 3. 023w (127w (i®

&0.83 -10.96g 85 11.17 10.¢
gLs 36 -15.554 €30 15.86 15.2
GY = e : 'l.Gy = & : :
e1_3 01 -12.81y =85 13.10 12.¢
€8.76 -8.62 H FE94 8.82 8.¢€

ec0.2 0 Og
W, eo 0.1 O ,‘5'(Vn_ diag0.5* one&t1,1))

é) O 0.3u
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Regulatory control layer

Gx G |——

CVs (c = H,y) as individual measurements

e R I
C — H s ~ r ~
2[ ym Lb] Ny =41 — 6 hl,z' o h1,41 h1,42h1,43h1,44h 1,45
Nym NUMber of y, 4 H2_ >
Ny number of physical valves ne = 2=n S DL APLEEN 1 PPN § PPN § YIS § AP g IS
n. = number of CVs =n, N u é ’ ' ’ ' ’ ’ '
e
P1. Close 0 loops : Select (2 variables from u,) Y Pick 2 columns in H,
or (Ovariables fromy,,)
P2. Close 1 loops : Select 1 variables from y,, Y
Pick 1 column in H, and 1 column in H,
P3. Close 2 loops : Select 2 variables from y,, Y

Pick 2 columns in H, and 0 column in H,

Total n,+1 = 3 MIQP problems

NTNU
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Regulatory control layer: Result

Table 5.1: Distillation column case study: the self optimizing variables c¢’s
as combinations of 2, 3,4, 5,41 measurements with their associated losses in

oy ol loops closed F 1 Mo, of meas, nsed, S IWalls,
il 2 100 G0
1 2 0209
E 2 2 0.7 E

1 ; ; (L1500

2 ) Tys Tae Tosl S 1.[:;:-:15'1:1,-, 0.020 0.040

1 ! Tis Tie Tor 1 : g.ﬁnn'..—, ¢ 0.6E03Tyg + Thr 0126+ b-148

2 ! T Tis Tae Ths o ;:: N ::lm_aij: I‘E_ﬁffii‘ 0.014 0.034

! T Tie T Tar L ; {J.jf.'szs':'..-, ¢ 1.1522T16 + 0.0836Thg + Tar e 144

2 T Tis Tos Ter Tag| ' ;:: — 4 ”j: T.E:;::;: S tg‘:;}'; 0.011 0.032

1 1 M3 Ta,.... T, LV.D.B|| 2 J:F.;'r',.'r'z _____ g L, V. D, H 0,118 0.128

2 11 Ty, T .o T ; ::'fj:,’jj:j::j;:::::;;‘j: 0.003 0.023

T In addition to two closed level loops

The loss is minimized to obtain Ho

The optimal state drift .J,,;(d) = 0.0204

1 loop closed : 1 ¢ from y,,,. 1 ¢ from ug

2 loops closed: 2 ¢ from y,,

The loss is minimized to obtain Hs

Tt Such a high wvalue is not physical, but it follows because our linear

analysis is not appropriate when we close 0 loops

* used partial control idea to find optimal H2 in two step approach of
Wl Science and Technology
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Regulatory control layer results

(b) Optimal zero—loop policy

(a) Optimal policy

0,15
- 0.1}b L i
o ' = 01r
g g
= 0,05F = 0,05F
= 0 — = ~ g
w - 7]
2 -0,05f X oot for dis. F 2 _o,05f
§ ol | Xopt for d?s. 7 5 —0,1 \ /
os . ._._.xopt for dis. e . _0A15 1,0 2||] 3.0 20
' 10 20 30 40
Stages Stages
(c) Optimal one—loop policy (d) Optimal two—loop policy
0,15 T . r 0,15 . . .
) ]
g 0.1 B E 0|1 L
= 0,05f T 0,05-
2 2
2 o= 2 =
E —0,05 ﬁ -0,05+
5 5
8 -0ip S -0ir
-0,15 -0,15
10 20 30 40 10 20 30 40
Stages Stages

Figure 5.5: Distillation column state drift in the presence of disturbances
F.zp, qr: (a) optimal policy (minimum achievable state drift), (b) optimal
zero-loop policy, (c¢) optimal one-loop policy, (d) optimal two-loop policy.
Effect of a measurement noise on state drift is shown with + in subplots
(b),(c) and (d)
@B Norwegian University of
Science and Technology
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Regulatory control layer result

One loop closed
0.2 T T T T

2
F

0.151

Loss 1/2||M]]|
(=]

0.05r .
0
2 3 4 5 45
No. of used meas.
Two loops closed
0.03 . . . . .
N_u.
= 0.02F -
o
2 0.01- 1
o
-l
0 I

2 3 4 5 45
No. of used meas.

Figure 5.6: Distillation case study: The reduction in loss in state drift vs
number of used measurements, top: loss with one loop closed, bottom : loss
with two loops closed
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Presentation outline

x  Plantwide control : Self optimizing control formulation for CV, c = Hy - Chapter 2
x  Convex formulation for CV with full H - Chapter 3
x Convex formulation
x  Globally optimal MIQP formulations
x Case studies
x  Convex approximation methods for CV with structured H - Chapter 4
x  Convex approximations
x  MIQP formulations for structured H with measurement subsets
x Case studies
x  Regulatory control layer selection - Chapter 5
x  Problem definition
x  Regulatory control layer selection with state drift minimization

x Case studies

x  Conclusions and Future work
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Conclusions and Future work

Concluding remakrs

x  Controlled variables selection formulation in the self-optimizing control framework is presented
x  Using steady state economics, the optimal controlled variables, c= Hy, are obtained as

x optimal individual measurements

x optimal combinations of 'n’ measurements

for full H using MIQP based formulations.

x  Controlled variables c= Hy, are obtained with a structured H. The proposed convex approximation methods
are not exact for structured H, but provide good upper bounds.

x  Extended the self-optimizing control concepts to find regulatory layer control variables (CV,) that minimize
the state drift.

Future work:

x  Robust optimal controlled varaible selection methods
x  Fixed CV for all active constraint regions
x  Economic optimal CV selection based on dynamics
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