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Abstract

This thesis discusses plantwide control configuration with focus on maximizing
throughput. The most important plantwide control issue is to maintain the mass
balances in the plant. A plant must be consistent, which means that the mass bal-
ances are satisfied. Self-consistency is usually required, meaningehsietdy-
state balances are maintained with the local inventory loops only. We pripose
self-consistency rul® evaluate consistency of an inventory control system.

In many cases, economic optimal operation is the same as maximum plant
throughput, which is the same as maximum flow through the bottleneck(s). This
insight may greatly simplify implementation of optimal operation, without the
need for dynamic optimization based on a detailed model of the entire plant.

Throughput maximization requires tight bottleneck control. In the simplest
case when the bottleneck is fixed to one unit, maximum throughput can be real-
ized with single-loop control. The throughput manipulator should then beéddca
at the bottleneck unit. This gives a short effective delay in the contrq. |&d-
fective delay determines the necessary back off from constraints tioeciesisible
operation. Back off implies a reduction in throughput and an unrecbieezo-
nomic loss and should therefore be minimized. We obtain a rough estimate of the
necessary back off based on controllability analysis.

In some cases it is not desirable to locate the throughput manipulator atthe bo
tleneck. To reduce the effective time delay in the control loop from the imout
manipulator to the bottleneck unit, dynamic degrees of freedom, like most inven-
tories, can be used to reduce the effective time delay.

In larger plants there may be several independent feeds, crossowesplits
that should all be utilized to obtain maximum throughput. The proposeddi-
nator MPCboth identifies the bottlenecks and implements the optimal policy, also
for cases with moving bottleneck(s). A key idea in the coordinator MPC is+o de
compose the plantwide control problem by estimating the remaining capacity for
each unit using models and constraint in the local MPC applications. Ttre coo
dinator MPC is demonstrated by dynamic simulation and by implementation on a
large-scale gas processing plant.
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Chapter 1

Introduction

The purpose of this chapter is to motivate the research, restrict its scdpéeae it
in a wider perspective. The contributions and publications arising fronihbiss
are listed.

1.1 Motivation and focus

Optimal economic operation of processes is important as industries strsiei¢va
or maintain their competitive advantages. Plant operation depends on itslcontr
structure design and plantwide control related to that design for completeicil
plants Skogestad?2004).

The focus in this thesis is the control configuration design for throughpxt ma
imization. Rijnsdorp(199) discussed how to transform optimal operation into
control structures and states that [p.64¢lling the product is so easy that opti-
mization corresponds to maximum production. (...), this has a considdrapéet
on the control of plant operation” Further,Rijnsdorpsuggest to reconfigure the
regulatory control scheme for units at different optimums and stated thié8][p
“the optimum control scheme depends on which constraint becomesatatic
high load”.

In practice, the control and optimization is organized in a hierarchicaltaneic
(or layer) (e.g.Findeisenret al. 1980 Skogestad and Postlethwaite 2D0&ach
layer acts at different time intervals (time scale separation) and a typicabton
hierarchy is displayed in Figurke 1

This thesis discusses the control layer, that is, regulatory controlugreihs-
sory control. In addition, implementation of maximum throughput (local optimiza-
tion) in the control layer is discussed. The stabilizing regulatory contratc&jly
includes single-loop PID controllers, feedforward and ratio contropeBtisory
control (or advanced control) should keep the plant at its target vahesnodel

1
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Figure 1.1: Typical control system hierarchy in chemical plagisogestad and
Postlethwaite2005 p.387).

predictive control (MPC) has become the unifying tool with many applications
(Qin and Badgwe]l2003.

The local optimization recomputes the optimal set points according to the cost
or profit functionJ an the plant constraint. The optimal set points are in some cases
implemented manually by operators, but several real-time optimization (RTO) ap-
plications based on detailed nonlinear steady-state models are repdeadih (
and Hrymak1997. However, there are several challenges regarding (steady-state)
RTO. To mentioned some of these challenges, an RTO requires highly tredic
and robust models. Steady-state detection and data reconciliation assargce
to detect current operation point and to update models and this is not ehstraig
forward task.

In the latest years, stationary optimization and model based control have a
tendency to “merge” into dynamic optimization. The advantage is to be able to
handle dynamic variations that are important for the optimum. Several @ispos
for dynamic optimization are found in literature, el@jehl et al. (2002; BenAmor
et al. (2004); Tosukhowonget al. (2004; Kadamet al. (2007. In this thesis,
dynamic optimization is approached by using linear MPC (Chdpéed6). Since
the objective function is simplified to a linear and constrained function (maximum
throughput), approaching dynamic optimization by linear MPC is suitable. In the
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simplest cases, the regulatory control layer can realize throughput maxioniz
(Chapter3 and4).

Bauer and Craig2008 did a web-based survey by over 60 industrial experts
in advanced process control (APC) on the economic assessmente§pintrol.
From the survey they found that in particutaroughputand quality were the im-
portant profit factors!Both suppliers and users regard an increase in throughput
and therefore production as the main profit contributor of process ohrfeveral
respondents estimate that the throughput increase lies between 5% &md. 10
This states the importance of throughput and the resulting earnings frorovetpr
control.

In many cases, economic optimal operation is the same as maximum plant
throughput. This corresponds to maximum flow through the bottleneck{gs T
insight may greatly simplify implementation. However, from a literature search
and based on our own industrial experience, it seems like the feed walueo(e
general the throughput manipulator) is very rarely used in practicddeed-loop
control, in spite of its great importance on the plant economics in cases where
maximum throughput is optimal.

In this thesis, three approaches for implementing maximum throughput are
elaborated. First, in the simplest case with a fixed bottleneck, optimal operation
can be obtained with single-loop control when the throughput manipulator is lo
cated at the bottleneck. This is closely relatedsédf-optimizing contro(Sko-
gestad 200() where optimal operation is obtained by constant set points for the
controlled variables. However, the throughput manipulators are deaided de-
sign stage and cannot easily be moved later because this requiresgexatidi of
the inventory loops to ensure self-consistency (Chaftefn alternative strategy
to obtain tight bottleneck control is to include dynamic degrees of freedonein th
fixed bottleneck case and this is the second approach. Third, for wasee the
bottleneck(s) may move due to disturbances, the control problem is mulkilaria
and can be solved by MPC.

1.2 Thesis overview

The thesis is composed of six independent articles, five of them in the maiof par

the thesis as chapters and one already published conference pajeappéndix.

Some of the chapters have their own appendices. The thesis has a joirgraiblio
phy. The chapters are written as independent articles, so backgnmatedal are

in some cases repeated. At the end of the thesis, there is a concluditgrchap

The starting point for this research was that the optimum operating policy in

many cases is the same as maximum throughput that can be realized with a coor-
dinator MPC (Chapteb). The location of the throughput manipulator is crucial
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when it comes to the required back off in the maximum throughput case.fThe e
fect the throughput manipulator location has on the required back oftsatfect

on the bottleneck unit was studied next (Cha@erThe inventory control config-
uration is (partly) derived from the placement of the throughput manipulanal

a clear rule for a self-consistent inventory control structure waslojged because

it was lacking in the open literature (Chap®r Another path that arose from tight
bottleneck control was the idea to include dynamic degrees of freeddaii{po
volumes) to obtain tighter bottleneck control (ChagterFinally, through my em-
ployer, StatoilHydro, | got the possibility to implement the coordinator MPC in
practice on a gas processing plant (Chap}eA short summary of the contents of
the thesis is given next.

In Chapter 2: Self-consistent inventory contro| we define consistency and self-
consistency for an inventory control system. Consistency means thatéaely-
state) mass balances are fulfilled and self-consistency means that theahass b
ances are satisfied by the local inventory loops. This leads to the pobpele
consistency rule. The proposed rule is demonstrated on several esampled-

ing units in series, recycle systems and closed systems. Specific rulegéhat d
with the inventory control system are developed from the self-consisteite

In Chapter 3: Throughput maximization requires tight bottleneck control,

we derive under which conditions maximum throughput is an optimal economic
operation policy. We discuss back off in a general setting and for trdapase

for maximum throughput. We consider the case with a fixed bottleneck where a
single-loop controller can realize maximum throughput. Further, the locafion o
the throughput manipulator is discussed, where the effective time delaytfr®
throughput manipulator to the bottleneck is important. The location of throughput
manipulators is illustrated through examples. Possible improvements to reduce
back off and hence increase the throughput are listed.

Chapter 4: Dynamic degrees of freedom for tighter bottleneck contro) ex-
tend the ideas from Chapt8rto include dynamic degrees of freedom to reduce
the effective delay from the throughput manipulator to the bottleneck. dhea
structure single-loop with ratio control is proposed to include dynamic ésgre
freedom for cases with fixed bottleneck. A multivariable controller like MPA& th
uses inventory set points as manipulated variables can also be used.oButi c
structures are demonstrated with an example. Required inventory sizevisdder
for the single-loop with ratio control structure.

In Chapter 5: Coordinator MPC for maximizing throughput , we consider the
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case where the bottlenecks may move, with parallel flows that give rise to multiple
bottlenecks and with crossover flows as extra degrees of freedom.résferp a
coordinator MPC to solve the maximum throughput problem dynamically. The
plantwide control problem is decomposed by estimating the capacity each unit is
able to receive within feasible operation. The coordinator MPC is demortstrate
with a case study.

In Chapter 6: Implementation of a coordinator MPC for maximizing through-

put at a large-scale gas plantthe practical implementation of a coordinator MPC
(Chapter5) at the Karstg gas plant is described. This includes the coordinator
MPC design, modelling and tuning, in addition to the plantwide decomposition by
estimate remaining capacity. Experiences from implementation and test runs are
reported.

Chapter 7: Conclusions and directions for further work sums up and con-
cludes the thesis, together with proposals for further work.

Appendix A: Implementations of MPC on a deethanizer at Karstg gas plant
discusses implementation of MPC on a deethanizer column located aathsaK
gas plant. The appendix contains basic information about MPC desigaimilyn
modelling and tuning. The MPC software, SEPT|& described briefly. The
SEPTIC MPC tool is used in other parts of the thesis (Chapemd6) and the
Appendix is therefore included for completeness.

1.3 Main contributions

The main contributions of the thesis are:

» The self-consistency rule and the explanation of a self-consistenitonye
control system. Consistency is a very important property of inventory con
trol that must be fulfilled. An experienced engineer can usually immediately
say if a proposed inventory control system is workable. Howeveg &iu-
dent or newcomer to the field it is not obvious, and even for an experikenc
engineer there may be cases where the experience and intuition faile- Ther
fore, we find the self-consistency rule useful together with the illustrative
examples.

 Single-loop with ratio control as an alternative structure to obtain tight bot-
tleneck control. With a fixed bottleneck and with a long effective delay from

*Statoil Estimation and Prediction Tool for Identification and Control
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the throughput manipulator to the bottleneck, tight bottleneck control can
still be obtained by using dynamic degrees of freedom, like most invento-
ries. Single-loop with ratio control use inventories upstream the bottleneck
by adding bias to the inventory controller outputs and the throughput ma-
nipulator (e.g. feed rate) controls the bottleneck flow rate. With this struc-
ture, moving the throughput manipulator and reconfiguration of the inven-
tory loops is not required to obtain tight bottleneck control.

» Plantwide decomposition by estimating the remaining capacity in each unit.
An important parameter for the maximum throughput case is the maximum
flow for the individual (local) units. This can be obtained by using the mod-
els and constraint in the local MPC applications. This decomposes the plant
significantly, leading to a much smaller plantwide control problem.

» The idea of using a “decentralized” coordinator MPC to maximize through-
put. Throughput manipulators strongly affect several units and areftire
left as “unused” degree of freedom to be set at the plant-wide leved Th
coordinator manipulates on feed rates, splits and crossover (thrauglapu
nipulators) to maximize the plant throughput subject to feasible operation.
The remaining capacity estimate for each unit is a constraint in the coordi-
nator MPC.

1.4 Publications

The following is a complete list of the publications written during the work con-
tained in this thesis. This includes submitted, accepted and published work.
Chapter 2

Aske, E.M.B. and Skogestad, S. Self-consistent inventory contiodl. Eng.
Chem. ResSubmitted.

Chapter 3

Aske, E.M.B, Skogestad,S. and Strand, S. Throughput maximization byweagbro
bottleneck control8th International Symposium on Dynamics and Control of Pro-
cess Systems (DYCOP®9I. 1, June 6-8 2007, Cancun, Mexico. pp 63-68.

Chapter 5

Aske, E.M.B., Strand S. and Skogestad, S. Coordinator MPC with focusasr
imizing throughput, In:Proc. PSE-ESCAPE Symposiufw. Marquardt and C.
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Pantelides, Eds.). Vol. 21B, Garmisch-Partenkirchen, Germany, JAy. Z8ub-
lished by Elsevier, ISBN 0-444-52969-1 978-0-444-52969-51203-1208.

Aske, E.M.B., Strand, S. and Skogestad, S. Coordinator MPC for maxinmzatio
of plant throughput.AIChE Annual MeetingSan Francisco, USA, Nov. 2006,
Abstract and Presentation 330b.

Aske, E.M.B., Strand, S. and Skogestad,S. Coordinator MPC for maximilang p
throughput.Comput. Chem. En@2, 195-204 (2008).

Chapter 6

Aske, E.M.B., Strand, S. and Skogestad, S. Implementation of Coordind&@r M
on a Large-Scale Gas Plan&IChE Annual MeetingPhiladelphia, USA, Nov.
2008, Accepted.

Appendix A

Aske, E.M.B., Strand, S. and Skogestad, S. Implementation of MPC on adeeth
nizer at Karstg gas plant. Irt6th IFAC World Congres$rague, Czech Republic,
July 2005, paper We-M06-TO/2. CD-rom published by InternationadieFation

of Automatic Control.






Chapter 2

Self-consistent inventory control

Submitted to Ind. Eng. Chem. Res.

Inventory or material balance control is an important pdrpimcess
control. A requirement is that the inventory control systisngonsis-
tentmeaning that the steady-state mass balances (total, cempand
phase) for the individual units and the overall plant aréesgad. In ad-
dition, self-consistencis usually required, meaning that the mass bal-
ances are satisfied locally with local inventory loops oitypractice, if

a control structure is inconsistent, then at least one obweitve will be-
come fully open (or in rare cases closed) and cannot atgseit point.
The main result of this paper isself-consistency rulfor evaluating the
consistency of inventory control systems.

2.1 Introduction

One of the more elusive parts of process control education is inventonaierial
balance control. An engineer with some experience can usually immediately say
if a proposed inventory control system is workable. However, for desttior
newcomer to the field it is not obvious, and even for an experiencedesrgimere

may be cases where experience and intuition are not sufficient. Thdiabjet

this paper is to present concise results on inventory control, relate topsavork,

tie up loose ends, and to provide some good illustrative examples. The main res
(self-consistency rule) can be regarded as obvious, but nevestheke have not
seen it presented in this way before.

The main result is a simple rule to check whether an inventory control systemis
consistentHere, consistency means that the mass balances for the entire plant are
satisfied Price and Georgakid993. In addition, we usually want the inventory
control system to bself-consistent Self-consistency means that, in addition to
plantwide consistency, the mass balance for each unit is satisfied by itsalfy)o

9



10 Self-consistent inventory control

without the need to rely on control loops outside the unit. Consistency isiaeeq
property, because the mass balances must be satisfied in a plant, wéedfeas
consistency is a desired property of an inventory control system. biipgaan
inconsistent control structure will lead to a situation with a fully open or closed
control valve and the associated control loop cannot fulfill or attain th&rcloset
point.

In most plants, we want the inventory control system to use simple PID con-
trollers and be part of the basic (regulatory) control layer. This is Umed# is
generally desirable to separate the tasks of regulatory (stabilizing) tanttsu-
pervisory (economic) control. From this it follows that the structure of threnn
tory control system is usually difficult to change later.

The importance of consistency of inventory control structures is oftem-ov
looked. Our work is partly inspired by the many examples of Kida, who hasngi
industrial courses in Japan on control structures for many years. pkrsonal
communicationKida, 2008 he states thdtnost process engineers, and even aca-
demic people, do not understand the serious problem of consisteptagnbivide
control configurations. When writing a paper, you have to clearly expthis
point and make them convinced at the very outset. Otherwise they will teot ics
or read through your detailed statements, but skip them all”

A very good early reference on inventory control in a plantwide setting is
Buckley (1964. He states that material balance control must be in the direction
of flow downstream a given flow and opposite the direction of flow upstraa
given flow. Price and Georgakid 993; Priceet al. (1994 extended this and state
that the inventory control must “radiate” outwards from the point of &giflow
(throughput manipulator). As shown in this paper, all these statementscare a
sequence of requiring the inventory control system to be self-consisten

Downs (1992 provides a very good discussion of material balance control
in a plantwide control environment, with many clarifying examples. However, it
is somewhat difficult for the reader to find a general rule or method thrabea
applied to new cases.

Luybenet al. (1997 propose a mainly heuristic design procedure for plant-
wide control. The procedure consist of, among others, “Step 6. Gamiemtories
(pressures and levels) and fix a flow in every recycle loop”. Possible tionitg
of this guideline are discussed in the present paper. Another guidelingybén
et al. (1997 is to “ensure that the overall component balances for each chemical
species can be satisfied either through reaction or exit streams by g dor
the component’s composition or inventory at some point in the processdis-
cussed later, this guideline is a bit limited because entrance (feed) streaats is n
considered.

Specific guidelines for designing inventory control structures areepted by
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Georgakis and coauthorPrice and Georgakid993 Priceet al, 1994. They
propose a set of heuristic guidelines for inventory control design in rt\ide
environment and also discuss consistency. The authors also state the imoporta
of a self-consistent inventory control structut8elf-consistency appears to be the
single most important characteristic governing the impact of the invermmyrol
structure on system performarice

As already mentioned, Fujio Kida from JGC Corporation in Japan has devel-
oped a lot of teaching materidida, 2008 and written several papers (eKjda,
2004 on inventory control. Unfortunately, the work is published in Japanebkg o
but nevertheless it is clear that there are many detailed rules and soniie requ
detailed calculations. Our objective is to derive, if possible, a single rulevilu-
ating the consistency of inventory control system that applies to all caskethat
only requires structural information.

The organization of the paper is as follows. First, we define self-consiste
ventory control in Sectio2.2 The main result in this paper is the self-consistency
rule presented in Sectidh3. Thereafter, the rule is used to discuss consistency of
flow networks in Sectior2.4, which also discusses more specific rules that can be
derived from the general self-consistency rule. Several examplesws of inven-
tory control are given in Sectio?.5, before the paper is concluded in Sectibf
Note that the present paper focuses on analysis of a fiven controtustu The
design of the inventory control system, which in particular is related to theplac
ment of the throughput manipulator, is discussed in more detail in a sepayae p
(Chapter).

Remark on notationin this paper, when a flow is left unused or with a flow
controller (FC), then this indicates that this flownist used for inventory control.
Instead the flow is either (1) used as a throughput manipulator (TPMyi&h
by another part of the plant (disturbance for our part), (3) fixed4dr€ft as a
degree of freedom for other control tasks. Also note that the getegralused in
this paper for an inventory controller is IC. This usually involves a levatmtler
(LC) (liquid) or a pressure controller (PC) (gas).

2.2 Definition of self-consistent inventory control

The dynamic mass balance for total or component mass in any unit or proces
section can be written (e.owns 1992:

Inflow + Generation - Outflow - Consumption = Change in inventory

To keep the inventory within bounds, the change in inventory must be within
bounds, and over a long time (at steady-state) the change in inventorybmust
zero. Thus, there must be a balance between the In-terms (inflow +agjengr



12 Self-consistent inventory control

and Out-terms (outflow + consumption). However, without control this is1eot
essarily satisfied. The main objective of the inventory control system iddbis
lize” or provide “self-regulation” of all inventories such that the masstzda are
satisfied. This leads to the self-consistency rule, which is the main result in this
paper, but let us first defines some terms.

Definition 2.1. Consistency An inventory control system is said to tensistent
if the steady-state mass balances (total, components and phasesjisfieddor
any part of the process, including the individual units and the overalltplan

Remark. The use of mass balances for a phase may seem odd, and issdibausnore
detail in the next section.

Since the mass balance must be satisfied for the overall plant, it follows that a
consistent inventory control system must“able to propagate a production rate
change throughout the process and in particular if such a changeysesichanges
in the flow rates of major feed and product streaniBtice and Georgakid993.

Note that the above definition of consistency allows for “long loops” (ncallo
loops) where, for example, the feed rate controls the inventory at the etite
of the process (as illustrated in Figuzed). This is often undesirable and self-
consistency is when the steady-state mass balances are satisfied alsoNomaly
precisely, we propose the following definition:

Definition 2.2. Self-consistencyA consistent inventory control system is said to
be self-consistentf there islocal “self-regulation” of all inventories. This means
that for each unit theéocal inventory control loops by themselves are sufficient to
achieve steady-state mass balance consistency for that unit.

Remark 1 “Self-regulation” here refers to the response of the preeeéth its inventory
control system in operation. If self-regulation is achigvéthout active control then this
is referred to as “true” self-regulation.

Remark 2 The term ‘local inventory control loops” means that no control loops inviody
manipulated variables outside the unit are needed for tovgrtontrol of the unit (see
Figure2.4for a system that does not satisfy this requirement).

Remark 3 The definitions require that the “steady-state mass batirece satisfied. We
are here referring to thdesiredsteady-state, because an inconsistent inventory control
system may give a steady-state but it is not the desired ooeexample, a component
with no specified exit will eventually have to exit somewhku¢ this may not be a desired
operation point.

Example 2.1. Self-regulation.“Self-regulation” may or may not require “active”
control, as mentioned in Rematk As an example, consider regulation of liquid
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inventory (m) in a tank; see Figutz1(a) The outflow is given by a valve equation

o= Cvf(2)/Ap-p  [kg/s]

where z is valve position. The pressure drop over the valve is

Ap = p1— p2+pgh

where h is the liquid level, which is proportional to the mass inventory, e.g.,
m = hpA for a tank with constant cross section area A. If the pressure dgp
depends mainly on the liquid level h, then the inventory m is self-regulatasl. Th
is the case in Figur@.1(a)where p = p2 soAp = pgh and the entire pressure
drop over the valve is caused by the liquid level. Thiag: ~ v'h, which means
that without control a doubling of the flovin,; will result an a four times larger
liquid level (h). If this change is acceptable, then we have self-regulatioother
cases, it may be necessary to use “active” control to get sufficidfiteglation

of the inventory. Specifically: In Figur2.1(b) p1 — p2 = 99 bar so the relative
pressure contribution from the liquid levedgh) is much too small to provide ac-
ceptable self-regulation. For example, for a large tank of water with h0 m,

the contribution from the level is only aboli® (ogh~ 1000 kg/m- 10 kg m/$

.10 m = 1@ N/n? = 1 bar). In this case “active” control is required, where the
level controller (LC) adjusts the valve position z, see Figaitgb)

@ p1 =1 bar @ p1 =100 bar
% A/sm/fh\ [:i:] o ] @

| [i]l bar [ijl bar
(a) Self-regulation is possible without (b) “Self-regulation” requires level control

“active” control

Figure 2.1: Self-regulation of inventory in a tank with a given feed rate.

2.3 Self-consistency rule

As a direct consequence (implication) of the statements in SeZi®we propose
the following rule to check if an inventory control system is self-consistent.

Rule 2.1. “Self-consistency rule”: Self-consistency (local “self-regulation” of all
inventories) requires that
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1. The total inventory (mass) of any part of the process (unit) mussdie
regulated” by its in- or outflows, which implies that at least one flow in or
out of any part of the process (unit) must depend on the inventoryeitisad
part of the process (unit).

2. For systems with several components, the inventory of each cempoin
any part of the process must be “self-regulated” by its in- or outflowbyor
chemical reaction.

3. For systems with several phases, the inventory of each phase gfaan
of the process must be “self-regulated” by its in- or outflows or by phase
transition.

Remark 1 The above requirement must be satisfied for “any part of tloeges”. In
practice, it is sufficient to consider the individual unitagpthe overall process.

Remark 2 A flow that depends on the inventory inside a part of the pradeoften said
to be on “inventory control”. Inventory control usually imives a level controller (LC)
(liquid) or pressure controller (PC) (gas and in some cagedd), but it may also be a
temperature controller (TC), composition controller (G€)even no control (“true” self-
regulation, e.g. with a constant valve opening). Obviguslfow controller (FC) can not
be used for inventory control because flow is not a measume/ehtory.

Remark 3 Itis possible to extend the “self-regulation” rule to eneirgzentory, but this is
not done here. We also doubt if such an extension is very Liseftause in most cases the
energy balance will maintain itself by “true” self-regutat (without control), for example
because a warmer inflow in a tank leads to a warmer outflow.

Proof of self-consistency rule.

1. A boundary (control volume) may be defined for any part ofgteeess. Lein [kg]
denote the inventory inside the control volume andgtand myy; [kg/s] denote
in- and outflows. Then the (total) mass balance is

d . .
oS M= Y e [kgs]

If my, andmy; are independent (or weakly dependent) of the inventottyen this is
an integrating (or close to integrating) process whmaeill not return to its desired
steady-state (it will drift to an undesirable steady-9tal® stabilize the inventory
we must have “self-regulation” wherg, or myy; depends on the inventorynj,
such thatm is kept within given bounds in spite of disturbances. Morecgsely,
mMin Mmust decrease whanincreases omgy: must increase whem increases, such
thatmis kept within given bounds in spite of disturbances.

2. Similarly, letna [mol A] denote the inventory of component A inside the cohtro
volume and leha jn andna oyt [Mol A/s] denote the in- and outflows. The mass
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balance for component A is

dna _

at z I;]A,in - z I;]A,outﬂL Ga [m0| A/S]

whereGa is the net amount generated by chemical reaction. Agaim i, Na out
andGa are independent (or weakly dependent) of the inventarthen this is an
integrating (or close to integrating) process whegewill not return to its desired
steady-state. To stabilize the inventory we must have-fegjtilation” wherena in,
Naout OF Ga depend omp such thatna is kept within given bounds in spite of
disturbances.

An example where the inventony is self-regulated because of the reaction term
Ga is the irreversible reactioA+ B — P, whereB is in excess and is the limiting
reactant. In this case, an increase in inflow ofr ) will be consumed by the
chemical reaction.

3. The rule for the individual phase follows by simply definitig control volume as
the parts of the process that contain a given pfaaed applying the mass balance
to this control volume. Let® [kg] denote the inventory of the given phase inside
the control volume and letPj, andmPy [kg/s] denote the in- and outflows. The
mass balance for a given phase is then

dnf _
g = 2= Y Mt G [kals]

whereGP is the net phase transition over the phase boundaryy, Ifrif, ; andG”
are independent (or weakly dependent) of the inventory thisnis an integrating
(or close to integrating) process when will not return to its desired steady-state.
To stabilize the inventory we must have “self-regulatiortiesent,, rif,; or G°
depends on the inventoryf) such thaim” is kept within given bounds in spite of
disturbances.

An example where we need to consider individual phases ish fenk where a
two-phase feed is separated into gas and liquid.

O

Example 2.2. Stream with two valves.To demonstrate the self-consistency rule
on a very simple example, consider a single stream with two valves; see Fig-
ure 2.2(a) There is only a single (small) hold-up m in this simple process (il-
lustrated by the big dot), so consistency and self-consistency are hesartie

The pressure p depends directly on the inventory m (for a liquid the depend

is very strong; for an ideal gas itis & mTRT). Thus, self-regulation of inventory

is the same as self-regulation of pressure. To apply the self-consistelecyve
define a control volume (dotted box) as shown in Figiizand note that the in-
flow is om flow control in all four cases, that is, the inflow is independettief

inventory m. Thus, according to Ru®el, to have consistency (self-regulation),
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O
S ——— X

v

(a) OK (consistent control structure since outflow depends on inwentpr

FCs FCs

X

X

O . E

r A
| |
1 1
| |

X

(d) Not consistent control structure since outflow does not depemdatly on
inventorym

Figure 2.2: Four different control structures with two valves and fix8dwn Note:
For the flow controllers (FC) it does matter whether the vadvdownstream (as shown
above) or upstream of the flow measurement.
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the outflow must depend on the pressure p (inventory m) and mornficggcthe
outflow must increase when p increases.

Four different control structures are displayed in Figu2e2. According to
Rule 2.1, the structure in Figure2.2(a)is consistent since the outflow increases
when the pressure p (inventory m) increases. Thus, we have “teletegulation
with no need for active control.

The control structure in Figur@.2(b)is not consistent because the outflow is
independent on the inventory m. Even if the set points for the two flow tergro
were set equal, any error in the actual flow would lead to an imbalancéhwh
would lead to accumulation or depletion of mass and the inventory wouldenot b
self-regulated.

The structure in Figur@.2(c)is consistent because the outflow increases when
the pressure (inventory m) increases.

Finally, the control structure in Figure€.2(d) is not consistent because the
outflow depends on the inventory m (and pressure) in the wrong (t@posnner.

To understand this, consider a decrease in inflow, which will lead to aedsed
pressure in the control volume. A lower differential pressure over thesore-
controlled valve leads to a smaller flow through the valve and the pressure a
the downstream measuring point will decrease, leading the pressuateter to
openthe valve. The result a further pressure decrease in the control vokortbe
pressure controller is actually working in the wrong direction. The opewifitpe
pressure-controlled calve will also affect the flow-controlled valve degending
on the set point of the controllers, either the flow-controlled valve or thegure-
controlled valve will move to fully open. The other pressure-controlledevatv
flow-controlled valve will continue to control pressure or flow. It shoailsb be
noted that the pressure control loop is in the directmppositeto flow, which is
not correct when the inflow is given (see further discussion in Se2thd).

This is confirmed by dynamic simulations of the simple configuration in Fig-
ure 2.2(d)using the flowsheet simulator Aspen HYSYS®(see Fij8re

10% increase in FC set point: The FC saturates at fully open and the PC main-
tains its set point (Figure2.3(a)and2.3(b).

10% decrease in FC set point: The FC maintains its set point and the PC satu-
rates at fully open (Figure®.3(c)and2.3(d).

5% increase in PC set point: The FC maintains its set point and the PC satu-
rates at fully open (Figure2.3(e)and 2.3(f)).

5% decrease in PC set point: The FC saturates at fully open and the PC main-
tains its set point (Figure2.3(g)and2.3(h)).

In all cases the system is assumed to be at steady-state initially.
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(a) Increase FC set point: FC values
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(g) Decrease PC set point: FC values

(h) Decrease PC set point: PC values

Figure 2.3: Dynamic simulations of the simple configuration in Figug¢d) Left
column: Flow controller. Right column: Pressure controller. In all cagas,of
the valves move to fully open.
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Figure 2.4: Consistent, but not self-consistent inventory controltstreic

A remark about the sign of the controllers: Overall, the controller and the pla
should give a negative feedback loop:

1. Flow control. Opening a valve always increases the flow (positive gain), so
a flow controller is always “reverse acting” (with a negative feedbagk)s

2. Level and pressure control The controller sign depends on the location
of the valve relative to the inventory (level or pressure). If control ithim
direction of flow (with the inventory measurement for level or pressure up
stream the valve) then the controller must be “direct acting” (positive-feed
back sign), if control is in opposite direction of flow then it must be “regers
acting”.

These rules where used when tuning the controllers in FigliBend2.3,

Example 2.3. Units in series.To understand the difference between the terms con-
sistency (Definitior2.1) and self-consistency (Definitigh2), consider inventory
control of the series process in Figu2e4. The control structure isonsistentand

is able to propagate a production rate change to a change in the feed rat®: Ho
ever, the in- and outflows for the last unit (dashed box) do not depiesctlgl on
the inventory inside the unit and the control volume is therefioteself-consistent
according to the “self-consistency rule”(Rukl This can also be seen because
the inventory controllers are not in the direction opposite to flow as theyldhou
be for a self-consistent process with a given product rate (see also S2dtid).

To make the structure consistent we have in Figuieintroduced a “long loop”
where the inflow to the first unit is used to control the inventory in the last unit.

Example 2.4. Phase transition In some cases, phase transition needs to be con-
sidered for self-consistency. Consider Fig@& where the inflow F is given.
Thus, according to Rul.1, to have consistency the outflow must depend on the
inventory in the tank.

In Figure 2.5(a) the inflow is a single phase (liquid) and the outflow from the
single-phase tank is split in two liquid streamg @nd Ly). There is one inventory,
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(a) Single-phase tank: Adjustable split (b) Two-phase tank: Split indirectly fixed by
inventory control

Figure 2.5: Self-consistent inventory control of split with one and twespbka

so for self-consistency, one of the outflows must be on inventory corteskas
the other outflow can be flow controlled. This follows because the adjustaitile s
introduces an extra degree of freedom, but the number of inventoaésded to
be controlled is unchanged.

In Figure 2.5(b)the inflow is two-phase (liquid and vapor) and there are two
inventories (liquid and vapor) that needs to be regulated. To have aistens
inventory control structure, both the outflows (vapor and liquid) musides for
inventory control. In Figure2.5(b)this is illustrated by the LC (liquid inventory)
and PC (vapor inventory). In this case, the split does not actually givexaia
degree of freedom because the split is indirectly determined by the fedity qua
(fraction of vapor).

2.4 Specific rules and consistency of flow networks

In a flow network there is at least one degree of freedom, called thegipoi
manipulator (TPM), which sets the network flow. More generalyPM is a de-
gree of freedom that affects the network flow and which is not directly aeictty
determined by the control of the individual units, including their inventontiod

(see ChapteB). Typically, a fixed flow (e.g. flow controller with an adjustable
set point) is a TPM. As discussed in more detail below, the location of the TPM is
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very important. In particular, if the flow network has no splits or junctions; toe
a given placement of the TPM, there is only a®f-consisteninventory control
system.

However, at splits (e.g. multiple products) or junctions (e.g. multiple feeds),
there are several possibilities. At a split or junction, a common choice is to use
the largest flow for inventory controLgybenet al,, 1997). For example, with a
given feed, the largest product stream may be used for inventokyotaith the
flow rates of the smaller product streams used for quality control. Similarly, with
a given production rate, the largest feed rate is often used for inyeotmtrol
and the smaller feed flows are set in ratio relative to this, with the ratio set point
possibly used for quality control.

The objective is now to apply the Consistency Rule to analyze inventory con-
trol structures for real processes (flow networks). We consideretietwork
classes:

1. Units in series
2. Recycle systems
3. Closed systems

A series network may have splits, provided the flow is still in the same direc-
tion. Note that each single-phase split introduces one extra degrezedbfn (the
split ratio; see Figur@.5). A recycle system contains one or more splits that are
(partly) fed back to the system. A closed system has total recycle with de tee
products.

2.4.1 Units in series (“radiating rule”)

As mentioned above, if there are no splits or junctions, the location of thegh¥rou
put manipulator determines the self-consistent inventory control struGpexif-
ically, a direct consequence of the self-consistency rule is

* Inventory control must be in direction of flow downstream the location of a
fixed flow (TPM).

* Inventory control must be in direction opposite to flow upstream the location
of a fixed flow (TPM).

More generally, we have:

Rule 2.2. Radiation rule(Price and Georgakisl993: A self-consistent inventory
control structure must be radiating around the location of a fixed flowMJ.P

These rules are further illustrated in Figzé.
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(c) General case with TPM inside the plant: Radiating inventory control

Figure 2.6: Self-consistency requires a radiating inventory controiratra fixed
flow (TPM)

2.4.2 Recycle systems

A recycle system usually has an adjustable split, which (but not always)-
duces an extra degree of freedom for control of the network fl@<itia, 2008.
On the other hand, the requirement of self-consistency imposes limitatioram As
example, consider the simple single-phase recycle example with a fixedrfded a
an adjustable split in Figur27 (there is a pump or compressor in the recycle loop
which is not shown). Figure8.7(a)and2.7(b)have consistent inventory control
structures, because the outflows from units 1 and 2 depend on the irwirside
each unit. In both cases one flow in the recycle loop is fixed (flow contrellgd
an adjustable set point that may be used for other purposes than iryveomdrol).
Note thatthe inventory control in the recycle loop can be either in direction of flow
(Figure2.7(a) or direction opposite to flowWFigure2.7(b), because the flow rate
can be fixed at any location in the recycle loop.

In Figure2.7(c)the inventory loops for units 1 and 2 are paired opposite. This
structure is not self-consistent because the inventory of unit 2 is alitregulated
by its in- or outflows” and thus violates Ruel In addition, the inventory control
of unit 2 requires that other inventory loop is closed, and thus violatesibefi
tion2.2

Finally, Figure2.7(d)is obviously not consistent since both the feed rate and
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(d) Not consistent inventory control.

Figure 2.7: Inventory control of simple recycle process with given.feed
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the product rate are fixed. In particular, the inflow and outflow to the dbtadio
not depend on the inventory inside this part of the process, which vidtate.1

Remark. This simple example seems to prove the rule tluate’ flow rate somewhere in
the recycle loop should be flow controlleLuyben 199%). This rule follows because
there is an extra degree of freedom introduced by the splitthe number of inventories
that need to be controlled are unchanged. However, firstlomed note that the set point
of the flow controller is a degree of freedom which may be usedther purposes, for
example , control of composition. Second, a “counter-eXafmp provided by the self-
consistent reactor-separator-recycle process in F@gurHa) In this case, the split is not
actually an extra degree of freedom because the split iseicitly determined by the feed
composition to the separator (distillation column), agdssed in Exampl2.4.

2.4.3 Closed systems

Closed systems require particular attention. It is clear from the total masgbala
that the total inventory of a closed system cannot be self-regulated siaoe
are no in- or out streams. Thus, our previously derived rule (Ruledoes not
really apply. As an example, consider a closed system with two inventories. |
Figure2.8(a)we attempt to control both inventories, but the two loops will “fight
each other” and will drift to a solution with either a fully open or fully closetvea
For example, a (feasible) solution is to have zero flow in the cycle. Thdgmob
is that the flow is not set anywhere in the loop. To get a consistent inyentor
control structurepne must let one of the inventories be uncontrgliEesishown in
Figures2.8(b)and2.8(c) The corresponding unused degree of freedom (flow) sets
the flow rate (“load”, throughput) of the closed system.

To be able to use our self-consistency rule (Rul for closed systems there
are two alternative “fixes”

1. Let the total inventory be uncontrolleddt self-regulated), which is how
such systems are usually operated in practice. Typically the largest single
inventory is uncontrolled. However, the remaining inventories must be self-
regulated, as usual, to have self-consistency of the inventory copstelrs.

2. Introduce a “dummy” stream that keeps the total inventory constant. This
corresponds to allowing for filling (charging) or emptying the system. In
practice, this stream may be a make-up stream line that refills or empties the
largest inventory, e.g. on a daily or monthly basis.

Both approaches allow for disturbances, such as leaks or supply. inVée-
tory control system can then be analyzed using the normal self-cortsistele
(Rule2.1). Figure2.8(a)is clearly not allowed by Fixd as the total inventory is
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(a) Not consistent (because there is no uncontrolled inventory)

(b) Self-consistent (inventonyy is uncontrolled)

A4
3
=

1 BN

(c) Self-consistent (inventonyy, is uncontrolled)

Figure 2.8: Inventory control for closed system.
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Treated gas

Absorber 4-@

Regenerator

Liquid
recycle

Liquid

Figure 2.9: Absorber and regenerator example: Not consistent liquéshtiory
control.

not left uncontrolled. Figur@.8(a)is also not consistent by F& since for self-
consistency the dummy stream must be used for inventory control insteam of
of the two flows in the recycle loop.

Example 2.5. Absorber-regenerator exampleln this example, the consistency
rule (Rule2.1) is used for an individual phase (liquid), which forms a closed sys-
tem. Consider the absorber and regenerator example in Figu@€Kida, 2008
where a component (e.g. GYds removed from a gas by absorption. The inlet gas
flow (feed) is indirectly given because there is a pressure control in tleetein

of flow at the inlet. The gas outlet flows are on pressure control in thetibre

of flow and thus depend on the gas holdup in the plant. Therefore thehgeae-p
inventory control is consistent. However, the liquid flows between therladrso
and regenerator make up a “closed system” (expect for minor losselsgre is

a flow controller for the recycled liquid, but its set point is set by the invegnitor
the regenerator, hence all inventories in the closed system are on imyeotatrol,
which violates the rule just derived. To get a consistent inventory casttiodture,

we must break the level-flow cascade loop and let the inventory in the boftom
the regenerator remain uncontrolled.
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2.4.4 Summary of specific rules

In the literature there are many rules that deal with the inventory contraitsteu
In addition to the radiating rule, some useful rules that can be developexdtiie
self-consistency rule (Rul2.1) are:

1.

All systems must have at least one given flow (throughput manipulator)

Proof. Assume there is no throughput manipulator. Then all flowstrbeson
inventory control, which will not result in a unique solutio For example, zero
flow will be an allowed solution. O

. Component balance rul®pwns 1992 p. 414): Each component, whether

important or insignificant, must have its inventory controlled within each
unit operation and within the whole proceskuybenet al. (1998 p. 56)
refers to this as “Downs drill”.

Proof. This comes from the requirement of component self-consistéRule2.1).
O

. A stream cannot be flow controlled more than once, that is, a structure with

two flow controllers on the same stream is not consistent.

Proof. Make a control volume with the two flow-controlled streamsirasand
outflows. Then neither the inflow nor the outflow depends onctirgrol volume
and the inventory is not self-regulated. This is demonsttat Figure2.2(b) O

. Price and Georgaki$1993 p.2699): If a change in the throughput manip-

ulator does not result in a change in the main feed flow, then the control
structure is inconsistent.

Proof. This follows from the requirement of satisfying the steadgte mass bal-
ances. O

Generalized fronPrice and Georgakig1993 p.2699): A self-consistent
inventory control structure must use the feed or the product (or both) fo
inventory control.

Proof. This follows from the steady-state mass balance. This sdilcussed in
Section2.4.1and a clear illustration of this statement is found in Fig2u@ O

. For closed systems: One inventory must be left uncontrolled and onéflow

the closed system must be used to set the load.
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Proof. This follows from that all systems must have at least onergilew to
be unique. To be able to fix the load for a closed system, orentovy must be
uncontrolled. O

The rules are summarized by the proposed procedure for inventoipksystem
design in Table2.1, which is inspired by the inventory control guidelinesRrice
et al.(1994.

1 | Choose the location of the throughput manipulator

2 | ldentify inventories that need to be controlled including:

a) Total mass

b) Components

¢) Individual phases

Identify manipulators suitable for adjusting each inventory

4 | Design a self-consistent radiation inventory control system

that controls all the identified inventories. This means:

a) Inventory control in direction of flow downstream the throughput
manipulator

b) Inventory control in direction opposite to flow upstream the throughput
manipulator
5 | Atjunctions or splits a decision has to be made on which flow to use for
inventory control. Typically, the largest flow is used, or both streams are
changed such that their ratio is held constant (often the ratio is set by
a slower outer composition loop).
6 | Recycles require special consideration. Make a block (control volume)
around the entire section and make sure that there is self-consistency for
total mass, (individual) components and phases (if relevant).
7 | Assign control loops for any process external flow that
remain uncontrolled. Typically, “extra” feed rates are put on ratio céntro
with the ratio set point being set by an outer composition loop.

w

Table 2.1: Proposed guidelines for design of self-consistent inveataryol sys-
tem. In case of doubt consult the general self-consistency rule gRl)le

2.5 Examples

In this section we apply the self-consistency rule to some examples fromdhe ac
demic literature.
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2.5.1 Distillation column with DB-configuration

An example of a recycle system is a distillation column. As seen from FRya@e
a distillation column has one split in the condendgrgplits intoL andD) and one
split in the reboiler I g splits intoB andV). In both cases one of the streams is re-
cycled to the columnl(andV, respectively). The two splits introduce two degrees
of freedom and this gives rise to many possible inventory control streg{ticon-
figurations”), as has been discussed widely in the literature (e.gSkagestad
(2007 for a summary of this discussion).

Figure2.10displays the DB-configuration, which uses refluand boilupV
for inventory control (condenser and reboiler level control), suehttmne flows of
D andB remain as degrees of freedom for other purposes. The DB-coafigur
has earlier been labeled “impossible”, “unacceptable” or “infeasibledibtilla-
tion experts (e.gPerry and Chilton 1973.22-123;Shinskey 1984p.154). This
inventory control system also violates Luybens rule of “fixing a flow in #wycle
loop” and it is indeed true that this inventory control system is not selfistarg.
To see this, consider the dashed box in FigwH) where we note that none of
the flows in or out of the columnH, D andB) depend on the inventory inside
the column. However, an inconsistent inventory control system canlyde
made consistent by adding control loops and the DB-configuration isalitek
(and consistent) provided one closes at least one extra loop, for éxagpsing
D to control a temperature inside the colunkincoet al,, 1989 Skogestacbt al,,
1990. Thus, labeling the DB-configuration as “impossible” is wrong. In sum-
mary, the DB-configuration is not self-consistent, but it can be madestensby
adding a temperature (or composition) control loop.

Remark 1 An example of a self-consistent inventory control struetfor distillation is
the common LV-configuration, where the two level loops hagerbinterchanged such
thatD andB are used for level control ariddandV remain as degrees of freedom (e.g. on
flow control). In the LV-configuration, inventory is conttet in the direction of flow, as
expected since the feed is given.

Remark 2 An additional inventory issue for distillation columns islated to the split
between light and heavy components (component invent@mye may regard the column
as a “tank” with light component in the upper part and heawth@lower part. Thus, one is
not really free to set the split betweBrandB and to avoid a “drifting” composition profile
(with possible “breakthrough” of light component in the tooh or of heavy component in
the top), one must in practice close a quality (e.g., tenipezar pressure) loop to achieve
component self-consistencgKogestad?007). For example, for the LV-configuration one
may use the boilulp’ to control a temperature inside the column. This considerabout
controlling the column profile also applies to the DB-confagion. Thus, in practice,
the DB-configuration requires closirtgyo quality loops to maintain mass and component
balances. This means that bdthand B must be used for quality control for the DB-
configuration, rather than only onk ¢r V) for the LV-configuration.
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Figure 2.10: Example of inconsistent inventory control at recycle msadBistil-
lation column with DB-configuration.

2.5.2 Reactor-separator-recycle example with one reactan

A common recycle example from the academic literature is the reactor-saparato
recycle system in Figur2.11 The system has a continuous stirred-tank reactor
(CSTR) with an irreversible, isothermal, first order reactfor> B, followed by
separation (distillation) and recycle of the unreacted feed componektdaioe
reactor (e.gLuyben 1993,b; Price and Georgakis 199Barssonret al. 2003.

The feed ) is pure reactanA and the component mass balances become

Component A: Fo=Kk(T)-X%a-V+B-Xga
——

—Ga=GCg
ComponentB: K(T)-xa=B-xgp
——

G

wherex is the mole fractionY is the reactor volume andT) is the reaction rate
constant. Note thd& = Fy [mol/s] at steady-state. Componéxgnters the process

in the feed stream and its consumption in the reactor increases with the arhount o
A. The inventory of componem is therefore expected to be self-regulated by the
reaction. ComponerB is produced in the reactofsg) and exits the process in
streamB. ComponenB is not self-regulated by the reaction (because the reaction
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(b) Composition control of reactor composition: Not consistent for ponentA.

Figure 2.11: Reactor-separator-recycle process with one reagdfant (
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rate is independent of the amount®)fand thus requires a controller to adjust its
inventory.

Two different control structures for the reactor-separator-lecgmcess are
displayed in Figur€.11 Both have fixed feedH) and inventory control is the
direction of flow. Thus, both of them are self-consistent in total massusecthe
outflow B form the process depends on the inventory inside the process (indicated
by the dashed control volume) (Ru2el). Since the outflowB mainly consist of
componen8, this implies that both structures are also consistent (self-regulated)
with respect to the inventory of componddit The difference between the two
structures is related to the control of compon&ntThe “conventional” structure
in Figure2.11(a)uses the LV-configuration for the distillation column where the
reflux (L) controls the composition in the recycle (distillai®) The structure in
Figure2.11(b)uses the DV-configuration for the column where the reactor com-
positionx; A is controlled instead of the recycle (distillate) composition.

As already mentioned, the inventory of compon@ris expected to be self-
regulated by the reactiof — B, so one would expect both structures to be con-
sistent with respect to componeft In fact, both structures would be consis-
tent if oneremovedthe composition loop tn the recycle loop (thus, fixing reflux
L in Figure2.11(a)and fixing recycleD in Figure2.11(b). With the composi-
tion loop closed, the “conventional” structure in Figltd1(a)remains consis-
tent, but not the structure with control of reactor composition in Figutd (b)

The reason for the inconsistency is that control of reactor composition elimi-
nated the self-regulation by reaction: The amounfAdhat reacts is given by
—Ga = Gg = k(T)x AV and with fixedx, A (because of the controller}], andV
there is no self-regulation. The inconsistency of this control structureiided

out by e.g.Downs(1992 andLuyben(1994.

Remark 1 The control structures in Figur2.11 would both be self-consistent without
closing the composition loop (CC) in the recycle part of thecgss, that is, with (a)
fixed or (b)D fixed. The reason for closing these composition loops isfoes not for
consistent inventory control but rather for other (ecorgmeasonsl{arssoret al.,, 2003.
The interesting point to note, is that cosing an extra loap ibasome cases make the
system inconsistent (Figuge11(b).

Remark 2 Luyben(1994 has proposed to make the system in FiguL(b)consistent
by introducing an adjustable reactor volume, but this isangbod solution, because we
always want to use the maximum reactor volume for econon@sams (energy saving)
(Larssoret al,, 2003.

Remark 3 The inventory of componem is expected to be self-regulated by the reaction
A — B. More precisely, the amount that reacts-i&a = kx AV and the compositiom, o
will “self-regulate” such that at steady-stdig~ —Gap, that is,x. A = Fo/(kV).
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Remark 4 We already noted that fixing a (Figure2.11(b) breaks this self-regulation
and makes the system inconsistent. A related problem is Wigereactor volum¥ is too
small relative to the feeély, such that the requirexi o exceeds 1, which is impossible.
In practice, if we increase the feed régand approach this situation, we will experience
“snow-balling” (Luyben 199%) where the recycld® becomes very large, and also the
boilupV becomes very large. Eventually,may reach its maximum value, and we loose
composition control and we will get “break-through” Afin the bottom product. Snow-
balling is therefore a result of a too small reactor.

Remark 5 Consider the same process (Fig@r&1), but assume that the fresh fedg)
contains an inert componehtin addition to the reactam. If | is more volatile than
componenB, then componenit will be recycled back to the reactor and will accumulate
in the process. None of the inventory control systems infeéigul1are consistent for the
inert].To make the system self-consistent for the inert, a purgeaust must be introduced
where part of strea is taken out as a by-product.

2.5.3 Reactor-separator-recycle process with two reactas

Another well studied recycle example is a reactor-separator-recymtess where
two reactant#\ andB reacts according to the reactién- B — C (e.g. Tyreus and
Luyben 1993. ComponenB is the limiting reactant as the recyd contains
mostly componenA. Two different control structures are displayed in FigRire2

In both cases the distillate flo (recycle ofA) is used to control the condenser
level (main inventory of).

In Figure2.12(a) both fresh reactant feedsy(andFg) are flow controlled into
the reactor, where reactafvis set in ratio to reactaf8 such thafa/Fg = 1. This
control strategy is not consistent because the two feeds is not indagent one
of them needs to be dependent of the inventory inside since it not potsiieled
exactly the stoichiometric ratio of the two reactaritsybenet al, 1998 p.37).
Any imbalance will over time leas to a situation where the recycl& either goes
towards zero or towards infinity.

To get a consistent inventory control structure, the first requiremetttais
one of the feed rated=4 or Fg) must be dependent on what happens inside the
process, such that we at steady-state can achjeveFg. One solution is to fixg
(the limiting reactant) and adjuBh such that the desired excessAois achieved,
resulting in the self-consistent control structure in Figid2(b) HereFa depends
on the inventory oA as reflected by the recycle flawby keeping the reactor feed
ratio (Fa + D)/Fg constant at a given value (larger than 1 to m&8kihe limiting
reactant). The structure is consistent for all compone@Gthas an outlet in the
bottom of the columnp is self-regulated by reaction because it it the limiting
reactant, and the feed &fdepends on the inventory &t

There exist also other consistent inventory control structures, eedg.ugben
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et al. (1998 Figure 2.11(b)), but these seem to be more complicated than the one
proposed in Figur@.12(b) For example, one could keep the recybleonstant

and usérp to control the condenser level (main inventoryA)f but the dynamics

for this “long level” loop are not favorable and this consistent structuneiself-
consistent.

2.6 Conclusion

Consistency is a required property since the mass balances must becsttigfie
individual units and the overall plant. An inventory control system cachaeked
whether it is self-consistent (local “self-regulation” of all inventoriegusing the
self-consistency rule (Rul2.1). The self-consistency rule follows from the mass
balance that must be satisfied for the total mass, component and indipithsss.

A direct consequence of the self-consistency rule is the “radiation (Bléce
and Georgakisl 993, which states that the inventory control structure must be ra-
diating around the location of a fixed flow. Other useful rules that carebeldped
from the self-consistency rule, is that all system must have at leastivere f(pw
(throughput manipulator). Thus, for closed systems, one inventoeye(able the
largest) must be left uncontrolled.

Luyben provides the rule to “fix a flow in each recycle”. If we interpreg th
term “fix a flow” to mean “do not use a flow for inventory control”, then this
rule follows from the requirement of self-consistency provided thedleclpop
contains a split that introduced an extra degree of freedom (see S2atién If
no degree of freedom is introduced by the recycle, as is in the case iiveeah
separator or flash where the split is (indirectly) fixed by the feed ptiggethen
this rule is not a requirement, e.g. see FigRrél(a) where all the flows in the
recycle loop are on inventory control.






Chapter 3

Throughput maximization
requires tight bottleneck control

Based on paper presented at
8th International Symposium on Dynamics and Control of Processi8yste
(DYCOPS) 2007, June 6-8, Cancun, Mexico

With sufficiently high product prices and the feed is avd@ati is shown
that maximum throughput is an optimal economic operatidicyor his

paper discusses the maximum throughput case, which iscatbared
by the existence of hottleneckand the need foback off from active
constraints to ensure feasibility. To implement maximumotighput,
maximum flow in the bottleneck(s) must be realized. Obtajrtight

bottleneck control in practice requires that the througpanipulator is
located close to the bottleneck (short effective delay)hdfthroughput
manipulator is located close enough compared to the destigdtime
constant, automatic control can reduce the back off sigmiflg. Poor
control of the bottleneck, including any deviation or badk implies a

reduction in throughput and an unrecoverable economic loss

3.1 Introduction

In general, real-time optimization (RTO) based on a detailed process model may
be used to find the optimal operation conditions of a plant, including identifying
the optimal active constraints and computing the optimal set point for the uncon
strained variables. However, in many cases, prices and market cosditi@such

that optimal operation is the same as maximizing plant throughput. Hence, the
problem formulation can be simplified, and RTO based on a detailed nonlinear
process model is not needed.

37
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Maximum throughput in a network is a common problem in several settings
(e.g. Phillips et al, 1976 Ahuja et al, 1993. From network theory, thenax-
flow min-cuttheorem states that the maximum throughput in a plant (network) is
limited by the "bottleneck” of the network. In order to maximize the throughput,
the flow through the bottleneck should be at its maximum flow. In particular, if
the actual flow at the bottleneck is not at its maximum at any given time, then this
gives a loss in production which can never be recovered (sometimeerete as
a "lost opportunity™).

To implement maximum throughput there are three important issues: 1) locate
the bottleneck unit(s), 2) implement maximum throughput in the bottleneck unit
and 3) minimize the back off from active constraints in the bottleneck unit. To
locate the bottleneck in the first place, there are several opportunitiesmokt
common is simply to increase the flow rate during operation (online) until feasible
operation is no longer possible. Alternatively, the location can be estimaitagl us
a commercial flowsheet simulator or plant dat#zen and Bravg1999 discuss
how to estimate the capacity for process units and find the bottleneck(®4ot-d
tlenecking (design) purposes (steady-state). A third approach is theiseodels
that are implemented in the model predictive controllers (MPC) to estimate the
available capacity for each unit on-line (dynamicallfskeet al., 2008.

Maximizing throughput requires manipulation of ttreoughput manipulator
(TPM). This is usually the feed rat@(iceet al, 1994, but it can more generally
be anywhere in the plant. Usually the location of the TPM is determined by the
original design of the control system for the plant, and cannot be e&silyged be-
cause it requires reconfiguration of the inventory loops to ensure-a@aistent
inventory control system (Chaptgy. If one is free to place the TPM(s), then two
considerations may come into account. First, one must consider its efféioé on
inventory control structure, including propagation of disturbancesanchjc lags,
process time constants and interactidosypen 1999. A second consideration,
which is based on economics, is to locate the TPM such that tight control of the
bottleneck unit is possible&skogestad2004) propose to set the production rate at
the bottleneck.

Price and coauthorgfice and Georgakid993 Priceet al, 1994 propose
a plantwide design structure using a tiered framework with throughput, tomen
and product quality controls. They discuss the importance of propestieelef
the TPM and their general recommendation is to select an internal prooess fl
as the TPM because: 1y impede the propagation of disturbances through the
systeriand 2) “internal flows have a substantial chance of more rapidly affecting
a throughput chande On the other handzhenget al. (2002 claim the opposite;
the TPM should be a feed or product flow, and internal flows shouldsbieled
from a dynamic interaction point of viewPriceet al. (1994 also mentioned on
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TPM location that s5ome plants have a single processing unit which is markedly
more difficult to control than the others. Selecting a flow very close to thiat u

as the throughput manipulator will help minimize or control the variation affec
ing the unit and so should make it easier to contrdloore and Percel{1995
evaluated control alternatives by simulation on a three-unit module antlcieac
that“the plant is capable of the highest production rate with the widest variation
in feed composition when the production rate is set at the column feed, which is
immediately before the process bottleneckiowever, there are no attempts try-
ing to explain the results from the simulation stutdyybenet al. (1997 propose

a heuristic design procedure for plantwide control. In the procedueeauthors
recommend locating the TPM so it provides a smooth and stable production rate
transitions and reject disturbances. However, all these approaaikeariaeco-
nomic evaluation of the TPM selection; wherdasson and Skogestd@d000

point out that the economics is a key factor for the placement of the TPkly Th
suggest that for a plant running at maximum capacity, the productionhatéds

be set at the bottleneck, which is usually inside the plant.

From a literature search and based on our own industrial experiesegnts
like the feed valves (or more general the throughput manipulator) is eeeyyr
used in practice for closed-loop control, in spite of its great importance ®n th
plant economics in cases where maximum throughput is optimal. The reason is
probably the large effect the feed rate has on the operation of the elatir Iput
the result may be a loss in economic performance. The main goal of thisipaper
discuss the importance of using the throughput (often the feed ratdpsmd:zloop
control.

When operating at maximum throughput, the plant is at the limit to infeasibil-
ity. For this reason, a “safety factor” or “back off” is required to agkiéeasible
operation under presence of disturbances, uncertainties, meastiemoerand
other sources for imperfect contriddrraway and Perkind993 Govatsmark and
Skogestad2009. More precisely, the back off is the distance between the active
constraint and the actual average value (set point). The necesskrgfbcan gen-
erally be reduced by improving the control of the bottleneck unit, for exarbgle
retuning the control system to reduce the dynamic variation. The idea is that im-
proved control requires a smaller back off or, in short, “squeezehifid (squeeze
the variance - and shift the set point closer to the constraints) Récbaletet al,,
1978 Richalet 2007).

This paper addresses the maximized throughput case, and starts lofedogs
the case under which considerations this is optimal (Se&i&n In Section3.3,
back off is defined and reasons for why back off is needed togetitleite/influ-
ence on the economics is discussed. The location of the throughput mémipula
is discussed in Sectidh4, whereas in SectioB8.5the characteristics of maximum
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throughput are treated. By using controllability analysis, an estimate of minimum
back off is given in Sectior8.6 with a more detail description is given in Ap-
pendix3.A. In Section3.7 we discuss actions to reduce back off, followed by a
discussion in SectioB.8 before we conclude in Sectidh9.

3.2 Optimal operation (steady-state)

In this section, we discuss under which considerations, maximum throughpu
economically optimal.

3.2.1 Modes of optimal operation

Mathematically, steady-state optimal operation is to minimize theX(stmaxi-
mize the profit J), subject to satisfying given specifications and model equations
(f = 0) and given operational constraintgs< 0):

muin J(x,u,d)

s. t.f(x,u,d) =0 (3.1)
g(x,u,d) <0

Here areu the degrees of freedom (manipulated variables including the feed rates
F), d the disturbances andthe (dependent) state variables.
A typical profit function is

-J=prj~Pj—pr.-F.—Zka-Qk 3.2)
] I

whereP; are product flowsh; the feed flowsQy are utility duties (heating, cooling,
power), andp (with subscript) denote the prices of the corresponding flow and
utility. Let F be a measure of the throughput in the plant. Depending on market
conditions, a process has two main modes in terms of optimal operation:

Mode 1. Given throughput (F given). The economic optimum is then usually the
same as optimal efficiency, that is, to minimize utility (energy) consumptidimefo
given throughput.

This mode of operation typically occurs when the feed rate is given (or limited)
the product rate is given (or limited, for example, by market conditiong),the
optimization problem3.1) is modified by adding a set of constraints on the feed
rate,F; = Fo.

Mode 2. Feed is available and the throughput F is a degree of freedom. We here
have two cases:
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(a) Maximum throughput. This mode of operation, which is the main focus
of this paper, occurs when product prizes are sufficiently high aed if®
available. We then have that the cost can be wriften- pF wherep > 0
(see Equation3.6) below). Optimal economic operation then corresponds
to maximizingthe throughpuE, subject to achieving feasible operation and
this does not depend on cost data. The optimurmoisstrainedwith re-
spect to the throughput, and we hal&'dFR < 0 where the feed ratds are
degrees of freedom.

(b) Optimized throughput. This mode of operation occurs when feed is avail-
able, but it is not optimal to go all the way to maximum throughput be-
cause the efficiency drops as the throughput increases. For example,
creased throughput may be possible by increasing the purge ratejgut th
result in less efficient operation because of loss of valuable components
The optimum isunconstraineadvith respect to the feed rat€sand we have
dJ/dR = 0. Thus, increasing; above its optimal value is feasible, but gives
a higher cosg.

3.2.2 Maximum throughput (Mode 2a)

We here want to show that when product prices are high compareddcafek
utility costs, optimal operation of the plant is the same as maximizing throughput
(Mode 2a). Let- be a measure of the throughput in the plant, and assume that all
feed flows are set in proportion 6,

F =kriF (3.3)

Then, under the assumption of constant efficiency in all units (indeperude
throughput) and assuming that all intensive (property) variables arstamt, all
extensive variables (flows and heat duties) in the plant will scale with tbadghr
putF (e.g.Skogestadl991). In particular, we have that

Pi=kpjF  Qu=kokF (3.4)

where the gaingp; andkqgk are constants. Note fron3.4) that the gains may be
obtained from nominal (denoted 0) mass balance data:

kpj=Pjo/Fo  kri=Fo/Fo  kok= Qo/Fo (3.5)
Substituting 8.3) and @.4) into (3.2) gives

(-9) = (Z Pe ke — > PR 'kF,i_Zka'kQ,k> F=pF (3.6)
] 1
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where p is the operational profit per unit of fed€l processed. From the above
derivation,pis a constant for the case with constant efficiencies. We aspusie
such that we have a meaningful case where the products are worth ranrééh
feed stocks and utilities. Then, fror8.) it is clear that maximizing the profit
(-J) is equivalent to maximizing the (plant) throughput However,F cannot go
to infinity, because the operational constraiigtsi(0) related to achieving feasible
operation (indirectly) impose a maximum value For

In practice, the gainkpj, kej andkg x are not constant, because the efficiency
of the plant changes. Usually, operation becomes less efficienp an¢3.6) de-
creases wheh increases. Nevertheless, as longpasmains positive, we have that
d(-J)/dF = p > 0 is nonzero, and we have a constrained optimum with respect
to the throughpuE. From (3.6) we see thap will remain positive if the product
pricespp; are sufficiently high compared to the prices of feeds and utilities.

If the efficiency drops, for example becauggx increases anklp; decreases
when the feed rate is increased, tieim (3.6) may become negative. Then there
is no bottleneck and Mode 2b (optimized throughput) is optimal. This mode of op-
eration is common for recycle systems. For example, this applies to the ammonia
synthesis problemAfraljo and Skogesta@008.

3.3 Back off

Back off is a general concept that applies to operation close to ang™batput
constraint (not only to bottleneck operation). In this section we presganharal
discussion of back off.

Arkun and Stephanopouldd980 discussed moving away from the nominal
optimal operation point to ensure feasible operation when there are distah
Narraway and Perkind 993 discussed this in more detail and introduced the term
“back off” to describe the distance from the active constraint that isireq to
accommodate the effects of disturbances.

3.3.1 Definition of back off

We use the following definition of back off (also see Fig8r#):

Definition 3.1. Back off. The (chosen) back off is the distance between the (op-
timal) active constraint value {ynstrain) @nd its set point (§ (actual steady-state
operation point),

Back off= b = |Yconstraint— Ys|, (3.7)

which is needed to obtain feasible operation in spite of:
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Back off

v

time
Figure 3.1: lllustration of back off) = |Yconstraint— Ys|

1. Dynamic variations in the variable y caused by imperfect control (due to
disturbances, model errors, effective delays and other sourcespefiect
control).

2. Measurement errors.

Remark 1 Here we assume integral action, such that on aveyagey where

1T
y= lim ?/0 y(t)dt

T—o

In this case, only the steady-state measurement error) (Bia$ importance, and not its
dynamic variation (noise).

Remark 2 Back off was defined bysovatsmark and Skogest##005 eq. 20) as the
difference between the actual set points and some refexvahees for the set points:

b:Cs*C&ref

wherecs is the actual set point ant. s is some reference value for the set point which
depends on the method for set point computation (e.g. ndmmotaust, on-line feasibility
correction). Definitior8.1 coincides with their definition.

3.3.2 Required back off

Back off is needed to avoid constraints violation, and the required bddkds-
pends on whether the active constrained varigiiean input or an output.
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Output constraints

Generally, back off imlwaysrequired for output constraints. Let us first distin-
guish between two constraint types:

» Hard constraint; Constraint cannot be violated at any time.

o Steady-state (average) constrainfonstraint must be satisfied at steady-
state average, but dynamic violation is acceptable.

Safety constraints, like pressure and temperature limitations, are usuallgdrar
straints. An example of a steady-state constraint is the composition of tHeeawer
product from a distillation column which goes to a storage tank where mixing take
place. Another example may be emissions from a plant which often are in terms
of hourly or daily averages.

For a steady-state (average) constraint, integral action is sufficiemstore
thaty = Yeonstraint= Ys (On average) and no back off is required for dynamic vari-
ations caused by imperfect control. However, back off is required ¢owatt for
possible steady-state measurement errors (bias).

In summary, we have:

» Hard output constraints: Required back off is sum of expected dynamic
variation and steady-state measurement error (bias).

» Steady-state (average) output constraint:Required back off is equal to
the steady-state measurement error (bias).

Note that there in addition may be maximum limits (hard constraints) on the al-
lowed dynamic variation even for steady-state (average) constraints.

If no constraint violation is allowed, then the worst-case variation gives the
required back ofb together with the measurement error. However, in many cases
a small constraint violation for a short-time is acceptable and therefore tist-wo
case variation may be too strict to determine the required back off. In pgactic
for stochastic signals, one needs to specify an acceptable likelihoodrfstraint
violations. For example, the likelihood is 99.7% that the signal variation remains
within +3 times standard deviatiow}, or 95% that the variations are withih
20 (for normal distribution). In this paper, we consider the worst-caskatan
and do not include probability for constraint violation.

Input constraints

Inputs have no associated control error. However, for caseswherinput con-
straint does not correspond to a physical (hard) constraint, we nicestirce back
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off to guard against steady-state measurements errors. For exampmentnebe
a constraint on the allowed flow that goes to the effluent.

For hard input constraint, there is normally no need to introduce back off, be-
cause we may simply set the input at its constrained value (it cannot be diolate
even if we want to). There is one exception and this is when the input \aigb
optimally saturated and is used for (dynamic) control. For example, the cooling
rate to a reactor, which optimally should be at maximum, may be needed to stabi-
lize the reactor if the desired operating point is unstable. In other cageispiint
may be needed for dynamic control to obtain tight control of an importanuoutp
variable.

In summary, we have:

e Hard input constraint: No back off is normally required.

» Steady-state (average) input constraintRequired back off is equal to the
steady-state measurement error (bias).

3.3.3 Reducing effect of back off on economics

Any back off from an active constraint will results in an economic losssraild
be as small as possible. There are in principle two ways of reducing themoo
penalty caused by back off:

1. “Squeeze and shift”: By improved control one can reduce (“szpi®ehe
variation and “shift” the set point towards the constraint to reduce btick o
Also improved measurements that reduces the measurements variation will
reduce the required back off.

2. “Move variation to variables where the economic loss is small”: In many
cases one can reconfigure the control system (single-loop conteipage
the control weights (multivariable control) to obtain tighter control of eco-
nomically important variables. In practice, this means:

(2) Move variation to variables without hard constraints

(b) Move variation to variables where a back off has a small economic
effect. For example, this may be quantified by the Lagrange multiplier
(shadow prices) (e.d=dgaret al., 2007).

Mathematically, for a constrained optimization problem, the economic loss
caused by back off from an active constraint is represented by tp@ahge multi-
plier A

_ 909 Ao
Loss= oc -Ac=A-b (3.8)
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where J* is the optimal value of the profit is the active constraint variable with
back offb = Ac, andA is the Lagrange multiplier.

At the end, selecting the back off is a trade-off between the improved profi
resulting from a small back off and the cost of reducing the back off (&y
improved measurements or improved control).

3.4 Throughput manipulator

In this section, we discuss and define the term throughput manipulatostitize
ture of the inventory control system depends mainly on where in the @oces
thethroughput manipulatgrsee Figure3.2 (Buckley, 1964 Price and Georgakis
1993:

1. Feed as TPM (given feed)inventory control system in the direction of flow
(conventional approach).

2. Product as TPM ("on-demand”): inventory control system opposite to
flow.

3. TPM inside plant (general case) radiating inventory control.

These rules follow from the requirement of a self-consistent inventamyral sys-
tem, as discussed in detail in Chap2er

In terms of location of the TPM, Scheme 1 (Fig®.€(a) is the natural choice
for Mode 1 with given feed rate, Scheme 2 (Figu3e2(b) is the natural choice
for Mode 1 with given product rate, whereas Scheme 3 (Fighg&c) is usually
the best choice for Modes 2a and 2b (feed rate is degree of freedbargwhe
optimal throughput is determined by some conditions internally in the plant.

In the above discussion, we have used the term “throughput manipulator”
(TPM) without defining it. The term was introduced Bice and Georgakis
(1993, but they did not give a clear definition. From the discussions of Pride a
coauthors Price and Georgakid993 Priceet al,, 1994 on throughput manipu-
lator, it is implicitly understood that a plant has only one throughput manipulator
which is related to the main feed stream. This is reasonable in most casaséeca
if a plant has several feeds, then these are usually set in proportiachoher,
for example, based on the reaction stoichiometric. This was also used itidgua
(3.3 and @.4) were we assumed that all flows and utilities are set in proportion to
the throughpufF.

However, there are cases that are not quite as simple. First, some plants may
have several similar or alternative feeds that do not need to be setgarfiom to
each other. Thus, fixing one feed rate does not indirectly determine lhe oh
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Figure 3.2: Basic schemes for inventory control. IC stands for inverdomyrol
and are typically a level controller (liquid) or a pressure controller (gas)

the others. Second, plants with parallel trains must have at least onedrfédh
train. There may also be parallel trains inside the process, and thepmmrdisg
split may be viewed as a throughput manipulator. In addition, plants with paralle
trains may have crossover flows, which also affect the throughputremdbe
viewed as throughput manipulators. To account for this, we propodeltoeing
general definition:

Definition 3.2. Throughput manipulator (TPM). A throughput manipulator is
a degree of freedom that affects the network flows (normally includingdieed
product flows), and which is not indirectly determined by other proocegsire-
ments.

Thus, a TPM is an “extra” degree of freedom, which is not needed fr th
control of individual units, but that can be used to set or optimize the mktwo
flows. Splits and crossovers can be viewed as throughput manipulatdrsely do
not necessarily affect both the feed and the product flows. For draifithere is
a split and the parallel processes are combined further downstrearplittiecsor
will affect neither the feed nor the product flow. In DefinitiBt2, “other process
requirements” are often related to satisfying the component material bajJawxe
discussed in the following examples.
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Example 3.1. Consider a process with two feeds, &f pure component A and

Fs of pure component B, where the reactiont/8 — P (product) takes place.
Normally, in order to avoid losses, the feeds should be stoichiometric., Weus
need Iz = Fg at steady-state, which indirectly removes one degree of freedom, so
the process has only one TPM.

Example 3.2. Consider the same process as in Exantplewith three feeds &

Fs and Fg, where the latter consist of a mixture of A and B. The stoichiometry
imposes one constraint, but otherwise the optimal ratio between theseiseeds
determined by plantwide economic arguments, and not by processem@guts.
Thus, according to DefinitioB.2, this process has two TPMs. For example, the
TPMs could be kand Fag, with g adjusted to satisfy the stoichiometry.

Example 3.3. Consider a process with two feeds, Wwith pure component A and
Far with A plus some inert I. The reaction A P (product) takes place. This
process has two TPMs because the (optimal) amount of the two feedginidete
by plantwide consideration.

Example 3.4. Consider a process with two feedsy Eontains pure A and g
contains pure B. The reactions-A P+ X and B— P+Y take place, where P
is the main product, and X and Y are byproducts. This process has twms, TP
because the ratio &7/ Fg is not given by other process requirements.

In summary, we see from these examples that even quite simple procasses ca
have more than one TPM. In addition to these examples, we have the morasbvio
cases of multiple TPMs, such as a process with parallel trains and censsov

3.5 Characteristics of the maximum throughput case

We have shown that maximum throughput is often the economically optimal mode
of operation. In this section, we want to identify the main characteristics of the
maximum throughput case.

3.5.1 Bottleneck

The max-flow min-cutheorem Ford and Fulkersqril962 from network theory
states that the maximum flow through a linear flow network is equal to the capacity
of the minimal cut. In simple terms, the theorem states that the maximum flow in a
network is dictated by its bottleneck. To study bottlenecks in more detail, we need
to define some terms.
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Definition 3.3. Maximum flow (capacity) of a unit The maximum flow (capacity)
of a unitis the maximum feed rate the unit can accept subject to achievisiglea
operation.

Mathematically, this corresponds to solving the maximum flow probl@rd) (
with (-J) = Finaxi, WhereFmay; is the maximum feed for the unitandu; are the
degrees of freedom for uniit This means to find the maximum valuek{,x; that
satisfies the constrainfs= 0 andg; < 0 for the unit.

Definition 3.4. Maximum throughput of a plant Let the throughput F be the
(weighted) sum of all the feed flows. The maximum throughput &f a plant

is the maximum network flow that a plant accept subject to achieving feasible
operation.

In the optimization problem, implied by Definitidh4, all degrees of freedom
(all /’s) should be used to maximize the throughput, subject to achieving feasible
operation (satisfying the constraints).

Definition 3.5. Bottleneck A unit is a bottleneck if maximum throughput (maxi-
mum network flow for the system) is obtained by operating this unit at maximum
flow (see Definitior3.3).

Definition 3.6. Bottleneck constraints The active constraints in the bottleneck
unit are called the bottleneck constraints.

The term "unit” in Definitions3.5and 3.6 needs some attention. For a simple
process, where the process units are in series, a "unit” is the same gbegpsot
cess unit. However, for integrated processes, one may need to cansaabined
system of integrated units as a "unit”. For example, for a chemical readtorev
cycle, the combined "unit” may be the system of units consisting of the reactor,
separator and recycle unit (e.g. compressor or pump). This is bettausgaxi-
mum flow to the combined system is not necessarily determined by the maximum
flow in an individual unit. For example, if the chemical reactor is too small such
that the conversion is too small (and thus in practice is a bottleneck); thenilihis w
result in increased recycle of unconverted reactant (also knowredsrlbwball
effect”), which eventually will overload the separator, the compressq@ump.
Thus, it will appear that one of these units is the bottleneck, whereas élig tlee
entire reactor system, and the reactor in particular, which is the problenmis ter
of capacity.

In Definition 3.5, note that if a flow inside a unit is at its maximum, this does
not necessarily mean that the unit is a bottleneck. The unit is only a bottldreck
operates at maximum feed rate according to Definiidh For example, the heat
flow in a distillation column (the unit) may optimally be at its maximum, because
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overpurification of the “cheap” product is optimal in order to recoverararthe
valuable product. This does not mean that the column is a bottleneck, betmsus
possible, by reducing the overpurification, to increase the feed rate tolinan.
Only whenall degrees of freedom are used to satisfy active constraints, do we have
a bottleneck.

Note that in Definition3.6, the active constraints in a bottleneck unit do not
need to be flows or even extensive variables. For example, for the distilzdle
umn just mentioned, as the feed rate is increased, one will eventually reach th
purity constraint on the "cheap” product, and if there are no remainimgnn
strained degrees of freedom, the distillation column becomes the bottleneck unit.
The active purity constraints on the products together with the maximum heat flo
constraint then comprise the “bottleneck constraints”.

3.5.2 Back off

Back off is generally required to guarantee feasibility when operatingtatea
constraints (except for hard input constraints), as discussed in 88idNVe here
discuss the implication of this. As we reach the bottleneck (and encounter a ne
active constraint), the throughput manipulator (e.g. feed rate) is the@migining
unconstrained input. To operate at the bottleneck, the throughput manipulast

be used as a degree of freedom to control this new active constrasedBa the
discussion in SectioB.3, we have the following cases:

1. The new bottleneck constraint is an output variable. The result in tefms o
control is “obvious”: the TPM controls this output at the active constraint
(with back off included).

2. The new bottleneck constraint is an input constraint. Here we have two
cases:

(a) The input variable is not used for control. Then the input is simply set
at its constraint (no back off for hard input constraints).

(b) The input variable is already used for control of a constrainedubutp
variable. There are two possibilities, depending on which back off is
most costly:

i. The TPM takes over the lost task. However, we usually have to
increase the back off on this output, because of poorer dynamic
control, since the TPM is generally located farther away from the
output constraint than the saturated input.

ii. Alternatively, we can let the original loop be unchanged, but we
must then introduce an additional a back off on the input to en-
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counter for dynamic variations. The TPM is then used to keep the
input in desired operation range.

3.5.3 Summary of characteristics of maximum throughput cas

From the discussion above we derive the following useful insights {(rédeshe
TPM in the maximum throughput case (Mode 2a):

Rule 3.1. All plants have at least one throughput manipulator and at maximum
throughput the network must have at least one bottleneck unit.

Rule 3.2. Additional independent feeds and flows splits may give additional TPMs
(see Definitior3.2) and additional bottlenecks. The idea of "minimal cut” from
network theory may be used to identify the location of the correspondingriextke
units.

Further, for tight control of the bottleneck unit and to minimize loss the fol-
lowing insights (rules) are stated for the maximum throughput case:

Rule 3.3. The throughput manipulator(s) (TPM) is the steady-state degree of free
dom for control of the bottleneck unit(s). Typically, the TPM is used to cooti®

of the bottleneck constraints (Definiti@mB). The TPM should therefore be located
so that controllability of the bottleneck unit is godakipgestac2004).

Rule 3.4. Bottleneck unit: focus on tight control on the bottleneck constraint with
the most costly back off in terms of loss in throughput.

The last rule follows because any deviation from optimal operation in the bot-
tleneck unit due to poor control (including any deviation or back off frima
bottleneck constraints) implies a loss in throughput which can never beerecb
(Section3.3.3.

3.5.4 Moving bottlenecks

In the simplest maximum throughput case, the bottleneck is fixed and knadvn an
we can use single-loop contrdbkogestad2004), where the TPM controls the
constraint variable in the bottleneck unit.

If the bottleneck moves in the plant, then single-loop control requires reas-
signment of loops. Reassignment will involve the loop from TPM to the bottle-
neck (Rule3.3), as well as the inventory loops needed to ensure self-consistency
in the plant (ChapteB). In addition, the moving bottleneck(s) itself needs to be
identified.
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For moving bottlenecks, a better approach in most cases is to use multivariable
control were also input and output constraints can be included directlg jprab-
lem formulation (e.g. MPC). A case study using MPC for maximizing throughput
with moving bottlenecks is described Aske et al. (2008. In this case study,
the capacity of the individual units is obtained using the models in the local Yunits
MPC. The main TPMs are located at the feed (conventional inventoryatpiig-
ure 3.2(a), but there are additional degrees of freedom (splits and crosydeer
manipulate the throughput.

3.6 Obtaining (estimate) the back off

If we have a maximum throughput situation (Mode 2a) and the bottleneck has
been correctly identified, then operation is optimal, except for the econossc lo
associated with the back off from active constraints. Back off is usuallgt mo
costly in the bottleneck unit. It is important to know (or estimate) the expected
back off in order to quantify the possible benefits of moving the TPM (cimgng
the inventory control system), adding dynamic degrees of freedomp(&hd),
changing or retuning the supervisory control system etc.

In the following we consider the case with a single input (TPM) that controls
an active output constraing)(in the bottleneck unit. A back off is then required to
account for dynamic variations caused by imperfect control.

The magnitude of the back off for the dynamic control error should berdaia
based on information about the disturbances and the expected comtoohpance.
Mathematically, this is given by the worst-case control error (variationymgef
the “co-norm” (maximum deviation). In the time domain the dynamic control error
(and hence the minimum back off) is given by:

Pmin = rggx”y(t) — Ysl[e (3.9)

whered and A denotes disturbance and uncertainty, respectively. The optimal
(minimal) back offb is equal to the expected dynamic variation in the controlled
variabley. In practice, determining the expected dynamic variation is difficult.
However, the point here is not to estimate the minimum back off exactly, but to
obtain a rough estimate. The simple method is based on controllability analysis.

3.6.1 Model-based approach (controllability analysis)

Without control, we assume here that the effect of the disturbance orutpato
(in this case a bottleneck constraint variable) is given by a first-ordporese with
steady-state gaiky (= |Ay|/|Ad|) and the time constant. Without control, the
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Figure 3.3: Pl-control of first-order disturbance: Effect of efifecdelay.

required minimum back off is thelmin = kg|do|, Where|dp| is the magnitude of
the disturbance. To counteract the effect of the disturbance usidgdek control,
and thus be able to reduce the back off, the control system needsisespith a
closed-loop time constant less than abouty. The main “enemy” of feedback
control, which limits the achievablg,, is the time delayd. In practice, most
processes do not have a “pure” time delay, but they have an “e#éc¢tive delay
6.1, which can be estimated from the dynamic model, for example, using the “half
rule” of Skogestad2003.

A simple example of a Pl-controlled process with a first-order disturbance is
illustrated in Figure3.3: We see from Figur8.3(a)that when the delay is equal
to aboutty or larger, then there is no significant improvement for a step distur-
bance. In fact, if we look at sinusoidal disturbances (FigaiB{b), significant
improvement in the maximum peak (which determines the necessary back off) is
obtained by requirin@ < 14/4.

From the more detailed derivations of estimating minimum back off (Ap-
pendix3.A.1) we have:

* An “easy” disturbance has a time constagt> 46q. In this case tight
bottleneck control (tight control of) is helpful for rejecting the disturbance.
The worst-case frequency dgyc ~ % and the resulting minimum back off

assuming Pl-control with “tight” control is given biymin ~ 22 - ky|do| <

Kq|do| (assuming a SIMC PI-controller with, = 8). This shows that the
back off can be significantly reduceddfs is small compared tay.

o A “difficult” disturbance has a time constant < 46q#. In this case, control
actually gives a larger back off than no control. However, control cege
sary for set point tracking. The worst-case frequenayis~ wpeakswhere
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Wpeaksis the peak frequency ¢§ defined a$S( j Wpeakg| = Max, |S(jw)| =

Ms. To reduce the peakls, it is recommended to used “smooth” control
(with 7o > 20), that is , for following slow changes in the bottleneck con-
straints. The minimum back off is given i, ~ Ms- Kq|do|.

In summary, the requireme@is; < %d to have benefit of control implies that the
TPM must be located very close to the bottleneck to have any benefit of iegbrov
control and reducing back off. This also explains in most cases why $isenlith
manual control, where the operator adjusts the TPM, is usually small.

A more detail mathematical model based approach for estimating the minimum
back off is discussed biarrawayet al. (1991); Heathet al. (1996 andLoeblein
and Perking1999 (see Appendid.A.2for more details). The approach requires a
nonlinear dynamic model of the process and optimizes simultaneously thelcontro
structure and controller parameters in order to find the minimum back ofiresbju
accommodating the effects of disturbances. However, this approachrigdoous
to be useful as a practical engineering tool.

3.6.2 On-line identification

On-line identification or simply manual adjustment based on experience is tie mos
common approach to determine the back off. In practice, instead of idegtifyin
the disturbances itself, it is easier to identify from plant data the outputnaia
The back off must be set larger than the observed variations to ereasile
operation even with worst-case disturbances. The back off may bessieely
reduced from the initial value with increasing disturbance experiencelin@®n
identification is the simplest method, but may be time consuming and requires
extensive monitoring of the plant.

3.7 Reducing the back off

Reducing the back off may possibly increase the throughput and giye iar-
provements in profit. To reduce the back off, the first step is to reduagytiemic
variation (squeeze) in the variables with the most costly back off. In thexfiitp
suggestions to obtain less dynamic variation are listed.

Improvement 1: Retune the control loops, especially those associated with the
bottleneck unitin order to reduce dynamic variations, primarily in the actiged'h
constraints variables.

Improvement 2: Move, add or make use of additional degrees of freedom, that
influence the flow through the bottleneck (e.g. throughput manipulat@sovers,
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splits, extra feeds, inventories) to obtain tighter dynamic control of the bettken
unit.

Improvement 3: Introduce feedforward control from measured disturbances to
obtain tighter control.

Improvement 4: Introduce feedforward control from expected changes in the ac-
tive constraint variabley{onsirain) t0 the set pointyi) to keep the back ofb un-
changed.

Improvement 5: Adjust the back ofb depending on expected disturbance level.
Importantly, the back ofb can be reduced (mowg closer toyconstrain) When the
expected disturbance level is low (“calm periods”).

Improvement 6: Exploit the hold-up volume in buffer volumes as a dynamic de-
gree of freedom to obtain tighter bottleneck control.

Improvement 7: Add buffer tank to dampen disturbances that affect the active
constraints.

A more detailed discussion of each Improvement is given below.

Improvement 1: Retune control loops

As shown in Sectior3.6, the possibility to reduce the back off by achieving tight
control of the bottleneck unit itself is limited in most cases, unless the TPM is
located close to the bottleneck. However, this does not mean that retuniag is n
important, because retuning the control loop may awgidecessaryariations

in variables that may propagate dynamic variations to the bottleneck unit. An
example is a poorly tuned temperature controller in a distillation column upstream
the bottleneck unit. The temperature controller performance can be aulecioia
composition control in the distillation column itself, but it may lead to unnecessary
flow variations that disturb the downstream (bottleneck) unit(s).

Improvement 2: Move, add or use additional degrees of freedom

As mentioned in Sectio.5.3 the TPM should be moved close to the bottleneck
unit in order to reduce the effective time delay from the TPM to the bottleneck.
However, other alternatives should be considered because movindPtlerd-
quires reconfiguration of the inventory loops to obtain a self-consisteanfary
control system (see Secti@). Note that it is possible to move the TPMs without
reconfiguration, but then the inventory control system will only be comsisand
may consist of “long loops”. Such a “long loop” requires larger holdvafjume
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because of longer physical distance and hence longer effective tiane d&ther
ways to shorten the possible “long loop” from the TPM to the bottleneck unit is
to use other variables that affect the throughput, like crossovers betpazrallel
units and feed splits (see RUB&2). The key point for using additional degrees of
freedom is to reduce the effective time delay from the manipulated variable to th
active constraint in the bottleneck unit.

Improvement 3: Feedforward control from measured disturbances

Feedforward control from (important) disturbances can reduce thendig varia-
tion in the controlled variable (bottleneck constrantY his leads to tighter control
and the back off can be reduced.

Improvement 4: Follow changes inyconstraint (feedforward action)

From Equation3.7), the back off ish = |Yconstraint— Ys|, SO the actual set poiry

is set byyconstraintand the back ofb. The “hard” constrainyonstrainimay change
due to disturbances and we waptto follow these variations (at least to some
extent) to avoid an unnecessary change in back®ff For example, consider a
distillation column operating at maximum throughput. The maximum feed rate to
the column depends on the feed composition, and a change in the feed @@mnpos
may increase the maximum feed rate, hence an increagg iaintoccurs. By
increasingys correspondingly to/constraini the back offb will remain constant.
With available disturbance measurements, feedforward can be appligdsoyad

Improvement 5; Adjust back off depending on disturbance level (feedforward
action)

Compared to Improveme#t whereys is adjusted to keep eonstantback off, we
want here tcadjust the back off litself depending on the expected disturbance
level. The idea is that the back off can be reduced in (expected) “calimdgé

For example, consider a plant that receives feed gas at high peetbsaugh a
long pipeline, where the feed composition is monitored at the pipe inlet. The feed
composition is an important disturbance, and by monitoring the feed composition
in the pipeline, one will know in advance when the changes will occur. tioge

with no feed composition changes, the backloffan be reduced. It is important
that the monitoring of disturbance level is reliable, so that the back off ean b
increased again during periods with larger disturbances.
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Improvement 6: Buffer volume as dynamic degree of freedom

The hold-up volume in a process can be exploitedyasmmic degree of freedotm
obtain faster (short-term) corrections of the flow to the downstream unienwb-

ing inventories, the hold-up volume must be refilled from upstream souesstd
emptying, so this requires acceptable speed of the inventory controhsside
hold-up volume should be large enough to change the throughput in the- dow
stream unit for the period it takes to refill it. Implementing hold-up volumes can
be done by by using ratio control (single-loop) or a multivariable dynamic co
troller (e.g. MPC) that manipulate on the buffer volume (level). These ism@es
discussed in more detail in Chapter

Improvement 7: Add buffer volume

The buffer volume can dampen the variations (or the disturbances) yitengp

its hold-up volume. This requires smooth tuning of the buffer volume, otherwis
inflow ~ outflow and no smoothing will be obtained. Buffer volumes that is added
to smooth out disturbances that affect the bottleneck must be placedampsgtre
bottleneck. Buffer volumes downstream the bottleneck has no effecteobata
tleneck (the active constraint) and no reduction in back off will be obtaihede

that hold-up volumes placed between the throughput manipulator and the bottle
neck increases the effective time delay for flow rate changes, and tighrot of

the bottleneck unit becomes more difficult if the buffer volume is not exploited.

Example 3.5. Using buffer volumes as dynamic degrees of freedom to obtain
tighter bottleneck contral This example illustrates tighter bottleneck control by
using hold-up volumes as dynamic degrees of freedom. Consideuthitsgeach
followed by a buffer (hold-up) volume, as displayed in Figdi# Maximum ca-
pacity for each unit changes due to disturbances and the bottleneck mbhes
objective is maximum throughput and the throughput manipulator is locatine a
feed but the hold-up volumes are exploited for tighter control of the bottkenec
Three different control structures are studied:

1. Manual control where the TPM is set at a rate that ensures feasibility in
spite of the predefined disturbances.

2. An MPC controller that uses only the TPM as manipulator to maximize
throughput and consider the constraints in each unit.

3. An MPC controller that uses the TPM in addition to the set point to the level
controller in the three buffer volumes as manipulated variables to maximize
throughput and consider the constraints in each unit.
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Buffer A
Buffer C

Product flow
to maximize

Figure 3.4: Diagram of the simulated process in Exan3gbavith MPC that uses
the feed rate and the buffer volumes to maximize throughput (control steu@}u

The predefined step-disturbances are regarded as unmeasutatbaimcluded as
disturbance variables (DVs) in the MPC controller. The necessary b#dkom

the hard capacity constraints in the units are found by trial-and error. With the
predefined step-disturbances present, accumulated production fihwésecontrol
structures is given in Figur8.5. Using the hold-up volumes (structure 3) tighter
bottleneck control is obtained and the accumulated production is incre&sdg

only the feed rate is only marginally better than manual control. This is due to the
long effective delay (“long loop”) from the feed valve to the constraint armtcke

a large back of is needed.

3.8 Discussion

3.8.1 Network theory

The maximum throughput case in production systems is closely related to the max-
imum flow problem in networks considered in operations research. Sustiwark
consists of sources (feeds), arcs, nodes and sinks (productsPallips et al,

1976. An arc is like a pipeline or unit with a given (maximum) capacity and the
nodes may be used to add or split streams. We assume that the network is linear
which requires that the splits are either free variables ("actual” splitso@sovers

in process networks) or constant (typically, internal splits in the units inge®
networks, for example, a distillation column that splits into two products). We
then have a linear programming problem, and the trivial but important caonlus

is that the maximum flow is dictated by the network bottleneck. To see this, one
introduces "cuts” through the network, and the capacity of a cut is theo$uhe
capacity of the forward arcs (arcs that is leaving the node) that it cutsighr
Themax-flow min-cut theoreiffrord and Fulkersari962 says that the maximum

flow through the network is equal to the minimum capacity of all cuts (the minimal
cut). We then reach the important insight that maximum network flow (maximum
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Figure 3.5: Accumulated product rate manual control (TPM constant,cilotes),
TPM in closed-loop (dashed) and both using TPM and hold-up voluméd)(so

throughput) requires that all arcs in some cut have maximum flow, that i, the
must all be bottlenecks (with no available capacity left). FigBi@illustrates
parts of a chemical plant with sourcesi ¢ s3), arcs, nodes (unitgl —ull and
junctionsml —m3 in our terms) and sinksil —n12) and a possible location of the
minimal cut. The location of the minimum cut shows that the umltgndull are
bottlenecks units. Note that a cut separating the source and the sink istiampar
of the nodes into two subs8tandSwhere the source nodes areSmand the sink
nodes are irS (e.g. Phillips et al, 1976. The arc denoted (crossover) is not
included in the summation of the capacity in the minimal cut since it is directed
from a node inSto a node inS. A network like the one displayed in FiguBe6
with multiple sources and sinks can be converted to a single-source singlieys
creating an imaginary super source and an imaginary super Bhrligs et al.,
1976, but this is not included here. Therefore it does not seem like all the sin
nodes are located in the sub&eéh Figure3.6.

To apply network theory to production systems, we first need to obtain the
capacity (maximum flow) of each unit (arc). This is quite straightforwardi a
involves solving a (nonlinear) feasibility problem for each unit (see M&fim3.3).

The capacity may also be computed on-line, for example, by using local MPC



60 Throughput maximization requires tight bottleneck control

. [
Possible minimal cut

Figure 3.6: A part of a gas plant illustrated as a flow network, with a possible
minimal cut. The corresponding flow sheet of the gas processing plaspisyed
in Figure5.3.

implementations as proposed Agkeet al. (2008.

The main assumption for applying network theory is that the mass flow through
the network is represented by linear flow connections. Note that the naritinef
the equations within a unit is not a problem, but rather the possible nonlingarity
terms of flows between units. The main problem of applying linear networkyheo
to production systems is therefore that the flow split in a unit, e.g. a distillation
column, is not constant, but depends on the state of its feed, and, in fzartafu
its feed composition. The main process unit to change composition is a reactor,
so decisions in the reactor may strongly influence the flow in downstream units
and recycles. Another important decision that affects composition, asdltws,
is the amount of recycle. One solution to avoid these sources of nonlinearity
to treat certain combinations of units, like a reactor-recycle system, as la sing
combined unit as seen from maximum throughput (bottleneck) point of view.

Although the linearity assumptions will not hold exactly in most of "our” sys-
tems, the bottleneck result is nevertheless likely to be optimal in most cases. The
reason is that the location of active constraints (bottleneck) is a struisual.
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3.8.2 Issues on estimation of back off

Estimating the dynamic variation in a controlled variaplgy using controllability
analysis has some limitations. The back off estimation is only valid for single-loop
control where the controller is tuned by using the SIMC-tuning rules. Thiadu
rules are not really a limitation, since the speed of the closed-loop respmase
degree of freedom. However, the simplified analytic estimation needs a nfodel o
the disturbance and assumes that the shafBg @ flat up to the break frequency
where the disturbance rolls off. The asymptotic consideration of the distceba
will be wrong, especially for higher order. For a higher order distuckea the
assumption thaGq is “flat” up to wyg will not be correct, since the disturbance
starts to roll of at a lower frequency.

With our experience from industry today, on-line identification is by far the
most used. A model is not required in this case, only plant data. For alaety p
estimating necessary back off has minor importance; because duringt @talidn
up, optimal production is not the issue, but rather to obtain stabilized ptioduc
After reaching nominal production, reducing back off and optimal pctida be-
comes an operating issue, but at that time plant data is available. Operating mar
gins is typically reduced gradually. With close follow-up from personnel tittne
spent to move the plant from nominal to optimal production can be reduced.

Back off is based on experience and therefore the importance of theainanu
control should not be underestimated. However, a new regime of clospd:on-
trol of the throughput can be fulfilled, but now with the back off as thelalke
manipulator for the operators instead of the throughput. This makes theoffack
(and also the loss) more visual instead of being “baked into” the througigbu
point.

3.9 Conclusion

In this paper, we have shown that “maximum throughput” is an optimal economic
operation policy in many cases. To implement maximum throughput, the key is to
achieve maximum flow through the bottleneck unit(s). However, to achiagfe
ble operation (no constraint violation), is usually necessary to “ba¢kroifn the
optimally active constraints. Back off leads to a lower flow through the bottlene
and an unrecoverable economic loss. This leads to the obvious conctbaton
“throughput maximization requires tight bottleneck control”. However,i@ch

ing tight bottleneck control in practice is not so simple because the throtighpu
manipulator is often located too far away from the bottleneck unit (with a large
effective delaybes) to be effective for reducing the effect of disturbances on the
key bottleneck variables. For example, to significantly reduce the effectist-
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order disturbance (and be able to reduce the back off), we mustedgpix 74/4
wherety is the first-order response times for the disturbance. In practice, the re-
quirementBes < Ty/4 is unlikely to be satisfied unless the TPM is located at the
bottleneck unit. Thus, “tight bottleneck control” (and reducing the baékiof
practice requires that the TPM is located close to the bottleneck unit. This-can e
ther be achieved by moving TPM (which requires reconfiguration of thenitory
control system) or for some plants, to utilize “extra” TPMs such as cress@and
splits (Chapteb). Another alternative is to make use of dynamic degrees of free-
dom (variations in the inventories) as is further discussed in Chdptecreased
throughput can also be achieved by strategies where the back offuseckdn
“calm” periods where there are less disturbances. Possible improvemeasts to
duce back off are listed in Secti@?.



3.A. Estimation of minimum back off 63

3.A Estimation of minimum back off

We here use a controllability analysis for identifying the dynamic control varia
tions. This requires a model of the process together with assumption of the ex
pected frequency and amplitude of the disturbances. Controllability is &yop
that is independent of the detailed controller tuning, but here we assutibitta
tuning are used. The issue here is to estimate the minimum required backwff fro
a model without designing a controller.

3.A.1 Simplified analytic estimation for single-loop contol

Let y denote the controlled active constraint in the bottleneck unit, for which we
want to estimate the expected dynamic variation which is equal to the minimum
back off. Letu denote the manipulated variable (e.g. TPM or a dynamic variable
that affectsy) andd the disturbance. For the linearized systgm Gu+ Gqd,
the closed-loop transfer function from a disturbadde y is (e.g. Skogestad and
Postlethwaite2005

y=(I+GK)1.Gyd =SGd (3.10)

whereG is the process modeK is the feedback controlleg= (I +GK)'1 is the
sensitivity function an@y is the disturbance model. Assume that the disturbances
are sinusoidall(t) = dpsin(wt), and thatdy| is bounded. We consider only scalar
disturbances (i.e. one disturbance at a time). The worst-case amplifigadiak (
output variation as a function of disturbance frequency) ftbtoy then gives the
optimal (minimum) back off, thus

b > brmin = max]y| = max||Sgy|| - |do| (3.11)

where may, 4 |y| represents the effect of the worst-case disturbance over all fre-
guencies and directions and therefore represents the minimum baclotdftivt

A . .
ISall = max|Sg(jw)| = [Sa(j )| (3.12)

whereawy is the worst-case frequency whe&xg;| has its peak. We illustrate the
worst-case amplification from to y with an example.

Example 3.6. Minimum back off for different TPM locations. Consider a pro-

cess with 5 units in series and a fixed bottleneck which is located at the outlet of
the last unit. The objective is to maximize the throughput using single-loagmton

in spite of disturbancesido ds. The disturbances are of equal magnitude, but
d; is located closest to the bottleneck and has therefore the major effect on the
bottleneck. Consider three locations of the TPM:
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Location Location Location
A B c
< from bottleneck flow = from bottleneck flow o

TPMe TPM 2T {51 S

Figure 3.7: The process example with different placements of the TPM veitimre
figuration of inventory loops. Inventory control is in direction of flow dwstream
TPM and in direction opposite to flow upstream TPM. The time constants for eac
unit is displayed together with the effective dead tirBgy) for each location for
the throughput manipulator.

» A: the conventional approach where the TPM is located at the feed,
* B: the TPM is located inside the process,

« C: the recommended approach in this paper where the TPM is located at
the bottleneck.

Each unit is represented by a second order model where the time otssta
(11,T2) are stated in Figure3.7. In addition unitl has a delayd; = 1. The dis-
turbances ¢ to ds enter between the units. This gives the following disturbance
transfer functions (&) from the disturbances (dd,, dz, da, ds) to the bottleneck
flow (y):

j e-91$
i ka il:l (Ti1S+1)(Tizs+ 1)

The disturbance gain is given by knd is here selected tq k= 1. The process
transfer functions &, Gg and G- from the input (TPM at location A, B, or C) are
the same as for the disturbances, except that the process gain is giveariy
here selected to ¥ 2.

The TPM (u) is adjusted using a Pl feedback controller=(iKu, K = K¢(1+
%S)) that controls the bottleneck flow (y) and tuned using the SIMC tuning rules
with T = 30 The resulting sensitivity function S & + GK) for the three
alternatives is showed in Figu®8. Note that the response is much faster with the
TPM located close to the bottleneck (location C).

The minimum back offk, for each disturbancéSg| is displayed as a function
of frequency for the TPM located at feed (A), in the middle (B) and at the bettke

Gy
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Figure 3.8: SensitivityS as a function of frequency for different placement of the
TPM (location A,B and C) in Exampl®.6. S= (I +GK)* andK is a Pl-controller.

(C) in Figure 3.9(a) 3.9(b)and 3.9(c) respectively. Note that a linear scale on
back off b is used since the cost is linear in back off (see Equé3ia)).

With the TPM located at the bottleneck (Figu8e(c), the peak ofSgy| is
reduced significantly, and especially disturbancesalds (upstream the TPM)
have a very small effect on the bottleneck flow. With the TPM placed at tthe fee
(Figure 3.9(a)), all the disturbances have almost the same effect on the bottleneck.
At the worst-case frequency, the peak®dy| is aboutl1.25 which is higher than
the value ofl (because the peak ¢ is Ms = 1.25). Of course, we need to apply
control to avoid steady-state drift, but this indicates that further detuning®f th
controller should be considered (the largey will reduce M), but this will lead
to poorer set point tracking. For the TPM located inside the process stfigg (
ure3.9(b), the peak ofSg;| for d; (the most important disturbance) has almost the
same magnitude as for TPM located at the feed, but the effect of the disteba
do to g5 is reduced.

The peak ofSg;| with TPM located at the bottleneck is reduced from to
0.3 by using a PID-controller instead of a PI. For the two other locations there is
only a very small difference in the peak|8fy| between PI- and PID-controllers.
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(c) TPM at bottleneck (location C) wherg = 36c, Beff = 3

Figure 3.9:|Sg| as a function of frequency; effect of the disturbandeto ds on
the bottleneck flow, for the three different locations of TPM given in ExiaB®.
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% 0 1 2 3 4 5
ws-6 | 0741 0511 0414 0357 0319 0.201
Wpeaks 6 | 1.38 114 1.02 0.947 0.891 0.849
Ms | 313 159 135 125 119 116

Table 3.1: Frequencies for sensitivity functid® &nd robustness margins for dif-
ferentt; using SIMC-settingsi; = %ﬁ T) = Ty, Tp = Tp) in the PID-controller.

In practice, Pl-controllers are more common to use than PID since therlatte
sensitive to noise and therefore a Pl-controller is used here.

Worst-case frequency

The minimum back off for a given disturbance is given|&a||. = Sgi( ] wwc),
but what is the worst-case frequency (peak frequengyp It is difficult to know
wwc beforehand, but typically the peak frequency Bgy| is located around the
closed-loop bandwidth frequency. Thus, two interesting frequencéetha peak
frequency foS defined asS( j wpeakg| = Max, |S(jw)| = Ms, and the frequency
ws defined agS(jws)| = 1. Using these two specific frequencies we have

: |Sai(jws)| - |do| = |ga(jews)| - |dol
bmin > IS |dg| > . h
min = |SGi(j e - °'—{ 1Sas(joopears] - Ido| = Ms. |Ga(jwpeas)] - ol
(3.13)

These two lower bounds on the minimum back off are fairly tight for a firdeor
model ofgq. For a disturbance modg}, of higher order, general rules for estimat-
ing the minimum back ofbyin = max, ||SGy||« is difficult to state. For example,
agq of high order will roll off quickly at higher frequencies ards and wpeaks
may not represent the worst-case frequencies.

Nevertheless, the two frequencies will always provide a lower boumdt, s
is interesting to estimatex and wpeaks Table3.1 gives the peak ofS| (= M)
and the frequenciess and wyeaksfor a first-order process with time deldg; =
ke 98/ (115+ 1), controlled with a PI-controller using the SIMC-tunings ruliss £
%ﬁ, Ty = T1) as a function of the tuning parametey (the closed-loop time
constant). The same values apply to a second order with time delay pretags d
(G2 = €95/((118+1)(125+ 1)) controlled with a PID-controller if we select the
derivative timetp = 1. In both cases the closed-loop transfer function becomes

-Bs
L=GC= (rce+6)s'




68 Throughput maximization requires tight bottleneck control

Selection of the tuning variablet,

The sensitivity function depends on the controller turfhghat is, the closed-loop
time constant.. Here we want to state some recommendations for selection of
in our further development of an assumption of minimum back off.

1. We want to minimizg|SGyl|» to minimize the back off. This leads to se-
lecting a smallt; to reject “easy” disturbances upstream the inp(tight
control) and a large to reject “difficult” disturbances after the input
(leads toMg small).

2. For robustness we wafi§||.. = Ms < 1.6, which impliest. > 6 approxi-
mately, see Tabl8.1

3. We want to minimizea, to have fast set point tracking.

To make some more specific recommendations of wihahould be, consider the
disturbance break frequenayy defined as

1
Wod = — (3.14)
Td
wherety is the largest disturbance time constangdn In other words g is the
frequency where the disturbance gain starts dropping. Consider sgs:.ca

Case 1: ‘'Difficult” (“fast”) disturbances with wyq > ws. Here,|gq| is “flat”

at the frequencyws (and approximately “flat” atupeak9, SO the use of feedback
will give worse response than with no control at some frequenciesibe(® has

an unavoidable peak at the resonance frequeggyks This leads to the worst-
case frequencyiye ~ Wpeaks and we havei Sg||. ~ Ms|dd( j Wpeakg| - |do| =~ Ms:
Kq|do|. To reduceMs we wantt. large (but on the other hand we wagtsmall for

set point trackingys)). In summary, a steady-state analysis is sufficient for back
off estimation and we haven,in ~ Ms- kq|do| whereky = gq4(0) is the steady-state
disturbance gain. To minimizds we wantt. large.

Case 2: “Easy” (“slow”) disturbance with whq < ws. In this caseuwq is approx-
imately the worst-case frequency beca{8e~ £ increases linearly withw in a
log-log plot in the frequency region up tos (Skogestad and Postlethwaig905
and|gg| ~ kg up to wyg. In summarypmin ~ [Sai(j twha)| =~ kd% and we wantos
as large as possible for disturbance rejection, which correspordsiaall.

In the above case definition®g is used to determine the disturbance case and
hence decide the tuning parameter However,ws depends on the selection of
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T.. From Table3.1a relation betweens, 8 and 1. are given, and we can stad®

approximately
1

.+6
From the arguments above, we can suggest a “rule of thumb” for selexdtign

Ws ~ (3.15)

36, fo L oor 26
rcz{ » 107 Ghd > 2 OT Td < (3.16)

6, for wng < 45 OF Tg > 46

The choice oft. = 30 is a trade-off between disturbance rejection and set point
trajectory: we want to minimize. to track set points, but at the same time we want
to maximizer, to reduceMs. The choicer, = 30 givesMs ~ 1.25 (see Tabl&.1),

so the use of feedback gives 25% extra back off.

The recommendations in Equatia®.16) do not state a selection @f in the
intermediate range@< 14 < 46. The disturbances withy > 40 are “slow” dis-
turbances and the control system are able to reject them fairly goody o6
the disturbances are fast and here the control is poorer for distelrajection
than no control because of the peak$f In the intermediate range should be
increased fron® up to 3.

Summary of simplified analytic estimation of back off

The minimum back ofbnin is given by Equation3.11). The frequenciesss and
Wpeaksare expressed b§ andt in Table3.1, and the recommendations forare
given in Equation3.16). In the idealized case we assume tlﬁgat: (hg and that
Oq is approximately “flat” at frequencies belouy,y. In addition, we assume that
|S ~ % betweenws and wpeaks iN other words, the slope ¢§ is approximately
+1 in the given range. Then the location of the peak frequency and theitondgn
of the necessary back off can be summarized as:

For “difficult” disturbance withtg < 26 : Wy ~ Wpeaks
Bmin ~ Ms- kd’d0’ (3-17)
1
Tg
20
Brmin ~ T Ka|do| < kg|do| (3.18)

For “easy” disturbance withtg > 46 :  wyc~

To conclude the estimation of back off, we see from Equatdohd and 3.18
that control is helpful fory > 46.¢. Otherwise the back off is given by steady-state
disturbance effect.
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To illustrate the estimation of back off, consider the introductory example.
Example 3.6 (continued). Minimum back off for different TPM locations.The
necessary back off for the “difficult” disturbance ¢ifficult because it is located
close to the bottleneck) is calculated using Tekfeand Equationg3.17)-(3.18).
The tuning variable is selected tg = 36 for all three TPM locations. The distur-
bance time constant fords 74 = 8 or equivalentw,q = 0.125. The calculated fre-
guencies and minimum back off are compared with the observed onalsl@BT2
Note that location C witlBe¢ = 3 is in the intermediate rang26 < 14 < 46 and
it is not clear if Equation(3.17) or (3.18 should be used. Here Equati¢B.18
is selected since the disturbances have started to roll off and a stationatysss
will be less correct.

Location A (B¢ = 87) Ws | Wpeaks| Wwc | DBmin
Estimated| Tab.3.1, Eq. 3.17 | 0.004| 0.011 | 0.011| 1.25
Observed Fig. 3.9(a) 0.004| 0.010 | 0.010/| 1.23
Location B (Bett = 39) Ws Wpeaks | Wwe | Bmin
Estimated| Tab.3.1, Eq. 3.17 | 0.009| 0.024 | 0.024| 1.25
Observed Figure3.9(b) 0.009| 0.022 | 0.021| 1.22
Location C (Bett = 3) Ws Wpeaks | Wwe | Bmin
Estimated| Tab.3.1, Eq. 3.18 | 0.12 | 0.32 | 0.13 | 0.75
Observed Figure3.9(c) 0.11 | 0.22 | 0.12 | 0.70

Table 3.2: Estimated and observed frequenai@sdpeaksandwyc) and minimum
back off pmin) to account for disturbanady (with 74 = 8) from Example3.6. The
frequencies and back off are estimated by using T8ble Equation 8.17) and
(3.18. The observations are from FiguBeo.

We see thatvyeaksprovides a good estimate of the worst-case frequency for
processes with long effective time dethflocation A and B) wherea®,q provides
a good estimate for the worst-case frequency for processes with a stemtive
time delay6 (location C). For the back off calculation, Mkq|do| gives a good
estimate for long effective time delay. For a short effective time dldne back
off estimate is also good. However, by using the estimated frequengyirgtead
of the approximation ofus ~ %, the estimated minimum back off becomes larger
than the observed minimum back off, since the disturbance has startabidfs (it
is not really a “fast” disturbance but an “intermediate”). Note that the locatiof
the peak tdSgj| moves fromwpeakstowardsaw,g with smaller effective time delay
between TPM and bottleneck. To move the TPM from location A to location B has
very little effect in terms of reducing minimum back off. The disturbaneest#
fast compared to the closed-loop response and control is not helpfuéjixting
the major disturbance.
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Assume that it is possible (and preferable in terms of costs) to increase the
hold-up between the inlet of the plant and the middle of the plant (refer ttdoca
A and B in Example.6). To evaluate the effect of larger holdups between location
A and B in terms of minimum back off, consider a new example.

Example 3.7. Minimum back off in a process with large hold-up volume€&€on-
sider the same process string as in Exant& but now with significantly larger
hold-up volumes in unit and2. The bottleneck flow (y) is considered fixed at the
outlet of the last unit. The time constants for each unit are displayed in Bable

Unit | 71 [P
1 | 200 100
2 50 | 50
3 16 | 8
4 20 | 10
5 8 1

Table 3.3: Time constants and1, for the units in Exampl&.7.

The minimum back offly, for each disturbancéSg;| is displayed as a function
of frequency for the TPM located at feed (A), in the middle (B) and at the bettke
(C) in Figure 3.10, With the TPM located at the bottleneck (Figudd0(c), the
peak of|Sgy| is reduced significantly compare to when the TPM is located in A
and B. For TPM located in A an B there is almost no difference for the worst
disturbance ¢, but the effect of the disturbancestd ds is reduced when TPM is
moved from location A to B.

By using Table8.1together with Equatiori3.17) and (3.18), the frequencies
Ws, Wpeaksand wy, are estimated together with minimum back off. The observed
and the estimated frequencies and back off are compared in Babl&lere loca-
tion A and B is in the area for steady-state analysig< 20). For location C the
worst disturbance dis fast compared to the closed-loop resporigex 40).

We see thatvyeaksprovides a good estimate of the worst-case frequency for
processes with long effective time detaflocation A and B) whereas,q provides
a good estimate for the worst-case frequency for processes with a dfemtive
time delay8 (location C). For the back off calculation, MKkq|do| gives a good
estimate for long effective time delay. For location C the worst-case disturlisince
categorized as “easy” and here the estimate is lower than the observechorn
back off. However, by using the estimated frequenaysahstead of the approxi-
mation ofws ~ %, the estimated minimum back off becomes slightly larger than
the observed back off. Note that even though the difference in effectesdeiay
between location A and B is now much larger than in Exam3pbethe minimum
back off is almost the same. The effective time delay with TPM at location B is still
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(c) TPM at bottleneck (location C) wherg = 30, Bef = 1.5

Figure 3.10:Sg| as a function of frequency; effect of the disturbande® ds on
the bottleneck flow, for the three different locations of TPM given in ExiaBy.
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Location | A (Ber = 214) Ws | Wpeaks| @Wwc | bmin
Estimated| Tab.3.1, Eq. 3.17) | 0.0017| 0.0044| 0.0044| 1.25
Observed Fig. 3.9(a) 0.0017| 0.0040| 0.0040| 1.26
Location B (Bett = 36) wWs Wpeaks | Wwe | Bmin
Estimated| Tab.3.1, Eq. @3.17 | 0.010 | 0.026 | 0.026 | 1.25
Observed Figure3.9(b) 0.010 | 0.024 | 0.023 | 1.22
Location C (Bet = 1.5) Ws Wpeaks |  Wwe Bmin
Estimated| Tab.3.1, Eq. 3.18 | 0.24 0.62 0.13 | 0.38
Observed Figure3.9(c) 0.22 0.48 0.18 | 0.49

Table 3.4: Estimated and observed frequenai@s @peaksandwyc) and the mini-
mum back off bmin) to account for disturbanagy (with 74 = 8) from Example3.7.

The frequencies and back off are estimated by using Tath&quation 8.17) and
(3.18. The observations are from FiguselQ

large compared to the most important disturbance time constants, so ansttio
analysis is still valid.

3.A.2 Mathematical approach

A mathematical approach to estimate the necessary back off is treated by e.g.
Perkins and coauthorilarrawayet al., 1991, Narraway and Perkind 993 1994
Heathet al,, 1996 Loeblein and Perkinsl998 1999 and Romagnoli and coau-
thors Bandoniet al,, 1994 Bahriet al, 1996 Figueroaet al., 1996.

Narrawayet al. (1997 present a method to assess the impact of disturbances on
plant economics. Their approach is to perform an economic evaluatioe ottt
essary back off (dynamic economics) to select the control structuirtn@pathat
minimize the economic impact of disturbances on the process economics. They
consider so-called stationary disturbances that are fast disturbahagdsdo not
change the steady-state optimum but requires back off since theytafegize of
the dynamic operating region. The analysis is performed to a linearizeddylant
namic model with assumption of perfect control to the chosen control olgscti

Narraway and Perkind 993 presents a modification of the method proposed
in Narrawayet al. (1991 for thea priori assessment of the effect of disturbances
on the economics, in addition to a branch and bound algorithm for the choice
of control structure based on the economic criteria. FurtHegthet al. (1996
modifies the method by using multiloop PI structures tuned by Ziegler Nichols
gains/resets instead of the assumption of perfect control in the contuotisi
selection algorithm.
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Loeblein and Perkingl999 integrate dynamic economics and average devi-
ation from optimum in order to obtain a unified measure for the economic per-
formance by adding the back off from the dynamic economics and fromagee
deviation from optimum. Regulatory back off is evaluated using the uncamstra
MPC law with QP algorithm for a stochastic description of disturbances. This
leads to a quadratic program which can be solved analytically since thealnequ
ity constraints on the input variables are neglected during the back otflaadm.

The statistical variation of the variables to which constraint are to be applikd is
scribed by a density function of a Gaussian distribution with zero mean awvakn
covariance. The regulatory back off is described with a probability tregesified
a priori.

To find the necessary back off by using a detailed model based appisac
unrealistic to solve exact for real systems. It requires a dynamic modleof
plant together with disturbance characteristics, where the information is limited,
especially prior to plant operation. In addition, the variations in the controlled
variables are dependent on the regulatory control structure and @sptars and
the use of advanced process control (e.g. MPC).



Chapter 4

Dynamic degrees of freedom for
tighter bottleneck control

4.1

In many cases, prices and market conditions are such that optimal opesdtie
same as maximizing plant throughput. In this case, the optimum lies at constraint,
and in order to maximize throughput, the flow through the bottleneck(s) should
be at its maximum all times (Chapt8). If the actual flow through the bottle-
neck is not at its maximum at any given time, then this gives a loss in production
that can never be recovered (sometimes referred to as a "lost opipgitunight
bottleneck control is therefore important for maximizing throughput aneawgp

Manuscript in preparation

In many cases, optimal operation for a plant is the same asnmax

throughput. To realize maximum throughput, tight contrbtte bot-

tleneck unit(s) is necessary. Dynamic degrees of freedonbeaused
to obtain tighter bottleneck control. Here, “dynamic” meahat the
variable has have no steady-state effect on the plant aperike most
inventories. However, by temporarily changing the upstréavento-

ries, the flow through the bottleneck can be changed dyndigizad

this can increase the throughput. A simple structure is &ausingle-
loop bottleneck controller that adjusts the feed flow, carediwith ratio
controllers that adjust the dynamic degrees of freedom. degeees of
freedom manipulated by the ratio controllers can be a bipstadent of
the inventory controller output or the inventory controket point. An-
other possible structure for dynamic degrees of freedomuigvariable

control (MPC), which can also be used for bottlenecks thatentue to
disturbances.

Introduction

75
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losses.

In existing plants, the most common approach for controlling the throughput
is to set the feed flow at the inlet of the plant and use inventory control in the
direction of flow Priceet al, 1994. One important reason for this is probably
that most of the control structure decisions are done at the design b&igee(the
plant is built), where feed rate is usually fixeé8kipgestad2004). However, tight
bottleneck control requires that the throughput manipulator (TPM) is |dchbse
to the bottleneck $kogestad2004). The term “close to the bottleneck” means
that there is a short effective delay from the input (TPM) to the outpattlémeck
flow).

However, it is not always desirable (or even possible) to locate the TR a
bottleneck. First, if the TPM is moved, the inventory loops must be recofipior
ensure self-consistency (Chap®r Second, there may be dynamical reasons for
avoiding a so-called on-demand control structure with inventory conpbsite
the direction of flow. Luyben (1999 points out several inherent dynamic dis-
advantages with the on-demand structure, including propagation of disteb,
dynamic lags, process time constants and interactions. Third, if a bottleheck(
moves in the plant due to disturbances, then single-loop control reqeimEsaf
tion of TPM and reconfiguration of inventory loops. Thus, in practiceisrmdten
left with a fixed throughput manipulator, usually the feed rate. In manyscése
bottleneck unit(s) is located at some distance from the feed rate locatior, sinc
most plants have some pretreatment of its raw material before it enters the “main
process units”. Unfortunately, this usually leads to a large effectiveydiang
loop”) because the bottleneck is usually located inside the plant and tight-bottle
neck control may be difficult. This leads to a large economic loss because of
large required back off from the bottleneck constraints.

With the TPM fixed, for example at the feed, one needs to introduce additiona
degrees of freedom reduce the back off. These are:

1. For some larger plants: Crossovers, splits
2. More generally: Dynamic degrees of freedom, like inventories

In larger plants, there often exist parallel trains with crossovers or §@itgeen
them. This are “extra” degrees of freedom that usually cannot be etbdig a
single unit, but affects the network flow. These degrees of freedmuldtoe
utilized to obtain maximum throughput. With dynamic degrees of freedom we
mean manipulated variables (or combinations thereof) with no steady-stde eff
The most common examples are liquid levels and buffer tank levels. Note that
some liquid levels do have a steady-state effect, like the level in a non-eguribr
liquid phase reactor.
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A buffer tank (surge tank) is a unit where the holdup (volume) is exploited to
provide improved operatiorF@anes and Skogest&D03. One possibility is to
change the holdup volume to make temporary flow rate changes in the damstre
unit (assuming inventory control in direction of flow) that give tighter botlsn
control. The cost is that the inventory itself will be less tightly controlled. How-
ever, in many cases, inventory needs only to be kept within a given eardygght
set point control is not needed.

Faanes and Skogest§200Q 2003 applied control theory to the design of
buffer tanks, including deciding on the number of tanks and tank volumes, to
dampen the fast (i.e., high-frequency) disturbances, which cannuarmied by
the feedback control system. In this paper, the issue is to use the boiffienes to
introduce dynamic flow rate changes. One possibility is to manipulate the buffer
level set points. An alternative is to change directly the flow (or bias otraciber
output). In both cases the idea is to exploit the available buffer volume. Bygdo
this, a shorter effective delay from input to the bottleneck is obtained andeh
tighter bottleneck control is possible.

Supply chains are sometimes modelled as continuous processSslandrtz
et al. (2009 study decision policies for inventory management in supply chains by
simulation. To improve the financial benefi@hwartzet al. use the inventory set
points for intermediate storage subject to maintaining satisfactory perfoenmdinc
the supply chain. Note that this is different from the approach in this papere
the main objective is to maintain the flow through the bottleneck.

In this paper, cases with a single fixed bottleneck are considered. We stud
three control structure alternatives:

1. Single-loop control where the TPM (feed flow) is manipulated without the
use of dynamic degrees of freedom (more about this in Ch&pter

2. Single-loop with addition of ratio control for the dynamic degrees of-free
dom to shorten the effective delay (this chapter).

3. Model predictive control (MPC) with the use of dynamic degrees ex-fr
dom. MPC can also be used for moving bottlenecks, where the use of
crossovers and splits are included (more about this in Chajpter

The organization is as follows. Sectidn2 explains shortly how to include
dynamic degrees of freedom using either single-loop control with ratitraoor
using a multivariable controller. The use of dynamic degrees of freedotighter
bottleneck control is demonstrated by an example in SedtidnTransfer func-
tions are developed for the single-loop with ratio control structure in Sedtibn
and these functions are further used to find the required buffer takneofor
disturbances in Sectioh5. A discussion follows in SectioA.6 before the paper
is concluded in Sectiod.7.
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4.2 Alternative strategies for bottleneck control

Assume that the objective is to control (maximize) the bottleneck flow and that
the feed rate is available as a degree for freedom (throughput manipdigtd).
Figure4.1 shows four ways of achieving this using simple control structures. The
inventory of the individual units is controlled using local inventory contrsl{@C)

in the direction of flow.

Traditionally, the bottleneck flow is adjusted manually by the operators setting
the feed rate based on information about the plant operation and exqe(Eg-
ure4.1(a). However, careful attention by the operators is required in orderdp ke
the bottleneck flow close to its maximum at all times, so we want to use feed back
control.

Alternative 1: Single-loop control. (Figure4.1(b)

The simplest is to use single-loop control where the feed rate is manipulated to
keep the bottleneck flow close to its maximum. However, there is often a large
effective delay from the feed flow (input) to the bottleneck flow (output)tight
control of the bottleneck flow is not possible because of disturbances.

Alternative 2: Move TPM to bottleneck and let feed control “lost task”. (Fig-
ure4.1(c)

The bottleneck flow is set directly at its maximum, which corresponds to mov-
ing the throughput manipulator to the bottleneck. The inventory loops are not
reconfigured, so the feed rate now needs to take over the “lost tasidnmfol-

ling the inventory upstream the bottleneck. In this case, tight bottleneckotontr
is achieved, but inventory control may be poor, leading to possibly emptying
overflowing the tank because of a large effective delay from the fead(fhput)

to the upstream inventory (output).

Alternative 3: Reconfigure inventory control. (Figure4.1(d)

The TPM is moved to the bottleneck and all the upstream inventory loops are
reconfigured so that inventory control is in the opposite direction of flovthis
case, both tight bottleneck control and good inventory control may bieaszh
However, the reconfiguration of inventory loops is usually very undbkdrfrom

a practical point of view.

In summary, none of these alternatives are desirable. To improve cantiol
keep the flow through the bottleneck closer to its maximum at all times, one needs
additional degrees of freedom, and the only ones that are normally deaitathe
inventories (holdups) in the buffer tanks, which can be used to makerdgil@w
changes. The word "dynamic” is used because most inventories hasteawty-
state effect on the plant operation. The main idea is as follows: To charge th
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(a) Traditional configuration (manual control)
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(b) Alternativel: Single-loop control where feed rate controls bottleneck flow (largecatfe de-
lay).

Bottleneck unit

(c) Alternative2: Throughput manipulator to bottleneck without reconfiguration of invgritmops
direction (in other units). Feed rate controls “lost task”, in this case th&#agm inventory (large

effective delay).
@ 0B.s = 0B,max
- - -
1
©1 (©O1 (O
| 1 | !

S e e

Bottleneck unit
(d) Alternative3: Throughput manipulator moved to bottleneck with reconfiguration ofritony
loops (not desirable).

Figure 4.1: Simple control structures for maximizing bottleneck flow. IC stands
for inventory controller (e.g. level controller).
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flow through the bottleneck, for example, to increase it, we temporarily eetihec
inventory in the upstream buffer tank. However, this inventory need® tkept
within bounds, so if we want to increase the bottleneck flow permanentlyee n
to increase the flow into this part of the process and so on, all the waytbao&
feed (throughput manipulator). The simplest approach is to make a cepstein
where all flows upstream of the bottleneck are increased simultaneousheby
same relative amount. The idea is illustrated in Figug

Alternative 1D: Single-loop with ratio control. (Figure4.2(a)

The idea is to control the bottleneck flow by simultaneously changing all the flow
upstream of the bottleneck by the same relative amount. However, degesdin
how fast the flow changes propagate through the individual units, tecflange
may only be temporarily (dynamic) because of the action of the inventory con-
trollers. Also note that the feed flow is the only degree of freedom thathas
steady-state effect on the bottleneck flow. The strategy may also be vaswvad
“ratio feedforward controller” from the feed flow to the downstream #ow

Alternative 2D: Move TPM to bottleneck and add ratio control to “lost task”.
(Figure4.2(b)
The use of ratio control is the same as for Alternatiize

Alternative 4: Multivariable controller. (Figure4.2(c)

A multivariable controller (e.g. MPC) uses the feed rate and the inventanies (
ventory controller set point or directly manipulating the valve) as manipulatad v
ables (MVs). The controlled variables (CVs) are the bottleneck flow arehiory
constraints.

In this paper we focus on AlternativiD. To understand how the “ratio con-
trol” works, we consider the inventory control of the individual buffank. The
feedback inventory controller (IC) can be written

q=K(s)(I —1s)+ 0o (4.1)

wherel is the inventory andi is its set pointg s the flow (output from controller),

Qo is the flow bias term in the controller. The feedback controké¢s) has a
negative sign ifg is an inflow and a positive sign i is an outflow. Now, to
introduce the inventory as a degree of freedom one can either adjustémtory

set point (s) or adjust the biasgp). The most obvious is to adjust the inventory set
pointlg, but it is more direct in terms of flow changes to adjust the bias. Actually,
the two approaches are not very different, because a chamgean equivalently

be implemented as a set point change by chodsirg—qo/K(Ss).
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Bottleneck unit

(a) AlternativelD: Feed rate controls bottleneck flow with use of inventories as additiomardic
degrees of freedom (here shown using a “bias” adjustment of thefftoaveach unit).

. @q_s,§=qs,max

Bottleneck unit

(b) Alternative 2D: Throughput manipulator moved without reconfiguration of inventogps.
Feed rate controls lost task, in this case the upstream inventory (lasgivedfdelay) and inven-
tories are used as dynamic degrees of freedom.

MPC M CV M TV MY TTTEV T MY T ey JBs = dBimax

v - ) 4

Bottleneck unit

(c) Alternative4: Multivariable control structure (e.g. MPC) where the feed rate andniory
controller set points are MVs.

Figure 4.2: Structures for controlling bottleneck flows with use of invergaae
dynamic degrees of freedom. No reconfiguration of inventory loop<titre
Alternative 1D is studied in this paper. IC stands for inventory controller (e.g.
level controller) and is constant gain (ratio controller).
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In this paper, we choose to use the higss the dynamic degree of freedom
for ratio control. We use

0o = K{OF (4.2)

whereK; is the nominal ratio between the flayused for inventory control) and
the feed flonge. The overall IC then becomes

q=K(s)(l —1ls) +K/ge (4.3)

The important point to note is that there are no dynamids;inThis means that
all the flowsq are changed simultaneously whgnchanges. This is not generally
optimal, but it is the simplest and is used in this paper.

Remark. An alternative implementation of the bias ratio adjustménto use a “true”
nonlinear ratio controller

q=KrOF (4.4)

where the ratid; is adjusted by the inventory controller in a cascade manner

Ke =K(s)(I —1s) (4.5)
Linearizing 4.4) and 4.5
Aq = K[ Agr + Qe AK, (4.6)
AKS =K/(s)(1 —Is) 4.7)
and combining, yields
Aq = geK'(s)(1 —Is) + K7 Age (4.8)

which is identical to4.3), except for a gain change in the level controles) = q:K'(s).

4.3 Introductory example

The example given below illustrates how tight bottleneck control can be @otain
by use of dynamic degrees of freedom.

Example 4.1. Four distillation columns in series. Consider four distillation
columns in series, as shown in Figute8. The four columns represent the liquid
fraction part of a gas processing plant and consist of a deethanizkapeopanizer,

a debutanizer and a butane splitter. Assume that the butane splitter (thenigst u
has the lowest processing capacity and is therefore the bottleneck urtiheubdt-
tleneck is fixed to this location. The throughput is manipulated at the feed to the
first column. The idea is to use the column inventories (sump or corndgnse
holdup) as dynamic degrees of freedom to obtain tighter bottleneck coiiinel.
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distillation column models are based on “Column A” 8kogestad and Postleth-
waite (1996 and implemented in Matlab/Simulink. Each of the four columns is
modelled as multicomponent distillation with one feed and two products, canstan
relative volatilities, no vapor hold-up, constant molar flows, total condeasd
the liquid flow dynamics are modelled by Francis weir formula. The colursas u
the “LV-configuration” where distillate (D) and bottoms flow (B) are usedifo
ventory control (M and Ms). To stabilize the column profile, all columns have
temperature control in the bottom section (one-point composition contyatdo
nipulating the boilup.

Four different control structures for maximizing throughput are tested:

1. Manual. Traditional (manual) control of the throughput.

2. Single-loop Single-loop control where the bottleneck flow is controlled us-
ing the feed rate (Alternativiin Sectiord.2).

3. Single-loop with ratia Use of the inventories (dynamic degrees of freedom)
upstream the bottleneck by adding biasg)(p the inventory controller out-
puts (AlternativelD in Sectioré.2).

4. Multivariable. MPC with the feed rate set point and the inventory set points
as MVs and the bottleneck flow and level constraints as CVs (Alterr&tive
in Sectiord.2).

The column inventories pand Mg are controlled with smoothly tuned P-
controllers. The temperature controllers (TC) have SIMC PI-tuniBgogestad
2003 with 1 = 0.5 min. The TCs and ICs tunings are identical in all four con-
trol structures. For manual control, we assume a skilled operator thigist the
feed rate equal to the desired bottleneck flow by the set point changeevdow
we assume that the operator does not notice the unmeasured distarbadamo
adjustment is therefore done. For the single-loop control structure, ttigebeck
flow controller (FC) is tuned with SIMC tunings witl = 36, as recommended
for smooth tuning$kogestad2006), that is K; = 2.7 and 7, = 62min. In this case
we want smooth tuning to avoid overshoot and “aggressive” use of tdtevalve.

For the single-loop control with ratio (bias) adjustment (Alternatih®), the
bottleneck flow controller is tuned tight with a short integral timeg ¢0.5 and
1) = 0.3 min), which are typical FC tuning parameters. The controller is tuned
as almost a pure integrator because actuator and flow dynamics araclated,
so in the simulation there are no delay between the level controller outputand
bottleneck flow.

In the multivariable structure (Alternativ4), the FC is omitted and the MPC
implement the controller output directly. The built-in MPC toolbox in Matlab is
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used and tuned with low penalty on the use of inventories (MV moves) amd hig
penalty on deviation from bottleneck flow set point (CV set point).

The four control structures are evaluated in terms of how tightly the bottlkenec
flow (gg) is controlled in spite of disturbances. Two disturbances are considered

* Att=10: 5% increase in bottleneck flow set poing ).

o Att =210 8% decrease in the feed rate to the deethanize).(@he net
feed flow is @ = gru + Or 4, Where @ is the flow contribution from the
controller (initially qrg = 0 and &= = gry = 100, but then ¢4 = —8 at
t =210.

The resulting bottleneck flowsggand the net feed flows £ are displayed
in Figure 4.4. The inventories used as dynamic degrees of freedom (deethanizer
Mg, depropanizer M and debutanizer M) are displayed in Figuret.5. The first
observation is that we have significant tighter bottleneck control whergusin
ventories as dynamic degrees of freedom. The feed valve usag@aindehange
(t = 10 min) is almost equal for the single-loop case and MPC and the difference
in bottleneck control becomes clear. The bottleneck flow has actually algligh
response in the case for single-loop control (“long loop”) compare tonoed
control. This is due to the long effective delay. A faster response is podsible,
instance with with tuning. = 6, but in this case the overshoot in feed valve is the
same as for single-loop with ratio and it takes a longer time before the bottleneck
flow settles.

The steady-state offset in the inventories follows because we use Ptoontro
the inventories. This is most visible using AlternatliZzbecause the linear bias
adjustment gives a steady-state offset. In the single-loop case, the iwghiave
less deviation for a feed rate disturbance because the temperature canpraie
vides indirect inventory controlSkogestad?007).

In summary, we can operate closer to the capacity constraint of the dutan
splitter (reduce the back off) and hence increase the throughput winesinmdc
degrees of freedom are used (Alternatifzand4).

4.4 Single-loop with ratio control

In this section, Alternativ&D (Sectiord.2) is analyzed in more detail. To make the
control structure in Figuré.2(a)clearer, consider a similar structure, which consist
of a process unit®) followed by a buffer tank@y), as displayed in Figuré.6.

The outflowqgg from the buffer tank is assumed to be the bottleneck flow that
should be tightly controlled. Howevegg cannot be set freely because it is already
used for level control. To improve the dynamic response, we add a brasjter
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Figure 4.6: Example of single-loop control with a linear bias adjustment added
the level controller output.

which is set in proportion to the net feed flayg, computed by the bottleneck
controller. This single-loop with static ratio control structure can be viewsed a
feedforward control combined with feedback, where the flows in dowash units
are increased proportionally to the feed rgt¢e This idea is also used sometimes
by skilled operators, e.g. during start-up of a plant. We will now analyze this
simple system in more detail.

The mass balance for the holdup voluvheassuming constant density, is given
by the inflowagy and the outflowgg and yields

dv

T Gv — OB (4.9)

Upon taking the Laplace transform and introducing deviation variableggetve

V(s) = %(qv —0Og) (4.10)

Thus, the transfer function for the buffer tank3g(s) = % Next, assume that the
inlet flow to the buffer volumey, is given by

ov = G(s) - OF (4.11)

whereG is the process transfer function for the upstream process betweeaethe f
and the buffer volume. The net feed flaw is defined as

OF =0ru+0rd (4.12)

whereqg is the flow contribution from the bottleneck (flow) controller ampek
is an unmeasured disturbance in the flow. The bottleneck flow is given lhg\ikle
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Figure 4.7: Corresponding block diagram of Figdré qq (bias) and/s (inventory
set point) are the dynamic degrees of freedom for control of the bot#eihmy

Os-

controller with transfer functioky (s) plus the ratio (bias) contributiogp,
Os = Kv (S) (V —Vs) +0Jo (4.13)

whereVs is the set point for the inventory volume. Note that we want the level con-
troller to be a “slow” (averaging) level controller, because otherwisexmoita-

tion of the holdup volume can be obtained. In most cases, we use a propértio
only controller, wher&y (s) = 1/1y (a constant). Typically, to be able to exploit
all the volume,ry the nominal residence tim¥ () of a half-full tank Skogestad
20086.

To make the control structure in Figudes clearer, consider the corresponding
block diagram in Figurd.7. The blockKg is the bottleneck flow controller (FC in
Figure4.6), Ky is the level controller (LC in Figurd.6) andK; is the ratio (bias)
controller. The blociGy gives the closed-loop transfer function fragnto gg and
consists of the buffer volume plus the level controller. This block also et
dynamic degrees for bottleneck control as inputs, naivieindqo.

Without active bottleneck control

Without the bottleneck control activg = 0, and we get from the block diagram
(by e.g. using the MIMO-ruleSkogestad and Postlethwaig905 p.68))

KvGyG 1 Kv

A I SN ANy 4.14
=1 ke Frirke * 11kG, (4.14)
GyG Gy Ky Gy
A P PN A Y 4.15
1:KGy F i1k T 1xk,G (4.15)
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IntroducingGy (s) = 1/sgives

KvG S Kvs
_ , o V. 4.16
=ik Flsrry P sk, (4.16)
G 1 Kv
V = O — : V, 4.17
stk Frsiky ©reik .17

The steady-state effect is obtained by setsrg 0. Thus, we note, as expected,
that onlygr has a steady-state effect on the bottleneck figw

For the further equation development, we assume that the pré¢esss first-
order with gainkK; and time constart

Kr

G= 4.18
Tos+1 ( )
We then assume that the level controller is a P-controller
1
Ky & = (4.19)
Ty

andty = |AVimax /|Ago| (Skogestad2006 Eq.25) whereAqp| is the change in the
flow of magnitude andAViay is the maximum allowed change in volume. Let
Tiank denote the time it would take for the tank volume to exceed its allowed bound
(i.e., for the volume to change Wnay in response to a maximum flow increase
of magnitudeAqp for the case with no control. With the assumption of a nominal
half full tank, Tiank is equal to the tank residence tinteyw = Tv .

Now, Equations4.16) and @.17) become:

K TvS S
- - Go— V, 4.20
e (Tos+1)(Tys+1) st o nsr1 (4.20)
KrTV Ty 1
= O — : V. 4.21
(TOS+ 1)(Tvs+ 1) 4 ws+1 Go+ ws+1 S ( )

The effective delay fronge to gg in this simple case is, using the half rufgkp-
gestad 2003, B = min(%, ). From Equation4.20 and @.21), the blockGy
in Figure4.7is summarized in Tablé.1

Response with "perfect” bias adjustment (ratio controller)

We assume “perfect” static bias adjustment where a feed change is acdwdplis
by a corresponding relative change in downstream flows. This qgunels to the
static bias adjustment

0o = KrOru (4.22)
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Qv Jdo Vs
! ! |
1 S —s
Tystl | Tystl | tys+d | 9B
Ty —Ty 1 v
TyS+1 | Tys+l | ysrl |

Table 4.1: BlockGy in Figure4.7with G(s) = 1/sandKy = 1/Ty.

wherekK; is the steady-state ratig/qgr . If there are no flow splits or junctions
between the feed rate and bottleneck unit, tkee= 1. We now want to study the
effect of adding the bias ratio adjustment. We assume that the inventorgiset p
is constantVs = 0). Then, from Equatior4(20, the effect ofgr, andgr g on the
bottleneck flowgg is

1+ 1ys(tos+1) K. . K.
qB_(er+1)(ros+1) r+GFu (tys+1)(Tos+1) - Grd (4.23)

= Ngggey (S) * AFu+ Ngagrq (S) - AF d

Note that there is a “direct effect” frome, to s, because of the bias from the
static ratio controller. Thus, the effective delay fro, to gg is zero and “per-
fect” control ofqgg is in theory possible. However, one must take into account the
variations ingr, and the volume (level) constraints.

Similarly, from Equation 4.21), the effect ofgr, and grg on the volume
(level)V is

—TplyS Ty

V = K- +
(vstD(rs+ 1) U st (st 1

7 Kr - OFd (4.24)

Response with “perfect” bottleneck flow controller

To study the variations in volume (level), assume a “perfect” bottleneck ftow c
troller Kg that givesgs = ggs at all times. This assumption requires the fastest
variations in the manipulated input and should give the worst-case variation in
inventory {).

Settinggs = gg s (perfect bottleneck control), the change in the feed rate we
find from 4.23 is:

1 h
Oru = o OBs— hquF‘d “OF.d
O8OF,u OBOF.u (425)
(tvs+1)(tos+1) 1 1

T lrws(tostl) KBS

1+ 1vs(Tos+1) R
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From Equations4.24) and @.25, the resulting change in the buffer tank volume
with perfect bottleneck control is:

—TplyS Ty
Vo= __ _0ve | vV k.
1+ 1yS(ToS+1) GB.s+ 1+ 1vS(ToS+1) r*Ord

= h\/qaS ‘OBs+ I"Vq;d “OF.d

(4.26)

We note that a feed disturbangeq has a steady-state effect on the volume (level)
because we use a P-only level controller. However, these should bia whith
allowed bounds when we select the level controller gaitKas= |Aqo|/|AVmay|

as mentioned above. A bottleneck flow changg has no steady-state effect, but
there will be dynamic variations, as studied in more detail below.

4.5 Required buffer tank volume

In this section, we obtain the maximum magnitude of volume (level) changes due
to set point changes and feed disturbances. The objective is to finédb&ed
buffer tank volumevyin. In principle, this can be done by either dynamic sim-
ulation or analytically. Here we choose to use the single-loop with ratio control
to derive an analytical solution to the required buffer tank volume. FroamEx
ple4.1we see that the required buffer tank volume is smaller than for the case with
single-loop with ratio control. However, we want to find an estimate. Notevthat
denotes the volume of the liquid in the tank ahgh is the actual tank volume.

4.5.1 Requirements for bottleneck flongg s

From @.26), the transfer function with “perfect” bottleneck flow changesd) to
volume changes\) is

—1%s 1 [ty
- IS wherer= Tty { ==,/ 4.27
Vv, 1282 4+ 210s+ 1 wheret Totv ;5 ¢ 2\ 1 (4.27)

The peak magnitude fany g, occurs at frequencyopeak = % =1/,/Toly (See
Appendix4.A for details) and we get

- Tzwpeak

V(1= 02y 2%)2 + (2wpeait {2

|AVpeaKB| =

T
: ‘AQB,S| = z : ‘AQB7S| =To- |AqB7s‘

(4.28)
This means that the peak|®f| is equal torg - |Agg s| and is independent of the level
tuning ty. This somewhat surprising result follows because of the assumption of
perfect bottleneck control, which means that the bottleneck flow controller w
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counteract the level controller actions. Thus, the necessary bufflevtdume is
AViin = To - |Age s|. Here isAViin the minimum volume to handle a chandeg s/,
so the volume should be at least twice as large, assuming 50% level in the tank,
that is,
Viank = 2AVmax > 2AVmin = 2T - |AqB,s‘ (4.29)

4.5.2 Requirements for upstream disturbances g

We found that the required buffer tank volume does not depend on thlglging.
However, the level tuning will influence the required manipulated varialdegbs
(change in feed ratgr 4) for the bottleneck controller. To reduce these variations,
we would like to minimize the controller gakk. = 1/1y, that is, we would like to
maximizety .

On the other handg, should be small because of disturbances to avoid large
deviation in volume, or in worst-case, emptying/overfilling the tank. Consider th
transfer function from the unmeasured disturbances in the feedjgatéo the
volumeV (hy g, in (4.26). The maximum volume change is found at steady-state
(s=0), assumes no overshot, (i@> 1, that isty > 419) and gives

Kr TV

MNVoead| = ——V___
[AVpeakd 14+ 1vs(Tos+1) |o g

- |Agr.a| = Kr Ty - [AGF g (4.30)
A mentioned, these changes need to be smaller than the tank volume. Assuming
minimum tank volume from4.29), this gives

To |AQBs|

‘Avpeakd‘ < AVmax= Ty < TV, max = E ‘AQF,d’

(4.31)

4.5.3 Acceptable variations in feed rate

We want to avoid too large variations in the feed rate. The transfer funittom
Ogs t0 Oru is given by ¥ hgqe ,(S) (Equation 4.25). Let us assume that we do not
want more than 50% overshoot in the manipulated feed rate, thagt i§,0s s| <

M = 1.5, Vw. To achieve this we must require

Ty >

1
M _ 1T0 = 2Tp (432)
as derived in Appendi4.B.

4.5.4 Summary

In summary, the minimum buffer tank volume is, sée€0),

Viank > Vmin = 2T0| A ¢
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The buffer tank level can not be too tightly controlled, because othemsésean

not achieve tight bottleneck control without excessive feed flow cbanét the
same time, the level controller can not be too loosely tuned, because otherwis
the volume changes in response to disturbances will be too large. Thigdeails
upper and lower bound ory

To To |AQB |
— < < — =T
M_1" VvV > Kr ‘AQF,d| V,max

Note that it may be impossible to satisfy the two bound€liB3 simultaneously.

In practice, this means that we must either implement a large buffer vome (
Vmin) such that we can increasgmax Or we must accept larger feed rate changes
(a larger overshodtl). Note that all these derivations are for the “ideal” case with
bias ratio adjustment. Also note the key parameters is the time comgfanflow
changes in the upstream process. In the above derivations haveeasBdonly
level control, but the effect of adding integral action will be small progidee
integral timer; will be sufficient large Skogesta@2006 recommend; = 4 times

the tank residence time for smooth level control.

TV’min = (433)

Procedure for finding the required buffer tank volume

1. Compute volume variations to have perfect bottleneck confviakaxs| =
To|Age s|, Where|Agg s| is the outflow variations.

2. Compute volume variations to handle upstream disturbances

(a) Specify acceptable overshddtin feed rate for bottleneck control, e.g.
M = 1.5, and compute resulting closed-loop time constant for level
control: ty = 1/(M — 1)1, €.9. Ty = 2Tp.

(b) Required tank volume for upstream disturbance rejection:

3. Required tank volume it then

Viank = 2- MaxAVpeaks; AVpeakd

(4.34)
= 2-maxto|Age s|, 210K |AGr 4| - M

Note that if| AVpeaks| > [AVpeakd|, then we can increasg and thus get a smaller
overshoot ingr y. To conclude with a typical value, select

Viank = 4T0|AqV| (4-35)

to handle both upstream disturbances and bottleneck flow change® Mbef
is the expected variations in flow to and from buffer tamkgy | can be selected
equal to|Agg s| or K¢ |AQr 4.
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e 6

Ty1 =20 " :qo

Typ =12 et

v% QEB

Figure 4.8: Example for necessary buffer volume with single-loop with ratm c
trol.

4.5.5 Example of required inventory size

To compare the required inventory size given in Equatidnag and @.31), con-
sider Examplet.2and4.3.

Example 4.2. Two units and buffer tanks in seriesConsider two process unit in
series, each followed by a buffer volume with P-controller with minimum cléetro
gain (ty = 20 for V; and ty = 12 for V). The two processes;Gnd & are
assumed to be of first order. The outlet of the last volume is the flow ttilarieck
unit and must be tightly controlled. However, we cannot control the oditle¢tly
because it is used for level control. We therefore use the control steusingle-
loop with static ratio gain (AlternativdD) to control the bottleneck flow rate, as
displayed in Figuret.8. In this case the static gain/iK= K;» = 1 because there are
no splits or junctions from the feed to the bottleneck flow. The process is sichulate
in Matlab/Simulink.

The required inventory sizes for changes gx@nd ¢ ¢ are summarized in
Table4.2 The observed variations in volume from step and sine disturbances
are compared with the analytic expressions for required volume givenghg-E
tions (4.28 and (4.30. In addition, the simulated results are compared with the
analytic expressions for two process and buffer tank in series, seen8p@EeC.

The step response frong g leads to a slightly overshoot in the volume, and
this overshoot is not considered in Equati@h30 and the estimated volume is
therefore approximately 10% too low, but at steady-state the obsenct@sin
mated volume deviations coincide. The analytic expressions for two unitsaa se
((4.64 and (4.69) give a good estimate for the sine disturbances.

For step change in the bottleneck set poing { the volume deviations are
almost 25% smaller than estimated. For sine disturbances, the volumdidasia
in V1 and \4 are larger than for step disturbances. The analtyic expressions;for V
gives a better match than fopV
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Nl‘max ’VZ‘max
Step ingr g4 (Observed)| 22.3 (20 at = ») | 13.6 (12 at = )
Sine disturbanc 213 135
d | atw=00311 | atw=00325
Evaluate 4.30 20 12
213 131
Evaluate .64/(4.69 | ., 00311 | atew— 00325
Step ings s 7.2 6.1
- . 11.4 6.62
Sine disturbance ites | . 00707 | atew=0.102
10 8
Evaluate Eq.4.29 atw = 0.0707 atw=0.102
121 10.3
Evaluate 4.64/(4.69 | . /_ 0058 atw = 0.052

Table 4.2: Observed and calculated volume deviations from step and sine dis
bances i g andogg s.

Then consider the introductory example again where the observed irse of
ventories are compared with the calculated required inventory.

Example 4.3. Required buffer volume for four distillation columns in series.
Consider four distillation columns in series, as discussed in Exahgdle The
required inventory size is calculated for the example with four distillation columns
in series with single-loop with linear bias adjustment for bottleneck controlhEac
“column” (without sump and condenser) is approximated to a first-otdensfer
function1/(1os+ 1), that is, from column feed to the liquid flow into the holdup
volume. The holdup volume is approximated to a time congtant

The time constanty is found from simulation. The holdup time constant for
the volumes is given by, = 1/Ky (Equation4.19. The time constants and the
static ratio gain are summarized in Table3.

Column To [min] | Ty [min] Ky

Deethanizer 0.6 20 0.703
Depropanizer, 3.8 20 0.153
Debutanizer 1.1 50 0.107

Table 4.3: Approximated time constanty,(ty) and the static ratio gairk() for
the distillation columns in Exampl. 1

The observed variations in the volumes used as dynamic degreesdirfree
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(deethanizer M, depropanizer i and debutanizer ) are given byAV /Agr 4
andAV /Aggs. The estimated volume variations is given(8y28 for Agg s and
(4.30 for Agr g. The results are displayed in Tal#ed. The estimated volume vari-
ations from feed disturbances matches the observed variations very gtove
ever, the estimates of volume variations caused by bottleneck flow ratgesha
much lower than the observed variations. This can be explained by thehoot
in the feed rate ???

DeethanizeMg | DepropanizeMg | DebutanizeMp
[kmol] [kmol] [kmol]
Eq. @.30: |AV /AGF d|max = Kr Ty 14 3.1 5.4
ObservedAV /AgF glt=w 14 3.1 5.3
ObservedAV /Ade g|max 14 3.1 5.3
EQ. 4.28: |AV /A0B s|max= To 0.6 3.6 1.1
ObservedAV /AgB s|t=w 9.6 9.5 24
ObservedAV /Agg s|max 14 14 26

Table 4.4: Calculated and observed volumes variations in Exadnple

4.6 Discussion

The advantages of including dynamic degrees of freedom in throughgiimiza-
tion are obvious. Including buffer volumes leads to tighter control at thttelneck
unit and less back off is required under presence of disturban@singeto im-
provement of the plant throughput. The bandwidth increases for dable out-
puts when including the buffer volumes as inputs.

Bias or set point adjustment?

Using dynamic degrees of freedom is realized here with either bias adjustmen
(static ratio gain) or by set point changes. In principle the methods to oldain u
of dynamic degrees of freedom are equivalent.

Adding bias does not affect the system directly in that sense that noisés p
are changed and the linear bias is only added temporarily and without tdémee
retune the level controller. In addition, the set point is still available to dpexa
However, it may not be possible to add the linear bias adjustment becausetit is
available in the digital control system (DCS). Adding bias will lead to a steady-
state offset when using a P-controller for inventory (general for-aibRrollers).

A Pl-controller would lead to no steady-state offset. However, too muchrigte
action is not preferable either; the overshoot from integral action meistidw
enough. By adjusting the set point, the use of inventory is very depémaden
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tuning. If the controller is very slow, the effect of set point adjustment b&too
slow to obtain sufficient changes.

Placement of the buffer volume

The buffer volume must be placed/exploited upstream the bottleneck, omttne p
from the throughput manipulator or at the path from important disturbaiicihe
bottleneck is fixed, then all inventories should be upstream the bottleniettie |
bottleneck is moving, then inventories should be distributed in the plant.

Including buffer volume in a coordinator MPC

Including buffer volume in a coordinator MP@gke et al., 2008 must be evalu-
ated based on the size of the buffer volume, distance from the througigmipu-
lator and what can be obtained compared to buffering by tuning the LC labje to
buffer volume smoothly.

One CV (buffer level) and one MV (level set point or valve output) facle
buffer volume must be included. For a plant coordinator MPC, this canttead
a very large application. However, some volumes are more attractive toitexplo
like inventories just upstream a common bottleneck is attractive or close to impor-
tant disturbances. In general, dynamic degrees of freedom givelsnoile zero
steady state gain and large amplitude, which makes the tuning (use of MV) of the
MPC more challenging.

Limitation of transfer function development

The development of the transfer function that is used for analyzingrezbjouffer
volume size uses the following assumptions:

» The process transfer functiof) is set to a first-order model. For a higher
order model, the frequency response will start to roll of at a loweieaqy.

 Perfect bottleneck control. This gives the worst-case adjustmentwf flo
rate and the required buffer volume would therefore be smaller without this
assumption.

4.7 Conclusion

Maximum throughput is optimal economic operation in many cases. To obtain
maximum throughput in practice, tight control of the flow in the bottleneck is cru
cial. From the design stage, the throughput manipulators are located aethe f
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whereas the bottleneck unit(s) are often located inside the plan, Hoveebézy-

ing tight bottleneck control in practice is not so simple because the throtighpu
manipulator is often located too far away from the bottleneck unit (with a large
effective delaybet) to be effective for reducing the effect of disturbances on the
key bottleneck variables. The best option to obtain tight bottleneck conttol is
move the throughput manipulator, but this requires reconfiguration of tesin
tory loops to ensure a consistent inventory control. Here we proposeltce the
effective delay by using dynamic degrees of freedom. With “dynamic” warme
manipulated variables with no steady-state effect, where the most commonare liq
uid levels and buffer tanks. Dynamic degrees of freedom can be impledhieynte
single-loop with ratio control and a multivariable controller (e.g. MPC). Single
loop with ratio control is studied here with the ratio implemented as a linear bias
adjustment.

4.8 Acknowledgments

The introductory example (Four columns in series) was built in Matlab/Simulink
by Theoggne Uwarwemalywarwema2008).
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4.A Derivation of the peak frequency for second order
transfer function

4.A.1 Peak frequency for a second order system

The transfer functiomy o, is of second order. To analyze the transfer function,
consider first a general second order system
K
G =—5—F—
(s 125+ 21{s+1
whereK is gain of the second order modelis the system time constant agds

the damping factor. The magnitudi®| as a function of frequency is given by
(e.g.,Seborget al. (1989 eq. 14-35a))

(4.36)

K
V(11— w?12)2 4 (20wT()?

The transfer functiohy ¢, = (—ToTvS)/(1+ TvS(Tos+ 1)) has a differentiation
(s) in the numerator and a second order system in the denominator. Theuliffer
tiation has a slope of1 in the whole frequency range. The peak frequencies of
hyg s is where the derivative with respect to frequency are zero, thus tielsea-
tor should have slope1 in this point, since the integrator in the numerator always
has the slope-1.

The phase to a second order system is alwe® atw = % seeSeborget al.
(1989 Figure 14.3). For stable minimum-phase systems the slope is approximately
—1 at ¢ = —90° (Skogestad and Postlethwai2005 Eq. 2.12), and this is a
commonly used approximation. Thus, the peak frequendy,gf, is located at
the break frequencypeak= % The peak frequency can also be found analytically
by differentiating 4.27) with respect taw and let the derivative be zero, as shown
in Appendix4.A.2. Note that in this case the peak frequency is independent of the

damping factor .

|G| = (4.37)

4.A.2 Analytic derivation of peak frequency

Here the peak frequency for Equatiehd?) is derived analytically and we confirm
the arguments in SectighA.1 To evaluate the magnitude by, ,, replaces with
jw

—T?jw

Ve, = 2(jw)2+2{tw+1 (4.38)
The magnitude is given by
—T?w
LIVRES (4.39)

V(1202 +1)2+ (2L Tw)?
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Differentiation with respect too

d|hv gl uy/ u-v—v-u
do — () =" where
U, — T2
N =[(1- w?1%)?+ (2010)¥’
= —47%w+ 41%w® + 8120 %w
\/ = (n%), = }n-% .n/

2
= (—21%0w + 21%w® + 41202w) - 2

Inserting foru andv this gives

dhve|  —12/A+ (212w + 21w +41%0%w) -7 - 12w

= 4.40
dw n ( )
Multiply numerator and denominator wit}fn gives
d ) _ 972 214003 L AT27200) - T2
|ZV£B‘S|: °n+ (—21°0+ T3w+ T°*W) - T°w (4.41)
nz

We want to find the peak frequency, which corresponds to setting theties to
zero. Here it is sufficient to evaluate the numerator in Equadiofl). This yield

12 /n+ (—21%w+ 21%w3 + 41272w) - 2 - T2w =0
—1+27%0% — T*w* — 4T20% 0P — 27?0 + 21% w* + 4T% 7% = 0

0w —1=0
1
4 _
Yo
1
w=-
T
Hence, the peak frequency foy g is derived analytically to bey = % = \/%T/

4.B Analytic derivation of required inventory size bottle-
neck rate change

From @.25 we havegr, = 1/hg qs - OBs Where

1 Wi+ (T +To)s+1
th.UQB,s(S) Ty TOSZ + TyS+ 1

(4.42)
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which can be written as a second order system

1 T +2145+1 .
= 2+ enS+ with
hgeuges(S) T +21gs+1
T=Tolv
W+T 1 /viv+To (4.43)
(= =\ =4

N 2./ToTy N 2\ 19 To
1 /v
Zd—éy/?o

The magnitude of a second-order system is given in EqQuadi@T)(

L O PP et

Ngeuaes ()] /(1— wP12)2 + (2w1y)2

(4.44)

From Sectiomt.A.1, a stable minimum-phase, second-order system has its magni-
tude peak at frequenay = 1/1t = 1/,/TpTy and inserting this gives:

v+To

1 2 v Toly _ 1+E
INge yop.5 (S| / % Ty

Let M denote the allowed overshoot (el.= 1.5 if us allow 50% overshoot.
Then we must require

(4.45)

Gy (4.46)
|0B.s|
and from @.45 we get

142 <M (4.47)

Ty
To
>

Va1

For example, withtM = 1.5 we getry > 21.

4.C Single-loop with ratio control for units in series

In this section, development of transfer functions for two units in seras) ®l-
lowed by a buffer volume with a level controller, see Figdir@ The corresponding
block diagram for the process is displayed in Figdr@ The equation develop-
ment is analogous to the development in Sectigh
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OF.d
+l . V. ] V. g8
Gy Gv1 @ Kvi G2 Gva (2 Kv2
Ur - 4 - +0Q
OF,u 1 I 1do1 A2 \)‘ o2 | 5.5
Vsl s2
Ky
Ks

Figure 4.9: Block diagram of two units, each followed by a liquid level (@off
with single-loop with linear bias adjustment.

Without the bottleneck control active, thég = 0, and assume that the in-
ventory set points are constant, tha¥is = Vo = 0. Then we get from the block
diagram

= Kv2Gv2GoKviGviGr o + Kv2Gyv2Go G0y
(14+Kv2Gv2) (14 KviGy1) (14+Kv2Gv2) (14 KyviGy1)
1
I S— 4.48
(1+ Kv2Gv2) oz (4.48)
Gv1G1 Gvi
Vi = O — - 4.49
1T 14 KviGus o 1+ KviGvi o ( )
Vy = Gv2GoKy1Gv1Gy G+ Gv2Go . Go1
(14 Kv2Gv2)(1+KyiGvi) (14+Kv2Gv2)(1+KyiGyi)
G2 (4.50)

"~ (1+Ky2Gy2) Go2

IntroducingGy (s) = 1/sgives

Kv1Kv2G1Go Kv2Gas s
= : Qo1+ ——— - 4.51
% (s+Ky1)(s+Kyz) o (s+Kv1)(s+Kyz) fo1 s+ Kyz Gz (4.51)

Gy 1
\Vq = Ok — . 4.52
1= S ke " Kot do (4.52)
Kv1G1G2 G,s

Vo = O+ Qo —— 4.53
2 (s+Ky1)(s+Kyz) o (s+Kv1)(s+Kyz) o1 s+ Kyz Gz (4.53)

The steady-state effect is obtained by setsrg 0. Thus, we note, as expected,
that onlygr has steady-state effect on the bottleneck flgm) (

For further equation development, we assume that the proc€s$ssand
Gy (s) are first order with gaif,1 andK;, and time constart; andty, respectively

Kr1 G, — Kr2

= = 4.54
! 71S+1 2 s+1 ( )
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We then assume that the level controller is a P-controller with minimum controller
gain
1 1
Kvi=— Kv2=— (4.55)
Tvi Tv2

With the assumptions given above, Equatich$0-(4.53 become:

O = Kr1Kr2 OF
(1184 1)(T28+ 1)(tv1S+ 1) (Tv2s+1)
Kr2Tv1S Tv2S
+ Qo1+ : 4.56
(T25+ 1) (st )(tvas+1) O pps1 2 (4.56)
Kr1Tva Tv1
= O — : 4.57
(Tst D (tvist 1) Fqpsr1 o (4.57)
- KriKr2Tv2
Ve = “OF
(1184 1)(T25+ 1) (tv1S+ 1) (Tv2s+1)
Kr2Tv1Tv2S Ty
+ Qop— ——2 . 4.58
(T2s+1)(Ty1S+ 1) (Tv2s+1) fot Ty2s+1 o2 (4.58)

Response with "perfect” bias adjustment

Assume that we have perfect static bias adjustment using both volumes

Oo1=Kr1Oru ; Qo2 = Kr2QFu (4.59)
Then, from Equation4.56), the effect ofgr , andgr 4 on the bottleneck flowg is

KrlKrZ

= (st D) (15 + D) (tvas+ ) (tvzs+ 1) Fe
. KriKr2 +KraKratvaS(Tas+1) + KraTvaS(Tus+ 1) (125 + 1) (Tvas+ 1) q (4.60)
(115+1)(T25+ 1)(tvas+ 1) (tvzs+ 1) i '
Kr1tv1 Kr1T1Tv1S
Vi — P : 4.61
YT (tis+ 1) (vvas+ 1) GF.d (t15+1)(Ty15+1) GF.u (4.61)
Kr1Kr2Tv2

Vo = ( ) “OFd

715+ 1)(125+ 1) (Tv1S+ 1) (tv2s+1
Kr1Kr2Tv2 + Kr1Kro Ty Tvos(Tis+ 1) — Ko Ty2(T1S+ 1) (T2s+ 1) (ty1s+ 1)

+

(TJ_S+ 1)(T25+ 1)(TVlS+ 1)(1’sz+ l)

“Oru  (4.62)

Response with “perfect” bottleneck flow controller

Assume a “perfect” bottleneck controll&g that givesgg = gg s at all times. This
assumption requires the fastest variations in the manipulated input and giheuld
the worst-case variation in inventory )
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The variations in the feed rate are found by rearranging Equadi@®)(and
settinggs = g s (perfect bottleneck control). We find

B (1184 1) (1254 1) (Tv1S+ 1) (Tv2s+ 1)
 KriKr2 + KraKraTyaS(118+ 1) + KraTy2S(T1S+ 1) (T2s+ 1) (ty1s+ 1
. KrlKr2

KriKr2 + Kr1Kr2Ty1S(T18+ 1) + Ko Ty2S(11S+ 1) (1284 1) (Tvis+ 1

OFu

) ° qB,S

) “OF.d

(4.63)
Inserting Equation4.63) into the expressions for the buffer tank volumes in Equa-
tions @4.61)-(4.62 gives

vV, = —KrlTlTVlS(T25+ 1) (Tsz+ 1)
Kr1Kr2 + Kr1Kr2Ty1S(T15+ 1) + KroTy2S(T1S+ 1) (T2s+ 1) (Tv1s+ 1

N Kr1Kr2Ty1(Kr1 + Tv2s(128+ 1))
Kr1Kr2 + Kr1KroTy1S(T15+ 1) + KioTy2S(T1S+ 1) (Tos+ 1) (Tv1S+ 1)

) : qB7S

“Ord

(4.64)
Vy— KriKratva + KriKrotya Tvos(Tis+ 1) — Kiatya(Tas+ 1) (Tos+ 1) (tvas+1) -
Kr1Kr2 + K 1Ko Ty18(T18+ 1) + KroTy28(115+ 1) (128 + 1) (Tv1s+1) S
Kr1KroTy2
+ . 4.65
Kr1 +Kr1TvaS(T1S+1) + tv2s(T18+ 1) (1284 1) (tvas+1) G4 (4.65)

Thus, we have expressed feed rate manipulation and inventory in ternmt-of b
tleneck set point and unmeasured feed disturbances for single-lodmicavith
linear bias adjustment.






Chapter 5

Coordinator MPC for
maximizing plant throughput

5.1

Comput. Chem. Eng2(1-2), 195-204 (2008)

In many cases economic optimal operation is the same as maxim
plant throughput, which is the same as maximum flow throughbtbt-
tleneck(s). This insight may greatly simplify implemeimat In this
paper, we consider the case where the bottlenecks may mdatepav-
allel flows that give rise to multiple bottlenecks and witbgsover flows
as extra degrees of freedom. With the assumption that thetfflamugh
the network is represented by a set of units with linear flomneztions,
the maximum throughput problem is then a linear programn{iti®)
problem. We propose to implement maximum throughput byguain
coordinator model predictive controller (MPC). Use of MRLsblve
the LP has the benefit of allowing for a coordinated dynamiglé@&men-
tation. The constraints for the coordinator MPC are the mann flows
through the individual units. These may change with timeakely idea
is that they can be obtained with almost no extra effort utiiegmodels
in the existing local MPCs. The coordinator MPC has beeretesh a
dynamic simulator for parts of thedfsta gas plant and performs well
for the simulated challenges.

Introduction

Real-time optimization (RTO) offers a direct method of maximizing an economic
objective function. Most RTO systems are based on detailed nonlinedysitzte
models of the entire plant, combined with data reconciliation to update key param-
eters, such as feed compositions and efficiency factors in units, seadomle
Marlin and Hrymak(1997. Typically, the RTO application reoptimizes and up-

107
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dates on an hourly basis the set points for the lower-layer control systhich

may consists of set points of local MPCs based on simple linear dynamic mod-
els. A steady-state RTO is not sufficient if there are frequent chaingastive
constraints of large economic importance. For example, this could be thé case
the throughput bottleneck in a plant moves frequently, which is the cagbdor
application studied in this paper. At least in theory, it is then more suitable to use
dynamic optimization with a nonlinear model, which may be realized using dy-
namic RTO (DRTO) or nonlinear MPC with an economic objecti@sikhowong

et al, 2004 Kadamet al, 2003 Strand 1991). However, a centralized dynamic
optimization of the entire plant is undesirablai( 2003. An alternative is to use
local unit-based MPCs, but the resulting steady-state target calculatioharfay
from optimal Havlena and Lu2005. Coordination of multiple local MPCs has
been studied by several autho&henget al. (2004 2006 2007 have suggested to
approach this “coordination” problem by identifying appropriate interastior
linking constraints to find the steady-state targets for the local MAR2svlings

and Stewar{2007) discuss a cooperative distributed MPC framework, where the
local MPC objective functions are modified to achieve systemwide contjetob
tives. Ying and Josepl{1999 propose a two-stage MPC complement that track
changes in the optimum caused by disturbances. The approach pernataidyn
tracking of the optimum which is not achievable with a steady-state RTO used in
conjunction with a single-stage MPC.

In this paper, we present a different and simpler solution that achieees e
nomic optimal operation without any of these complexities. This solution applies
to the common case where prices and market conditions are such thatrécono
optimal operation of the plant is the same as maximizing plant throughput. The
main objective is then to maximize the feed to the plant, subject to achieving fea-
sible operation (satisfying operational constraints in all units). This insiglytbe
used to implement optimal operation, without the need for dynamic optimization
based on a detailed model of the entire plant.

The max-flow min-cutheorem Ford and Fulkersgnl962 from linear net-
work theory states that the maximum throughput in a linear network is limited by
the “bottleneck(s)” of the networkAske et al, 2007). In order to maximize the
throughput, the flow at the bottlenecks should always be at their maximum. In
particular, if the actual flow at the bottleneck is not at its maximum at any given
time, then this gives a loss in production that can never be recoveredt{smse
referred to as a "lost opportunity”).

The throughput manipulators (TPMs) are the degrees of freedom laesfita
implementing maximum throughput. They affect the flow through the entire plant
(or at least in more than one unit), and therefore cannot be used toicantin-
dividual unit or objective. Ideally, in terms of maximizing plant productiom an
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R . c— =
— »| Coordinator e =TPMs , y=R
Plant
Y's s .| Local u . y
“| controllers "

Figure 5.1: The coordinator uses the throughput manipulatérs: (TPMs) to
control the remaining capacity{= R) in the units.

minimizing the back off, the TPM should be located at the bottlenAskéet al.,
2007. However, the bottleneck may move depending on plant operating condi-
tions (e.g. feed composition), and it is generally very difficult to changd B,

once a decision on its location has been made. The reason is that the lo€#tm®n o
TPM affects the degrees of freedom available for local control, ansl strongly
affects the structure of the local control systems and in particular theateuaf

the inventory control systenB(ckley, 1964 Price and Georgakisl993. The

TPM will therefore generally be located away from the bottleneck, fomgpta at

the feed. For dynamic reasons it will then not be possible to achieve maximum
flow through the bottleneck at all times, and a loss in production is inevitable.

The use of a coordinator controller that uses the throughput manipu{atoers
TPMs) to control the remaining local capacitf & R= F|,,— F') in the units as
illustrated in Figures.1 In the simplest case with a fixed bottleneck and feed rate
as the TPM, the coordinator may be a single-loop PI-controller with the ged r
as the manipulated variable®f and the bottleneck flow as the controlled variable
(Y°) (Skogestad2004). However, more generally the coordinator must be a mul-
tivariable controller. Note from Figurg.1 that the “coordinator” and the “local”
controllers for the individual units are actually on the same level in the dontro
hierarchy, like in decentralized control. Nevertheless, the term codadiizaused
because the TPMs strongly affect all the units and because in gereecaldidina-
tor controller must be designed based on a flow network model of the el#ire p
An alternative to the decentralized structure is to combine all the local MPCs into
a large combined MPC application that include the throughput manipulators as
degrees of freedom.

Optimal operation correspondsfo= 0 in the bottleneck, but if the maximum
flow through the bottleneck is a hard constraint, then to avoid infeasibiRity Q)
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u®=TPMs Coordinator
MPC
T T TR
Local Local Local Local
MPC MPC MPC MPC
| f
Local Local Local
MPC MPC MPC u',y
A
\ 4 \4 I y Y \ 4 y

Plant (process and instrumentation)

Figure 5.2: Proposed control structure where the coordinator MR&vescinfor-
mation from the local MPC about the remaining capadRyif the units.

dynamically, we need to “back off” from the optimal point
Back off () = Rs = F 5, — F. (5.1)

More generally, the back off is the distance to the active constraint déed@oid
dynamic infeasibility in the presence of disturbances, model errors, dethgther
sources for imperfect controNarraway and Perkind 993

Govatsmark and Skogesta2D05. The back off is a “safety factor” and should
be obtained based on information about the disturbances and the expected
performance.

In this paper, we consider cases where the bottlenecks may move and with
parallel trains that give rise to multiple bottlenecks and multiple throughput ma-
nipulators. This requires multivariable control and the proposed caatatiiviPC
both identifies the bottlenecks and implements the optimal policy. The constraints
for the coordinator MPC are non-negative remaining capaciies Iy > 0) in all
units. The values oR may change with time and a key idea is that they can be
obtained with almost no extra effort using the existing local MPCs, as illudtrate
in Figure5.2

The paper is organized as follows. Economic optimal operation and thiakpec
case of maximum throughput is discussed in Sechgh Section5.3 describes
the coordinator MPC in addition to the capacity calculations in the local MPCs.
Sectionb.4describes a dynamic simulation case study for a gas plant. A discussion
follows in Sections.5before the paper is concluded in Sectm6.
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5.2 Maximum throughput as a special case of optimal op-
eration

Mathematically, the optimum is found by minimizing the cdst.e., maximize the
profit (-J)), subject to satisfying given specifications and model equatibasQ)
and operational constraintg € 0). At steady-state:

muin J(x,u,d) (5.2)
s.t.f(x,u,d)=0
g(x,u,d) <0

Hereu are the degrees of freedom (or manipulated variables, M she
disturbances anxithe (dependent) state variables. The degrees of freedom are split
into those used for local contrall) and the TPMs used for throughput coordinator

(u°), |
u= [H (5.3)
A typical profit function is
(_‘J):zppj'Pj_IZpH'Fi_Zka'Qk (5.4)

whereP; are the product flowss; the feed flowsQy the utility duties (heating,
cooling, power), angb denote the prices.

In many cases, and especially when the product prices are high, optimal o
eration of the plant (maximizeJ) is the same as maximizing throughput. To
understand this, lgk denote the overall throughput in the plant, and assume that
all feed flows are set in proportion B,

F =keiF (5.9)

Then, under the assumption of constant efficiency in the units (indepenfle
throughput) and assuming that all intensive (property) variables arstant, all
extensive variables (flows and heat duties) in the plant will scale with tbeghr
putF e.g,Skogestad199]). In particular, we have that

P =kpjF; Qk =kokF (5.6)

where the gainkp; andkg kx and are constants. Note fro%.§) that the gains may
be obtained from nominal (denoted 0) mass balance data:

kej = Pjo/Fo; ki = Fio/Fo; Kok = Quo/Fo (5.7)
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Substituting $.5) and 6.6) into (5.4) gives

(-J) = (Z ij'kRj—sz:.'kFJ—Zka'kQ,k)F:pF (5.8)
] i

where p is the operational profit per unit of fedel processed. From the above
derivation,pis a constant for the case with constant efficiencies. We aspusie
such that we have a meaningful case where the products are worth raorthéh
feedstocks and utilities. Then, frorb.8) it is clear that maximizing the profit J)

is equivalent to maximizing the throughpit However,F cannot go to infinity,
because the operational constraimgs<(0) related to achieving feasible operation
(indirectly) impose a maximum value fét.

In practice, the gainkp; andkg x and are not constant, because the efficiency
of the plant changes. Usually, operation becomes less efficienp aletreases
whenF increases. Nevertheless, as longasmains positived(-J)/dF = p >0
is nonzero, and we have a constrained optimum with respect to the thraughp
From (6.8) we see thap will remain positive and optimal operation is the same as
maximum throughput if the feed is available and product prggsare sufficiently
high compared to the prices of feeds and utilities.

5.3 Coordinator MPC for maximizing throughput

The overall feed rate (or more generally the throughput) affects all umitise
plant. For this reason, the throughput is usually not used as a dedreeadm for
control of any individual unit, but is instead left as an “unused” degrfefreedom

to be set at the plant-wide level. Most commonly, the throughput manipulators
(u®) are set manually by the operator, but the objective here is to coordireate th
to achieve economic optimal operation.

It is assumed that the local controllers (e.g. local MPCs) are implemented on
the individual units. These adjust the local degrees of freedosuch that the
operation is feasible. However, local feasibility requires that the fetedtoathe
unit F, is below its maximum capacitﬁk'ma)a and one of the tasks of the plant-
wide coordinator is to make sure that this is satisffgd, ., may change depending
on disturbances (e.g. feed composition) and needs to be updated castjnuo
One method is to use the already existing models in the local MPCs, as discussed
in Section5.3.2

5.3.1 The coordinator MPC

The steady-state optimization problethd) can be simplified when the optimal
solution corresponds to maximizing plant throughput. Consider the stéaiy-s
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optimization problem

nlgx(-\]) s. t. (5.9)
F' =G (5.10)
R=Fl.F >b>0 (5.11)
u?nin Suc < u?nax (5-12)

HereF' is a vector of local feeds to the units aRdk a vector of remaining capaci-
ties in the units. If the objective is to maximize throughput with a single feed, then
(-J) = F. More generally, with different values of the feedstocks and prodtiws
profit function in 6.4) is used.G is a linear steady-state network model from the
throughput manipulatons® (independent feed and crossover flows) to all the locall
flowsF'. In order to achieve feasible flow through the network, it is necessaty th
R > 0 in all units. However, to guarantee dynamic feasibility, an additional back
off from the capacity constraint may be required, which is representéuevec-

tor b in (5.11). The main difference from the original optimization problebm)

is that onlyu® (TPMs) are considered as degrees of freedom for the optimization
in (5.9-(5.12 and that the original constraints for the unifs=€ 0,g < 0) are
replaced by a linear flow network and flow constraifiRs>(b).

It is assumed that the local controllers generate close-to optimal valugefor
remaining degrees of freedomh, while satisfying the original equalityf(= 0)
and inequality constraintg (< 0). This implies that no coordination of the local
controllers is required, or more specifically that constant set points éolottal
controllers give close to optimal operation. In other words, it is assumedviha
for the local units can identify "self-optimizing” controlled variabl8&ogestad
(200). If this is not possible then centralized optimization (RTO or maybe even
DRTO) is required.

With the linear profit functior{-J) in (5.4), the optimization problem irg(9)-
(5.12 is an LP problem. The optimal solution to an LP problem is always at
constraints. This means that the number of active constrain&sid) @nd 6.12
must be equal to the number of throughput manipulatgtsNote that an active
constraint in .11 corresponds to havingx = F!_ . — F} = by, that is, unitk is
a bottleneck. This agrees with the max-flow min-cut theorem of linear network
theory. However, to solve the LP problem, we will not make use of the max-flo
min-cut theorem.

The steady-state optimization problem 519)-(5.12 can be extended to the
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dynamic optimization problem:

min (J —Jo) 2+ AUCTQAL s, t. (5.13)
F' = Gaynt® (5.14)

R=F  ~F' >b>0 (5.15)

uﬁﬁin < u° < urcnax (5-16)

AUS i < AUC < AUS Ly (5.17)

Maximum throughput under the presence of disturbances is dynamic irepaiul
here,Ggyn is a linear dynamic model fronf® (manipulated variables, MVs) to the
remaining capacity in each uni. Obtaining the dynamic models may be time
consuming. However, it is possible to use simple mass balances to calculate the
steady-state gains @gyn, see §.7).

The dynamic cost functiorb(13 includes penalty on the MV moves to ensure
robustness and acceptable dynamic performance. The constraintaekenff on
capacity to each unig(15, MV high and low limits 6.16 and MV rate of change
limits (5.17). MV rate of change is mainly a safeguard for errors and is normally
not used for tuning.

The termAucT Q Au® makes the objective function quadratic, whereas the ob-
jective function in the original problend(9) is linear. To obtain a quadratic ob-
jective function that fits directly into the MPC software used here, we hagd u
a common trick of introducing a quadratic tefd— Js)2. The profit set poings
is high and unreachable with a lower priority than the capacity constraints. An
alternative approach would be to include a linear term in 5ih3).

Standard MPC implementations perform at each time step two calculations
(Qin and Badgwell2003. First, the steady-state optimization problem with all
the constraints is solved to obtain a feasible steady-state solution. Secend, th
dynamic problem is solved using the feasible targets obtained from the steady
state calculation. In our case, the steady-state part gives a feasilpeirsietor
the profit (or total flow) that replacek in the subsequent solution of the dynamic
problem. The dynamic terms involvingu® do not matter in the steady-state part,
so the steady-state solution is identical to the LP problerb.g+(5.12.

Itis assumed that the local controllers (including local MPCs) are clostealdy
obtaining the dynamic flow mod@&yyn. To ensure stability, itis then advisable that
the coordinator operates with a longer time horizon than the local MPCs.

5.3.2 Capacity calculations using local MPCs

An important parameter for the coordinator is the maximum flow for the individua
(local) units,F! .. A key idea in the present work is to obtain updated values
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using on-line information (feedback) from the plant. Note that it is not ciitrcat
the estimate of the maximum capacity is correct, except when the unit is actually
approaching its maximum capacity and the corresponding capacity con&eain
Fl.«—F' > bbecomes active. The use of on-line information from the actual plant
will ensure that this is satisfied.

In simple cases, one may update the maximum capacity using the distance
(Aconstraint> 0) to a critical constraint in the unit,

Fl .= F'+c-Aconstraint

wherec is a constant anB' is the present flow through the unit. For example, for
a distillation columnAconstraint= Apmax— Ap could be difference between the
pressure drop corresponding to flooding and the actual pressape dr

In more complex cases, there may be more than one constraint that limits the
operation of the unit and thus its maximum capacity. MPC is often implemented
on the local units to improve dynamic performance and avoid complex logic. The
maximum feed for each unik can then be easily estimated using the already ex-
isting models and constraints in the local MPC applications. The only exception
may be that the model must be updated to include the feed to thnglan an
independent variable. The maximum feed to the kintthen obtained by solving
the additional steady-state problem:

Fmax= max Fy (5.18)
U Fie

subject to the linear model equations and constraints of the local MPC, vghech
LP problem. Herey, is the vector of manipulated variables in the local MPC, and
the optimization is subject to satisfying the linear constraints for the unit. To in-
clude past MV moves and disturbances, the end predictions of the varsitaald

be used instead of the present values.

5.4 Karstg gas processing case study

The Karstg plant treats gas and condensate from central parts of the Nanweg
continental shelf. The products are dry gas, which is exported thrpipgtines,

and natural gas liquids (NGL) and condensate, which are exportekiy. sThe
Karstg plant plays a key role in the pipeline structure in the Norwegian Sea and
therefore is maximum throughput usually the main objective. Also, from an iso
lated Karsta point of view, the plant has relative low feed and energy costs and
high product prices that favor high throughputs. There are no lesjrcthe plant.
Usually, feed is available and can be manipulated within given limits.
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Figure 5.3: The simulated parts of thé@ista plant

The feed enters the plant from three different pipelines and the feagan-
tion may change frequently in all three lines. Changes in feed compositions ca
move the main bottleneck from one unit to another and affect the plant tfwoug
put. The coordinator MPC approach has been tested with good resulgstiisin
Karstg Whole Plant simulator. This is a dynamic simulator built in the software
D-SPICE®.

5.4.1 The case

To demonstrate the applicability of the coordinator MPC, we use a detailed sim-
ulator model of parts of the & sta plant. To avoid the need for large computer
resources to run the process simulator, only parts of the whole plansadeim

the case study, see Figuse3. The selected parts include two fractionation trains,
T100 and T300. Both trains have a deethanizer, depropanizer, detaitand

a butane splitter. In addition T300 has two stabilizers in parallel. There are six
throughput manipulatoraf) as indicated by valves in Figu&e3: two main train
feeds, two liquid streams to the trains from the dew point control unit (DRP&U)
crossover from train T100 to T300, and a flow split for the parallel stadvgin

train T300.

The local MPCs and the coordinator are implemented in Statoils SEPTIC
MPC software $trand and SaglR003. Data exchange between the simulator and
the MPC applications is done by the built-in D-SPICE® OPC server. The ditaile
dynamic simulator was used to obtain “experimental” step response m&eh (
in the coordinator MPC. This approach has been found to work well ictipea

*Statoil Estimation and Prediction Tool for Identification and Control
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(Strand and SaglR003.

5.4.2 Implementation of the local MPCs

The main control objective for each column is to control the quality in the top
and bottom streams, by manipulating boil-up (V) and reflux flow (L). In addlitio
the column must be kept under surveillance to avoid overloading, which is an
important issue when maximizing throughput. Column differential presgyse (
is used as an indicator of floodinKigter, 1990. The remaining feed capacity for
each columnRy) is calculated in the local MPC.

The LV-configuration with a temperature loop is used for regulatory cbofro
the columns $kogestad2007), and the local MPCs are configured as follows:

« CV (set point + constraint): Impurity of heavy key component

» CV (set point + constraint): Impurity of light key component

CV (constraint): Column differential pressure

MV: Reflux flow rate set point

MV: Tray temperature set point in lower section
e DV: Column feed flow

These MVs correspond i (local degrees of freedom), and CVs are the same
asy. The feed rate is a disturbance variable (DV) for the local MPC, andeid us
as a degree of freedom when solving the extra LP problem to obtain théiaga
capacity R) to be used by the coordinator. Some of the columns have additional
limitations that are included as CVs in the local MPC. The product qualitieseare d
scribed as impurity of the key component and a logarithmic transformationds use
to linearize over the operating regioSkogestad1997. The high limits on the
product qualities are given by the maximum levels of impurity in the sales speci-
fications and the differential pressure high limit is placed just below theifigod
point.

The control specification priorities for solving the steady-state feasibildkpr
lem for the local MPC are as follows:

1. High limit differential pressure
2. Impurity limits

3. Impurity set points
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where 1 has the highest priority. The priority list is used in the steady stetapa
the MPC solver and leads to relaxation of the impurity set points (and in wasst ¢
limits) to avoid exceeding the differential pressure high lindtrand and Sagli
2003. By quality relaxation the column can handle the given feed rate without
flooding the column. The low-priority quality set points are not used whingp
the extra steady-state LP problem to obtain the remaining cafaditgcause set
point deviations are acceptable if the alternative is feed reduction. Inytientc
optimization part the constraints violations are handled by adding penalty terms to
the objective function.

The local MPC applications are built with experimental step response models
as described i\ske et al. (2005. The prediction horizon is 3 to 6 hours, which
is significantly longer than the closed-loop response time. The sample time in
the local MPC is set to 1 minute. From experience this is sufficiently fast ér th
distillation column applications and is the actual sample time used in the plant
today.

5.4.3 The design and implementation of the coordinator MPC

The objective function for the coordinator is to maximize the total plant feed,
-J =F = S K, which is the sum of the train feeds and the flows from the DPCU
(FEEDT300VWA + 21FC5288VWA + 21FC5334VWA + 21FR1005VWAhE
CVs and MVs for the coordinator MPC are:

» CV (high set point): Total feed flow to the plant (PLANT FEED).

* CVs (constraints): Remaining feed capadfyin columns, 10 in total (R-
ET100, R-PT100, R-BT100, R-BS100, R-STAB1, R-STAB2, R-B03R-
PT300, R-BT300, R-BS300)

e CV (constraint): T100 deethanizer sump level controller output (LC OUT
LET)

* MV: Feed train 100 (21FR1005VWA)

* MV: Feed train 300 (FEEDT300VWA)

e MV: Feed from DPCU to train 100 (21FC5334VWA)

e MV: Feed from DPCU to train 300 (21FC5288VWA)

* MV: Crossover flow from T100 to T300 (24FC5074VWA)

* MV: Stabilizers feed split (27FC3208VWA)
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These MVs correspond taf (coordinator degrees of freedom). The deetha-
nizer sump level controller output CV (gives the feed to PT100) is useuddiol a
emptying or overfilling up the sump level in ET100 when manipulating the cross-
over. The total plant feed has a high unreachable set point with lowitgridihe
remaining feed capacity low limits, and high and low limits of the level controller
output have high priority.

Note that each train has two feeds; one train feed and one from the dieiv po
control unit (DPCU). The two feeds have different compositions, aischtlakes it
possible for the coordinator to adjust the feed composition, and thus gulsad
to specific units. The two stabilizers are identical in the simulator, so the stabilizer
split (27FC3208VWA)will ensure equal load to the stabilizers. The doatdr
uses experimental step response models, obtained in the same way addoalthe
MPCs. The models were obtained at 80-95% of the maximum throughput, which
is typical for the current plant operation. The coordinator executitaissslower
than in the local MPCs to ensure robustness and is here chosen to be 3sminute
The prediction horizon is set to 20 hours.

The coordinator attempts to maximize the total feed rate while satisfying the
capacity constraints for the units. Since the capacity constraints are’/"fitaisd
necessary to introduce at steady-state a badktofensurdr > 0 also dynamically.
Tuning of the coordinator MPC is a trade-off between robustness andf&d)
variation on the one side and keeping the flows through the bottleneckglogise
maximum on the other side. The required backioffeeds to be obtained after
observing over some time the performance of coordinator MPC. In thestizdhg
the value ot is about 1-2% of the feed to the unit.

5.4.4 Results from the simulator case study

The coordinator MPC performance is illustrated with three different cases

1. Take the plant from unconstrained operation (with given feed ratepto-
mum throughput (at= 0 min)

2. Change in feed composition tat 360 min)
3. Change ina CV limitin a local MPC (&t= 600 min)

All three cases are common events at thar¥g plant. Feed composition
changes are the most frequent ones. The coordinator should albtelie handle
operator changes in the local MPCs as illustrated by changing a local CV limit.

The most important CVs in the coordinator MPC are displayed in Fi§ute
and the corresponding coordinator MVs are shown in Figuge CVs far from
their constraints are omitted. The vertical lines in the Figures indicate the time
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Component| Nominal [mol%] | Points change [%]
Ethane 37.3 -1.1
Propane 354 0.71

Iso-butane 5.64 5.6

N-butane 11.3 -0.34

Iso-pentane 1.79 0.09

N-pentane 1.79 0.10

Table 5.1: The feed composition change in the T100 fe¢d==360 minutes

where disturbances are introduced (Cases 2 and 3). The bacéroftlie capacity
constraints is indicated by dashed horizontal lines in FigudeFigure5.6 shows
the response of a local MPC application (BS100).

Case 1: Take the plant to maximum throughput

Initially, the plant is not operating at maximum throughput, and Figugshows
that all four feed rates are ramped up over the first hour. The cres$oamed
24FC5074VWA in Figures.5) is reduced to unload train 300 where BS300 is
close to its capacity limit even initially (the plant is not steady state-a0 min).
From Figure5.4, ET100 and the T300 stabilizers (Stabl and Stab2) impose a bot-
tleneck upstream of the crossover, whereas BS300 is a bottleneclktieam the
crossover, at least for some period. The remaining capacity in BS3@esats
lower limit of b= 1.6 t/h, and is actually just below zero for some time. Hence the
back offb is not sufficiently large to keep the remaining capacity just above zero
in this case. From FigurB.6, we see that the local MPC application for BS100
relaxes the quality set points because the column reaches the differeasislipe
high limit.

Case 2: Change in feed composition

A feed composition step change is introduced to the train 100 feed (whicimis su
of 21FR1005VWA and 21FC5335VWA). The composition change is ginéera-
ble5.1and occurs at time= 360 minutes, at the first vertical line in Figurgd,
5.5and5.6. The reduction in ethane content leads to an increase in the remaining
feed capacity in ET100, which is a bottleneck at that time, and the coordisator
increase the train feed. However, the increase in iso-butane contkresethe
remaining feed capacity in the further downstream butane splitter (BSd8@h
becomes a new bottleneck. The coordinator increases the crossoveketoiseaof
some remaining capacity in train 300.
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Case 3: Change ina CV limitin a local MPC

The bottom quality high limitin BS100 is reduced at a time where BS100 is already
operating at its capacity limit, as can be seet=a600 minutes in Figuré.6. This
leads to a reduction in the remaining feed capacity in BS100 of about 2 t/h. The
coordinator MPC responds by increasing the crossover flow frond Td0300 in
addition to T100 feed reduction. The two butane splitters (BS100 and B&880
now the bottlenecks together with the stabilizers. As expected, the ovéeal ef

the stricter quality limit is reduction in the total plant feed. The reduction takes a
long time, however, because the bottleneck in the butane splitters is quiterfar fr
the plant feeds.

5.5 Discussion

The main assumption behind the proposed coordinator MPC $&8-(5.17)),

is that optimal operation corresponds to maximum throughput. This will always
be the case if the flow networlagyn) is linear because we then have a LP prob-
lem. However, as discussed in Sect®2, even a nonlinear network will have
maximum throughput as the optimal solution provided the product pricesikre s
ficiently high. Thus, the use of a linear flow network mod8éy,) in the coordi-
nator MPC is not a critical assumption. The coordinator identifies the maximum
throughput solution based on feedback about the remaining capacityiitdibiel-

ual units, and the main assumption for the network model is that the gains (from
feed rates to remaining capacities) have the right sign. Neverthelesedangts
work model, both static and dynamic, is desired because it improves the dynamic
performance of the coordinator MPC.

In this application, the remaining capacity is obtained for individual units.
However, in some cases, for example, reactor-recycle systems, it magttee
to considersystem bottleneakaused by the combination of several unAsKe et
al., 2007.

By using a decoupled strategy based on the remaining feed capacity in each
unit, the coordinator MPC exploits the already existing models in the local MPCs.
This leads to a much smaller modelling effort compared to alternative apg®ach
like RTO based on a detailed nonlinear model of the entire plant. The computation
time in the coordinator MPC is small, and facilitates fast corrections of distur-
bances, model errors and transient dynamics. The coordinator MBQiedly
solves the DRTO problem with acceptable accuracy and execution fregue

An alternative coordinator MPC strategy would be to combine all the local
MPCs into one large combined MPC application including the throughput ma-
nipulators. However, for a complete plant the application will be over-caxnple
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leading to challenging modelling and maintenance. The improvement by using a
combined approach compared to our simple coordinator MPC is expected to be
minor since the set points to the MPC are not coordinated. Set point caticdin
would require a nonlinear model for the entire plant, for example, RTO.

A back off from the maximum throughput in the units is necessary due to
unmeasured disturbances and long process response times. Thdflautd
be selected according to the control performance and acceptableaiangiola-
tions. In general, the back off can be reduced by improving the dynariorie
model and including more plant information to allow for feed-forward cdntro
For example, feed composition changes could be included in the coordhator
to improve performance. Due to the lack of fast and explicit feed composition
measurements in the plant, feed composition changes are treated as uetheasur
disturbances in the simulations in the current concept. However, the moree
be extended by using intermediate flow measurements as indicator for fapd-co
sition changes. Therefore, the use of alternative model structuresithgimplify
and propagate model corrections from intermediate flow measurementd bleou
evaluated.

The most effective way of reducing the back off is to introduce throughp
manipulators that are located closer to the bottlenecks. This reduces tmidyn
response time and gives tighter control of the flow through the bottlenadkel
case study, the crossover flow introduces a throughput manipulator imithe
dle of the plant, which improves the throughput control of the units dowaistre
the crossover. It is also possible to include additional dynamic throughput ma
nipulators that make use of the dynamic buffer capacity in the various urdts an
intermediate tanks in the network.

The coordinator requires that the local MPC are well tuned and work Vell.
the local MPC is not well tuned, a larger back off is needed to avoid ainstr
violation in the coordinator MPC. In the case study, the BS300 MPC should be
retuned to give less oscillation at high throughputs.

The term "coordinator” is used by authoidefikatet al. andChenget al) to
describe coordination of multiple MPCs where the coordinator is at the lbegka
and generates set points to the local MPCs. In this work the term "cotodins
used in the meaning of coordinating the flow through the plant, and the caerdin
tor at the same level in the control hierarchy as the local MPCs (see FBdl)re
However, the tuning is assumed to be done sequentially, with the local MRs be
closed before obtaining the flow network model and tuning the coordina®.M
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5.6 Conclusion

In many cases, optimal operation is the same as maximum throughput. In terms of
realizing maximum throughput there are two issues, first identifying bottiégec

and second, implementing maximum flow at the bottleneck(s). The first issue is
solved by using the models and constraints from the local unit MPC applisdation
obtain an estimate of the remaining feed capacity of each unit. The secoadsissu
solved using a standard MPC framework with a simple linear flow network model.
The overall solution is a coordinator MPC that manipulates on plant featdls an
crossovers to maximize throughput. The coordinator MPC has been tested o
dynamic simulator for parts of thedsta gas plant, and it performs well for the
simulated challenges.



Chapter 6

Implementation of a coordinator
MPC for maximizing throughput
at a large-scale gas plant

Based on an extended abstract accepted for presentation at AIChE&klann
meeting, Philadelphia, Pennsylvania, November 2008

A coordinator MPC has been earlier proposed as a method ternnemt
maximum throughputAske et al., 2008. The coordinator manipulates
feed rates, crossover and splits that affect the flow thraagbral units,
whereas local MPCs are used for the individual units. In gaper,
an industrial implementation of a coordinator MPC at theéascale
Karstag gas plant is described, including design, modellindjtaning.
The local MPC applications estimate the remaining capaafitgach
unit. Although not fully implemented, the coordinator MP€found
to be a promising tool for implementing maximum throughput.

6.1 Introduction

The Karstg gas processing plant plays a key role in the transport and treatment
of gas and condensate from central parts of the Norwegian contirsdel The
products from the plant are dry gas, which is exported in pipelines, atai gas
liquids (NGL) and condensate, which are exported by ships. The mapives

rich gas and unstabilized condensate through pipelines from more than@Gcp

ing fields. This set high demands, not only to the plant efficiency andamgibut

also to the plant throughput. Limited gas plant processing capacity meanséhat

or more fields must reduce production or even shut down. Therefigrigriportant

for the Karstg plant to process as much as possible and not become a “bottleneck”

127
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in the Norwegian gas transport system. The plant has several indagdedds

and parallel flows that give rise to multiple bottlenecks. In addition, the bottle-
necks may move due to disturbances. The coordination problem of maximizing
the throughput is thus a multivariable problem. Thar$ta plant has no recycles

or reactors.

The overall feed rate (or more generally the throughput) affects all imite
plant. For this reason, the throughput is usually not used as a degreeadm for
control of any individual unit, but is instead left as an “unused” degrfefreedom
to be set at the plant-wide level.

The throughput at the &sta plant is presently set by the operators who ma-
nipulate the feed valves to satisfy orders from the gas transport systmrafed
by another company). The orders are stated as pipeline press@e@safes and
export gas rates, which may change on an hourly basis. The objetthvis work
is to coordinate the throughput manipulatar®) o achieve economic optimal op-
eration.

In general, to optimize the economic operation of a plant, one may use a real-
time optimization (RTO) based on (rigorous) steady-state models to calculate the
optimal operation point. The standard RTO methods require the plant to ke clos
to steady state before performing a reoptimization based on data reconcitiation
parameter estimatioMarlin and Hrymak1997). A steady-state optimizer is con-
venient when the economically important disturbances are infrequentcetho
the response times of the controlled plagtrand 1991). However, many plants
are rarely at steady state or important economic disturbances occuerfithq At
least in theory, it is then more suitable to use dynamic optimization with a non-
linear model, which may be realized using dynamic RTO (DRTO) or non-linear
model predictive controller (MPC) with an economic objectifegukhowonget
al., 2004 Kadamet al,, 2003 Backxet al., 200Q Strand 1991).

In this study, a different approach is used. We assume that the mainneicono
objective is to maximize the plant throughput, subject to achieving feasibta-ope
tion (satisfying operational constraints in all units) with the available feetiss T
corresponds to maximum flow through the bottleneck(s) within the operational
constraints. This insight may be used to implement an optimal operation strategy
without the need for dynamic optimization based on a detailed model of the entire
plant Askeet al, 2008.

One option for solving the maximum throughput control problem for the entire
plant is to combine all the MPCs in the plant into a single application. However,
we choose to decompose the problem by using several local MPC appigatid
a coordinator MPCAske et al, 2008. The coordinator uses the remaining de-
grees of freedomuf) to maximize the flow through the network subject to given
constraints. The remaining degrees of freedof) ihclude feed rates, splits and
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crossovers and the local MPCs provide estimates of the available capawity c
straints R¢ > 0) in each node for the network. The main advantage of decomposi-
tion is that the application becomes smaller in size and hence easier to undlerstan
and maintain.

The remaining capaciti tells how much more feed urktcould receive while
operating within its constraints (feasible operation). By estimd&infgr each unit,
the plant-wide control problem is decomposed. The estinRtsdre used as CV
constraints in the coordinator MPC. The remaining capacity may change with time
and a key idea is that updated values can be obtained easily from the 1B&l M
applications.

All MPC applications at the Erstg plant use the SEPTI®MPC, which is an
in-house software toolStrand and Sagl2003. SEPTIC minimizes a quadratic
objective function using linear models and constraints and handles relaxdtio
the constraints. Even though SEPTIC is capable of using non-linear mbdeds
SISO step response models are used in all applications described here.

This paper considers about half of the processing units, which incllges
distillation columns, 2 compressor stages, 4 feed valves and 2 crosgspits.
The main reason for not including the entire plant is that local MPC application
are not implemented on all units.

This paper is organized as follows. The local MPC controllers for the indi-
vidual units are discussed briefly in Sect®r2 The local MPCs adjust the local
degrees of freedomi{) such that the operation is feasible. However, local feasibil-
ity requires that the feed rate to the uRjtis below its maximum capacitf, .,
and one of the tasks of the plant-wide coordinator is to make sure that thtisis sa
fied (Rq = F{ max— Ft > 0). The maximum capacity for a unf,,,,) may change
depending on disturbances (e.g. feed composition) and needs to bedipda-
tinuously. A key idea of this work is to use the already existing models in the local
MPCs to estimatés, .. and is discussed in Sectid3 Section6.4 discusses
the coordinator MPC, including control design choices, model developriuem
ing issues and test runs. Experience from the implementation atirstgsite is
summarized in Sectiof.5. All the time series displayed in this paper are from
closed-loop operation of the coordinator MPC at thedte plant. The experience
with the coordinator MPC is so far limited, but it seems to be a promising tool for
implementing maximum throughput (Secti6rf).

*Statoil Estimation andPredictionTool for | dentification andControl
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6.2 Local MPC applications

All the local MPC applications for the present coordinator are on twakcb
distillation columns. A short description of these applications is given below.
The main control objective for each distillation column is to control the quality
in the distillate- D) and bottoms ) products, by manipulating boil-upy§ and
reflux flow (L) (i.e. using the LV-configuration). In addition, the column must
be kept under surveillance to avoid overloading, which is an importang if&su
maximizing throughput. Column differential pressufgy is used as an indicator
of flooding (Kister, 1990, but so far the differential pressure is controlled for only
a few of the columns. The local MPCs are configured with the following odett
variables (CVs), manipulated variables (MVs) and disturbance variéb\és):

CV (set point + max constraint): Impurity of heavy key component iD.
CV (set point + max constraint): Impurity of light key component iB.
CV (max constraint): Column differential pressuré\).

MV: Reflux flow rate set pointL().

MV: Tray temperature set point in lower sectidg)(

DV: Column feed flow.

These MVs correspond to the local degrees of freeddirad the CVs cor-
respond to the local outputy']. Some of the columns have additional CV con-
straints, like valve opening, temperatures and levels. One column hasitdoredd
MV and some columns have additional DVs, but in principle, all the columns hav
the same control configuration.

The product qualities are given by mole fraction of the key componentand
logarithmic transformation is used to linearize over the operating re§@koges-
tad 1997. The high limits on the product qualities follow from the maximum
levels of impurity in the sales specifications and the differential pressulndimdg
is placed just below the flooding point.

The MPC problem is solved at each sample time using a standard two-step ap-
proach, where first a steady-state problem with constraint relaxatidrthenpre-
dicted final steady state is feasible, and then the “standard” dynamic Mib&pr
is solved with the possible recalculated set points and constraints. Thigypoier
der for solving the steady-state feasibility problem in the local MB&and and
Sagli 2003 is:

1. High limit differential pressure
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2. Impurity limits
3. Impurity set points

This priority hierarchy may lead to a relaxation of the impurity set points (and in
worst case the limits) to avoid exceeding the differential pressure high limit. By
using relaxation, the column can handle the given feed rate without flodiding
column, but note that the exceeding the limits may result in an unsellable product.
In the dynamic optimization part, constraints are handled by adding penalty terms
to the objective function.

The local MPC applications are based on experimental step responsésmode
as described in Appendi&. The prediction horizon is 3 to 6 hours, which is
longer than the closed-loop response time. The sample time is 1 minute, which is
sufficiently fast for the distillation column applications.

6.3 Estimate of remaining capacity

In this section, the procedure used by the local MPCs for estimating the riegain
capacity in each unity) is explained.

The remaining capacity for uritis the difference between the current fé‘éd
and the maximum feef, . calculated at the current time,

Rq = I:kl,max_ I:kl (6.1)

The feed to the local uni/ is a DV in the local MPC application and the maximum
feed to the unik is then easily obtained by solving an additional steady-state LP-
problem:

I:klmax: max l:kl (6-2)
’ Ui Fig

subject to the present initial state, linear model equations and constraguotsnus
the local MPC. HereuL is the vector of manipulated variables in the local MPCs,
and at the optimal solution, all these degrees of freeddinare used to satisfy
constraints (feasibility limit). To calculate the units current maximum feed, the
end predictions (steady-state model) for the variables are used. Thinesthat
the closed-loop response time is faster for the local MPC than for theicatod
Note thatF/ _ can change due to updated measurements, disturbances (i.e.
feed compositions changes), changes in the constraints and modeksH#mag
is, the steady-state gain in the models) in the local MPCs. The current féleel to
unit (Fll) is measured, either by a flow transmitter or by a level controller output
(valve opening) if a flow transmitter is not available.
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The algorithm included in the MPC software uses the Simplex method to solve
the LP problem of maximum feed while respecting the upper and lower limits for
the input and output variables. The accuracy of the estimated remainiagityap
depends on:

« The validity of the models used in the local application. The algorithm uses
the end prediction; hence, the steady-state gain in the models is important in
the estimation.

» The appropriate use of gain scheduling for CV-MV pairs with largeitinen
earities, in particular, in distillation column flooding indicators (differential
pressure). Here “gain scheduling” means that the model gain is updated
(scaled) based on the current operation point. Gain scheduling orediffe
tial pressure is included for some columns.

» The CV constraints must reflect the true operational limits and the MV con-
straints must be reasonable.

To explain the first two points in more detail: An incorrect steady-state gails lea

to a poor estimate of the remaining capacity (controlled variable) because-the c
ordinator MPC has slow dynamics, it will take a long time before the feedbatk c
correct for the error. A too high remaining capacity estimate (too small steady
state gain) lead to a oscillating behavior because of the long delays in the flow
network. In such cases, detuning may be necessary (high move pemaitys)

to avoid amplifying the oscillations. Another issue is that the operators will not
trust the remaining capacity estimates if the estimates are far away compared to
their own experience.

Ideally, the calculation of remaining capacity uses directly the model and con-
straints, used in the existing local MPC. However, in some cases “artificiati-(
physical) constrains are added for tuning reasons in the local MPCshard
should not be included. For example, in the demethanizer MPC applicatian ther
is a temperature constraint in column mid-section (high limit) with the same prior-
ity as the CQ content in distillate (high limit). Here, only the G@ontent should
be a limiting factor on the feed rate. The temperature high limit is included to ob-
tain better boiler distribution in the column and should not limit the throughput. In
this case we choose to replace the “artificial” constraints with a wider camistra
since our version the LP algorithm does not handle relaxation of cortstainl
may risk an infeasible problem. Another option would be to omit the constrained
variable from the remaining capacity calculation, but for the temperatuigblar
mentioned above, it has a low limit that must be considered in the capacity calcu-
lation and the variable must therefore be included.
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For distillation columns that frequently operates close to their capacity limit,
the estimated capacity is generally good. For these units we have more experi-
ence in the actual operation range, and the models in the local MPC applécation
are typically obtained in this range. For some columns, the differential yneess
is included in the remaining capacity calculation, and for these columns, the esti-
mate of remaining capacity is better. Another aspect is that the estimate uses the
CV constraints and not the CV set points. For a distillation column, the distillate
and bottoms quality constraints are used instead of the CV set points beeause
point deviations are acceptable if the alternative is feed reduction. Tlis tean
estimated capacity that is larger than expected by the operators.

For units with several feeds, the LP optimization will maximize the feed with
the smallest steady-state gain (smallest predicted effect on capacitygasttbe
other feeds will go to zero. However, some feeds cannot be set tplrrause
they are outlet from an upstream unit with no possibility for routing it elseahe
In this case, the LP optimization is set to maximize the feed from the flow line the
unit must process and the other feeds are held constant in the optimization.

The estimation of the remaining capacity described above is for distillation
columns. However, compressors are also included in the applicatiort,fresant,
there are no MPC applications operating on these. To estimate the remaining ca-
pacity of the compressors one option could be to consider the percer(gived
by the speed). However, it may not always be possible to reach 100¢adloa
to other constraints, for instance the turbine exhaust gas temperatuendider
several constraints, we therefore use “dummy” MPC applications, with@¥ky
and DVs that are set up to estimate the remaining capacity for the compressors

The use of an estimate of the remaining capacity decomposes the control prob
lem to a large extent, and the coordinator MPC has a “reasonable” sige, ev
though if it is a plantwide controller. At present, the estimate is based on ex-
perimental modelling. However, rigorous models for local units can alsséé u
to predict the remaining capacity. This is attractive for units where experimen
tal modelling is difficult, for example, due to nonlinearities. This illustrates the
flexibility with this decomposition where the best available model can be used to
predict the remaining capacity.

6.4 Coordinator MPC

In this section the objective, variables, modelling and tuning of the coordinato
MPC is described.
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6.4.1 Objective, variables and constraints

The Karstg plant is shown in FiguB1where most of the CVs, MVs and DVs for
the coordinator MPC are indicated. The coordinator MPC maximizes the troug
put in train 100 (T100), train 300 (T300) and dew point control unit (P and
consist all together of:

* 6 MVs: 4 feed rates, 1 crossover, 1 feed split.

e 22 CVs: Remaining capacity of 12 distillation columns and 2 compressors
steps, 7 other constraints and the main objective: total plant feed with a high,
unreachable set point with lower priority.

« 7 DVs: 3 feed rates, 2 feed compositions, 1 crossover, 1 feed split.

The MVs (throughput manipulators) are the feed rates, a crossotsedr
parallel trains (from T100 to T300) and a feed split to T300. Other thmpug
manipulators that affect the CVs in the sub-application are included asl2ir,
if the coordinator MPC is extended to the whole plant, most of these DVs will
become MVs. The feed compositions (DVs) reflects the gas/liquid split, and de
termine the split between gas flow to the compressors and liquid flow to the frac-
tionation and are estimated from flow- and temperature measurements.

The CVs are the remaining capacities of the units, in total 2 compressor stages
and 12 distillation columns. Even though there are three compressorhatage,
the remaining capacity of each stage is used, because local contré@htreldis-
tribution between parallel compressors (equal distance to the compoesgool
line). The “other” 7 CV constraints are related to the use of MVs, that ig|deo
avoid filling or emptying of buffer tanks and sump volumes, pressure Gintr
in the pipelines and pressure controller outputs.

Each variable (CV, MV and DV) belongs to one or more sub-groups tiidiev
deactivated if one critical variable in the sub-group is deactivated. Btarne, if
a local MPC application is turned off, the corresponding remaining cap@vitis
deactivated, and this critical variable suspends the whole sub-grougsiBg this
condition-based logic, the coordinator MPC can operate even if parte qiamt
are not running or not available for throughput maximization. For thedinator
MPC, each MV defines a sub-group with corresponding CVs as members.

The CV *“total plant feed” is the sum of the plant feeds and is given by

TOTALFEED = 20FC1001A+ 20FC2001A+27FC3108

+ 27FC3208VWAL 21FC4125A+ 21FCA4225A+ 21FC5219
(6.3)
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where each of the variables are train feeds. In general, the feetisieaulifferent
weighting, but at present, their weights are equal. Of the 22 CVs, only tak to
plant feed is set point controlled, the other CVs are constraints. Thetivgje
function in the MPC algorithm is quadratic, while the objective function in the
maximum throughput problem is linear

J= —TOTALFEED (6.4)

To obtain a quadratic objective function that fits directly into the quadratic MPC
algorithm, we have used a common trick of introducing a quadratic set paint de
viation term with a high and unreachable set point for the total plant feedawith
lower priority than the capacity constraints.

The MV feeds have ideal values (IV) for dynamic reasons that areisked
in Section6.4.3 The crossover has an ideal value to keep its flow in the middle
of the operation range when constraints do not determine the crossmwveifie
detailed control structure including priorities (CV limits, CV set points and MV
ideal values) and groupings is summarized in T&ble

The decomposition requires that the coordinator receive three variabfes
each of the 12 local MPC applications:

 Estimated remaining capacity (value)
 Quality of the remaining capacity value (good/bad)
« Status of the local MPC (on/off)

If the estimated remaining capacity has a bad value, that is, the LP formulation is
not feasible, then the status of the remaining capacity CV is set to ERROR and
the corresponding MVs, given by the sub-grouping in the coordinaterthen
suspended. If a local MPC application is deactivated, then the unit rergaiain
pacity CV is set to OFF in the coordinator and the sub-group in the coordinato
is suspended. The coordinator still runs, but the MVs in the sub-greugdeac-
tivated. This is done because we require that the local MPC applicatiotivie ac
before the coordinator can operate.

6.4.2 Dynamic modelling for the coordinator MPC

The coordinator uses individual (SISO) step response models, orpreoisely a
single-input multiple-output representation of a multi-input multi-output system.
The advantage with SISO models is that it is easy to adjust the models indepen-
dently for input-output pairs. However, SISO models imply that the struafire

the process is lost and, for instance, disturbances do not propagéeyavould

in a state-space model. The loss of structure leads to some additional woridar
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MVs
Name Description Priority Sub-group
20FC1001AVWA | Feed T100 3 1*
24FC5074VWA Crossover T100 to T300 4 2*
27FC3108VWA Feed Stabilizer 1 T300 3 3*
27FC3208VWA Feed Stabilizer 2 T300 3 4*
21FC5219VWA Feed DPCU (T500) 3 5*
21FC5288VWA From DPCU to T300 3 6*
CVs
Name Description Priority Sub-group
RemCapMT100 R demethanizer T100 1 1* 2
RemCapET100 R deethanizer T100 1 1*x 2 5% 6*
RemCapPT100 R depropanizer T100 1 1* 2% 5%  6*
RemCapBT100 R debutanizer T100 1 1x 2 5*  6*
RemCapBS100 R butane splitter T100 1 1x 2% 5%  6*
RemCapSTB1 R stabilizer 1 T300 1 3* 5 6
RemCapSTB2 R stabilizer 2 T300 1 4% 5 6
RemCapET300 R deethanizer T300 1 3* 4 5 6*
RemCapPT300 R depropanizer T300 1 2 3 4 5 6*
RemCapBT300 R debutanizer T300 1 2* 3* 4 5 6*
RemCapBS300 R butane splitter T300 1 2 3 4 5 6*
RemCapDPCU RDPCU 1 5
RemCapSTPSGC| R Statpipe sales gas compressors 1 1* 2
RemCapSTPCC | R Statpipe booster compressors 1 1* 2
15P10039 Pressure Statpipe 1 1*
15PCO0002VYA Pressure control output Statpipe 1 1*
24LC1001VYA Sump level output deethanizer T10Q 1 1 2 5
36L13054 Level buffer volume 1 1 3* 4 6*
36L13914 Level buffer volume 2 1 3* 4 6*
15P12025 Pressuref\sgard pipe 1 5*
15P12028VYA Pressure control outplétsgard pipe 1 5*
TOTALFEED Total plant feed 2 1 3 4 5
DVs
Name Description Sub-group
FEEDCOMPT100| Feed composition T100 1 2 5
FEEDCOMPT200| Feed composition T200 1 2 5
20FC2001AVWA | Feed T200 1 2 5
24FC5071AVWA | Crossover T200 to T300 2 3 4 5
21FC5334DEV From DPCU to T100 1 2 5 6
21FC4125AVWA | Feed T410 5
21FC4225AVWA | Feed T420 5

Table 6.1: MVs, CVs and DVs in coordinator MPC with its 6 subgroups. ti-Cr
cal variable for the sub-group.
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the DPCU. The feed to the DPCU is an MV, and from the DPCU there are three
liquid streams, where two are DVs and one is MV in the coordinator. The tw® DV
need to be corrected for the changes caused by the two MVs, to avoidlimgpdé

the same effect twice. This is done by let the two DVs be the difference batwe
measured and modelled response instead of the measurement directlyerin oth
words are the changes in the DVs caused by the two MVs are “subtracted”

The models are obtained from step tests and historical plant data. Thg-stead
state gains in the models from several inputs are calculated using typicabsemp
tions to validate the step-tests.

The sampling time for the coordinator MPC is 3 minutes. The prediction and
control horizon are set to 6 hours, whereas the longest responselsmredch
steady state at approximately 4.5 hours.

6.4.3 Tuning the coordinator MPC

The tuning of the coordinator MPC is a trade-off between robustnessisine.g.
feed) variations on one side and keeping the flows through the bottleclesksto
their maximum on the other side.

MV tuning

From early tests, it became clear that the trick of using a CV of total pladt fee
with a high, unreachable set point to maximize throughput requires idesis/an

the MV plant feeds to obtain satisfactory dynamic performance. This \disen

is illustrated from a plant test using two MVs and a CV in Fig@r2 The buffer

tank level CV (Figure6.2(a) is predicted to reach its low limit (prediction not
shown here), and the recalculated (reachable) set point for the A\plaid feed

is then reduced. To reach the new recalculated set point for CV total fiele,

all MVs that constitute the CV total plant feed (see Equati®)] are reduced
dynamically (Figures$.2(c) and 6.2(b), even though only the latter affects the
buffer tank level. This leads to the “jagged” use of the MV4¢ at215 min. In

this case, only the MVs that effects the CV that meets its constraint should be
used to reach the recalculated set point for CV total plant feed. Thisviscsby
adding ideal values on the MV plant feeds. The dotted vertical line in the MV
plots indicates the time where ideal values are turned on and then the MV Feed
T100 are increased up to its high limit. The reduction in MV Feed T100 at droun

t =270 min is due to another constraint not shown here. The ideal valuesréhat
added to the MV plant feeds are high and unreachable with a lower prioaty th
the total plant feed set point and have a low penalty on the deviation froideak
value.
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When ideal values (IV) for the MVs are introduced, the rate of changartis
ideal value is specified to obtain ramping rate independent of the penaltyeon th
deviation from ideal value. The ideal ramping rate is set to typical 500kgat
Maximum increase and decrease of the MV at each sample is chosendrased
typically rate changes operators choose to implement.

CV tuning

The most important tuning variables for the CVs are the penalties on constrain
violation. The constraint violation is “balanced” by using penalties on MV raove
to obtain a satisfactory dynamic behavior when CV constraints are violateth E
though a CV constraint is violated, the use of MVs should not be too agjgeds
avoid unnecessary throughput variations. Importantly, the CV conttraia not
absolute because back off is included to handle disturbances and iotperigol.

The coordinator MPC has four integrating CVs; two buffer volumes (I¢vels
and two pipelines pressures. For an integrator, the horizon length is @ foain
rameter. To see this, consider an increase in feed rate that draws narfetios
controlled volume, hence the derivative to the integrating CV is negativee Th
maximum allowed change in level (CV) or slope (the derivative) is givethiey
current distance to the level constraint divided by the horizon lengthhokter
horizon length will give a larger slope and allow for larger feed rate gaanThe
integrating variables have a prediction horizon of 3 hours, which is hafiréaic-
tion length to the other variables. The prediction horizon is shortened $edau
is likely that disturbances occur within the 6-hour period that counteraetgvel
change.

6.5 Experience from implementation

Some experiences from the implementation at tlesks site are summarized in
this Section.

6.5.1 Estimate of remaining capacity

To estimate the remaining capacity in each unit, the corresponding local MPC ap
plication considers, in general, product quality control within some op@ltio
constraints. One observation is that when a large disturbance ocaupsetticted
steady-state values may violate their limits and, if this violation is sufficiently
large, the LP optimization does not find a feasible solution and the estimate of
maximum capacityR; ..,) fails. The end prediction values are in such cases often
not reasonable because the MPC application assumes that the distarbéhce
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maintain constant (possible reduced with a low-pass filter) throughoutdiaécp
tion horizon, which is rarely the case.

We have observed oscillations in the estimated capacity with periods of 1-2
hours. These variations are challenging because this corresponds d¢tmsled-
loop time constant of the coordinator; hence, these variations cannetibeed
by signal filtering. The variations in the estimated capacities usually arise due to
model errors from the unit feed. A systematic treatment of the inferentiaélwod
(estimators of product quality) and models in the local MPC applications isnece
sary to obtain satisfactory performance of the coordinator MPC. Simoe sbthe
local MPC applications were commissioned several years ago, a validatioa o
models was found necessary.

To improve the estimation of remaining capacity, several approacheseate us

* With a known, measured, short-time disturbance: The maximum capacity
(Fk'_’may) is held constant during the period of the disturbance. This is used
for the disturbance that occurs at each dryer exchange.

« For each unit, a minimum value of the maximum capachy,{,) is in-
cluded. '

* CV constraints included in the local MPCs that should not limit the through-
put were replaced with wider constraints. This applies to “non-physical”
constraint that may have been added in the MPC for tuning reasons.

« Gain scheduling is included for some differential pressure models.

During implementation and test-runs of the coordinator MPC, the local MPC
applications were followed up closely and some changes were necesgaey
changes include updating inferential models, updating response modeldding
new models in the local applications (mostly for differential pressures).

The main structural weakness in the estimation of remaining capacity is that
the LP solver may “give up” to find a solution because there are no relaxatio
constraints. When the LP solver does not find a solution, it returns adbality”
value to the coordinator and its variable subgroup is turned off. It woeilorefer-
able that the coordinator finds the best possible solution instead of “giphg
This can be realized with a LP solver that includes relaxation of the cortstrain
This improvement of the LP algorithm is planned to be included in the future.

6.5.2 Experience with the coordinator MPC

A test run of the coordinator MPC from 07 Feb. 2008 is displayed in Fi§3e
The coordinator is turned on A= 18 min and the coordinator starts to increase
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the feed to T100 (Figuré.3(a) until the pipeline pressure in Statpipe reaches
its low constraint (Figuré.3(b). During this start-up period, the crossover flow
ramps towards its ideal value (Figu8e3(c). The remaining capacity in the butane
splitter T100 reaches its low constraint (Fig@r8(d) and the crossover increases
again to avoid reduction in the throughput. However, the use of the amsso
is “aggressive” and actually generates oscillations in the downstreamniema
capacities because of the delays in the flow network if the model gain wasnoo lo
To avoid this, the model gain was almost doubled ardua®50 minutes and the
crossover is now able to control the remaining capacity towards its low edmistr

The accuracy of the estimate of remaining capacity for demethanizer T100
(Figure 6.3(e) was poor. This column has operation problems like gas flooding
that occurs at different differential pressures, and large dutyggsin side boilers
because of large shift in the column temperature profile. In this test, the aidel
from column feed to differential pressure was increased=a820 minutes, and
the new value seems to give a more correct estimate of the remaining capacity fo
the column.

A key idea with the coordinator MPC is that the coordinator should maintain
maximum throughput in spite of feed composition changes. Feed composition
changes are important disturbances and affect the remaining capaci¢yunits.

The feed composition in the Statpipe (T100) (Figbu&(f)) is rather stable until=
580. Then the feed composition becomes significantly heavier (more feeditb liq
fractionation) and thereafter significantly lighter. In this case, the coatolinuse
the crossover (Figuré.3(c) and the T100 feed rate (Figuée3(a) to control the
remaining capacity for the butane splitter T100 (Figbr&(d) at its constraint.

In another test run of the coordinator MPC (08 Feb. 2008), the fdedvas
used to control the load to the booster compressors. In this case, oreetbfdl
booster compressors was not running due to maintenance, which limits the plan
feed. During the test period, the feed composition became slightly lighter (in-
creased gas content) and this change was large enough to affecptuityaf
the booster compressors. The back off in the booster compressorsduasd to
be able to maintain the production with higher gas content in the feed. Running
the compressors at this high load is possible, but is not recommended oger lo
periods.

The guidelines from the gas pipeline network manager are typically given as
“reduce the feed 40 t/h to keep the pipeline pressure above 134 bavievdq
during operation it became clear that these two values did not coincidethé&or
gas pipeline network operation, it is the pressure profile in the pipeline vidich
most important, but for the gas plant operators it easier to relate to the deed fl
With the coordinator MPC, it is possible to specify a low limit on the pipeline
pressure, and let the feed to the plant be given by the pipeline prégsheeplant



6.5. Experience from implementation 143

141,
3.4 139 1
S =1
o =137 ]
£3.2 3
— 135 a
3 1 133
0 120 240 36[0 .42?0 600 720 0 120 240 36[0 _4?0 600 720
time [min time [min
(&) MV: Feed T100 (b) CV: Pressure Statpipe
= X 104‘
4.5 2.8 |
= =
S 4 S 24
=, =,
5 3.5 b 5
— - 2
3, i
25‘\ ““““““ s T B 1 167 L L L L L T
0 120 240 36[0 .4?0 600 720 0 120 240 36[0 .4?0 600 720
time [min time [min
(c) MV: Crossover (d) CV: Remaining capacity butane splitter
T100
4
—_ . 3
= =
Fe) Fe)
=, =,
S s 2
— —
1
0 120 240 36[0 .4?0 600 720 0 120 240 36[0 _4?0 600 720
time [min time [min
(e) CV: Remaining capacity demethanizer () DV: Feed composition changes T100

T100

Figure 6.3: From test run 07 Feb. 2008: Use of crossover to maintairHrigingh-
put rate, change in model gain and feed composition change. MV and l0¥sva
(solid), high and low limits (dashed) and ideal values (dotted).



144 Implementation of a coordinator MPC for maximizing throughput

———————————————————————————— 9000 1
3.4r 6000 1
< —
g < 3000
A 0
3r 1 -3000 1
0 60 . 120 0 60 . 120
time [min] time [min]
(&) MV: Feed T100 (b) CV: Remaining capacity Statpipe booster
compressors
4
—3.5 1
e
> /\/\’\‘\N\_\/
=
B 3 1
—
2.5 1
0 60 120

time [min]
(c) DV: Feed composition changes T100

Figure 6.4: From test run 08 Feb. 2008: Feed rate controls the load todiséeb
compressors with feed composition changes as disturbance. MV, CV\ardID
ues (solid), high and low limits (dashed).

itself is not limiting the feed).

When in closed loop, the coordinator MPC manipulates directly on the plant
production. This directly involves the operator manager and close catiqer
with the gas pipeline manager (which is operated by another company) is-nece
sary. The plant is operated by three control panels, so a close diglogdrethe
operator personnel and the operator manager is crucial.

The operators are familiar with the MPC interface from several years déimp
menting local MPC applications. This is a big advantage because the cdordina
MPC has the same interface and operates in the same manner, so it is eastier to g
operator acceptance.

Using an in-house MPC tool has the advantage of quick and appropeiate r
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sponses to desired software changes, which has been very usefsafmple, in
changing the algorithm for estimate remaining capacity. In addition, the use of
own personnel, from the research center and the plant site, keepsdivekige
within the company. A successful implementation also requires that the project
gets priority by the managers, especially since this application is plant-wide and
involves several operators.

6.6 Conclusion

A coordinator MPC to maximize production is currently under implementation on
a large-scale gas plant. Théistg gas plant is an important part of the Norwegian
gas transport system and the plant should process as much as possibédto
being a bottleneck in the gas transport network. The frequent chamdesd
composition, pipeline pressures and other disturbances require a dymeuié

for optimization, and a coordinator MPC was earlier proposed as a method to
implement maximum throughpufékeet al., 2008.

A key factor in the implementation is the estimate of the remaining cap@agity
for each unit, which tells how much more feed ukitan receive while operating
within its constraints. The remaining capacity for each unit is estimated by the
local MPC applications and is treated as CVs in the coordinator MPC. This de-
composition leads to a plantwide application with “reasonable” size. The éirst p
of the implementation includes about half of the plant and has 22 CVs, 6 M¥s an
7 DVs. A coordinator that includes the whole plant will have about twice as/ma
CVs and MVs. The coordinator MPC is built with SISO step response models,
similar to the local MPC applications.

There are some pitfalls in estimating the remaining capacity. The estimate
relies on the accuracy of the steady-state models in the local MPC application,
correct and reasonable CV and MV constraints and the use of gaidutitge
to cope with larger nonlinearities. We have found that it is crucial to insghect
models and tuning of the local applications in a systematic manner. The estimate
of the remaining capacity was found to be reasonable for the distillation columns
where the differential pressure is included as a CV and the flooding poé-is
proximately known. Although the experience with the actual implementation of
the coordinator MPC is limited, it is nevertheless clear that this is a promising tool
for implementing maximum throughput at théistg gas plant.
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Chapter 7

Conclusions and directions for
further work

7.1 Conclusions

This thesis has discussed plantwide control configuration with focus omaixe
imum throughput case. In the general case, an important task for thigviglan
control system, if not the most important, is to maintain the plant mass balances.
The proposedelf-consistency rulfills this lack of a general rule that applies to all
cases. It may be regarded as an obvious rule, but is often forgottgplamtavide
perspective.We believe the self-consistency rule states the mass bateacésar
manner and will be very useful for students and newcomers in the field.

In Chapter3 we have shown that “maximum throughput” is an optimal eco-
nomic operation policy in many cases. This occurs when product prieesus
ficiently high and feed is available and the throughpus a degree of freedom.
Optimal economic operation then corresponds to maximizing the throudghput
subject to achieving feasible operation.

From a literature search and based on our own industrial experiesegnts
like the feed valve (or more general the throughput manipulator) is veejyra
used in practice for closed-loop control, in spite of its great importance @n th
plant economics in cases where maximum throughput is optimal. The reason is
probably the large effect of feed rate on the operation of the entire fanthe
result may be a loss in economic performance.

This thesis has discussed several methods for implementing maximum through-
put in the control layer. The nature of maximum throughput simplifies the im-
plementation because the optimum is constrained and corresponds to maximum
throughput in the bottlenecks(s). Maximum throughput can then be impledhente
in the control layer and the approaches discussed in this thesis are:

147
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Chapter 3. To obtain tight bottleneck control, move the throughput manipulator
to the bottleneck unit and control the bottleneck flow with single-loop con-
trol. The approach requires the bottleneck to be fixed in one unit. The-disad
vantage is that the inventory loops upstream the bottleneck must be recon-
figured when moving the throughput manipulator to ensure self-consystenc

Chapter 4. In cases where it is not desired to move the throughput manipulator,
dynamic degrees of freedom can be included to shorten the effective time
delay from the throughput manipulator to the bottleneck. With dynamic
degrees of freedom, we mean manipulated variables with no steady-state ef-
fect. The most common examples are liquid levels and buffer tank levels.
To include dynamic degrees of freedom in single-loop control, the struc-
ture single-loop with ratio controls proposed. This control structure uses
the original location of the throughput manipulator (usually the feed rate)
and use inventories dynamically by adding bias to the inventory controller
outputs. The structure can be used for cases with fixed bottleneck. Tight
bottleneck control can be achieved if the inventories are sufficient.ldme
handle both upstream disturbances and bottleneck flow changes, we rec
ommend that the tank volume should g,k = 410|Aqv| wherety is the
upstream process time constant aAdy | is the expected variation in flow
to and from buffer tank. The single-loop with ratio control structure t@as n
need for reconfiguration of the inventory loops, even the controlnpaier
tunings can remain unchanged (except if the inventories are poorly)tuned
An multivariable controller (e.g. MPC) can also be used to include dynamic
degrees of freedom with throughput manipulator (feed rate) and irresito
(inventory controller set point or directly manipulating the valve) as manip-
ulated variables.

Chapter 5and 6: In larger plants, there are often independent feeds and parallel
trains with crossovers and splits between them that give rise to multiple bot-
tlenecks and multiple throughput manipulators. This requires multivariable
control and the proposed coordinator MPC both identifies the bottlenecks
and implements the optimal policy. The coordinator uses the remaining de-
grees of freedomuf) to maximize the flow through the network subject to
given constraints. The remaining degrees of freeddginiiclude feed rates,
splits and crossovers and the local MPCs provide estimates of the available
capacity constraintd > 0) in each node for the network. The constraints
for the coordinator MPC are non-negative remaining capacig@ddr each
unitk, that is, how much more the unit is able to receive within feasible op-
eration. The values d®¢ may change with time and a key idea is that they
can be obtained with almost no extra effort using the existing local MPCs.
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In the latter approach, coordinator MPC for maximizing throughput, the plant-
wide control problem is decomposed by estimating the remaining capacitytof eac
unit in the local MPC applications. The remaining capadry) (s estimated from
the present initial state, linear model equations and constraints used in #he loc
MPC. To calculate the current maximum feed for each unit, the end prediction
(steady-state gain) for the variables are used. In this thesis, the estimased b
on experimental models, most of them linear (some are gain scheduledgveiow
rigorous models for local units can also be used to predict the remainirzg-cap
ity and makes decomposition flexible where the best available model candbe use
to predict the remaining capacity. The major advantage of decomposition is that
the overall plant application becomes smaller in size and hence easier t6 unde
stand and maintain. The coordinator MPC can also easily be built in steps with
successive local MPC applications included in the coordinator.

The coordinator MPC is an effective tool for plantwide dynamic optimiza-
tion. It uses simple models and by estimating remaining capacity of each unit, the
plant is decomposed in an effective way. Dynamic optimization with simple mod-
els and decomposition of the plantwide control problem is satisfactorily in many
cases compared to traditional (steady-state) RTO. This thesis discussbge
tive function equal to maximum throughput and dynamic optimization using linear
models. However, the coordinator MPC is not imitated to this. The objective fun
tion can be economic, for example with a price weighting between the feeds. The
coordinator can also use non-linear, rigorous models when it is negessa

To implement maximum throughput, the key is to achieve maximum flow
through the bottleneck unit(s). However, to achieve feasible operationstially
necessary to “back off” from the optimally active constraints. Back aftieto a
lower flow through the bottleneck and an unrecoverable economic logsleBals
to the obvious conclusion that “throughput maximization requires tight bottlene
control”. It is important to know (or estimate) the expected back off in otder
guantify the possible benefits of moving the throughput manipulator (chgutiggn
inventory control system), adding dynamic degrees of freedom, chagine-
tuning the supervisory control system etc. The magnitude of the backaiilc
be obtained based on information about the disturbances and the expected
performance. In practice, determining the expected dynamic variation isudtiffi
In this thesis, we obtain a rough estimate of the necessary back off basec-o
trollability analysis. In summary, the requirement that that the effective timg dela
in the bottleneck controller loop should be less than 1/4 of the disturbance time
constant to have benefit of control. This implies that the throughput manipula
tor must be located very close to the bottleneck to have any benefit of intprove
control and reducing back off.
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7.2 Directions for further work

7.2.1 Uncertainty in the static ratio gain

In the single-loop with ratio control, the bias adjustment is considered cdnstan
(static). However, this gain may change, for example due to feed composition
changes. The performance of the control structure is not considfetesl static

ratio changes significantly. An alternative implementation can be a nonlinear bia
adjustment to account for significant gain changes.

7.2.2 Information loss in plantwide control decomposition

The capacity estimated in the local MPC applications considers only a single unit.
Information between the units is therefore lost in the decomposition. Are there
any effective ways to add cross-information between the units but stilblecta
decompose the plant and not include all variables? How large is this logssisrcr
information in terms of economics? How much more effort must be added to avoid
this loss?

7.2.3 Running application of the coordinator MPC

The coordinator MPC is implemented at tharktg gas plant, covering about half
of the processing units. This should be extended to cover the whole pidnt a
include export gas quality to achieve the real maximum plant throughput.

7.2.4 Throughput maximization in recycle systems

The maximum throughput case in production systems is closely related to the max-
imum flow problem in networks considered in operations research. Theagain
sumption for applying network theory is that the mass flow through the netisork
represented by linear flow connections. The main process unit tha¢smanlin-
earity in terms of flows between the units is a reactor. Another important decisio
that affects composition, and thus flows, is the amount of recycle. In trsssthe
these sources of nonlinearity are viewed as a single combined unit afeeen
maximum throughput (bottleneck) point of view. Combined units are not tteate
in detail and should be understand better in terms of maximum throughput. How-
ever, such systems with reactors will often be in Mode 2b, optimized thraughp
with an unconstrained optimum with no bottlenecks, but there might be cases wh
such plants are in Mode 2a, maximum throughput.



Bibliography

Ahuja, R. K., T. L. Magnanti and J. B. Orlin (1993)\etwork Flows: Theory,
Algorithms, and Applicationg’rentice Hall, Englewood Cliffs, N.J.

Araljo, A. and S. Skogestad (2008). Control structure design for the ammon
synthesis proces€omput. Chem. Endn press.

Arkun, Y. and G. Stephanopoulos (1980). Studies in the synthesiswafotstruc-
tures for chemical processes. Part IV: Design of steady-state optintairtepl
structures for chemical process un#$ChE J.26, 975-991.

Aske, E.M.B., S. Skogestad and S. Strand (2007). Throughput maxinmizagio
improved bottleneck control. Ir8th International Symposium on Dynamics and
Control of Process Systems (DYCOP®&)Il. 1. Cancun, Mexico. pp. 63—68.

Aske, E.M.B., S. Strand and S. Skogestad (2005). Implementation of MPC on
a deethanizer at &stg gas plant. In16th IFAC World Congress, paper We-
MO06-TO/2 Prague, Czech Republic. pp. CD-rom published by International
Federation of Automatic Control.

Aske, E.M.B., S. Strand and S. Skogestad (2008). Coordinator MP@dgrimiz-
ing plant throughputComput. Chem. En@2(1-2), 195-204.

Backx, T., O. Bosgra and W. Marquardt (2000). Integration of mguteHic-
tive control and optimization of processdaternational Symposium on Ad-
vanced Control of Chemical Processes (ADCHEM), Pisa, Italy, JL&d6,
2000pp. 249-260.

Bahri, P.A., J.A. Bandoni and J.A. Romagnoli (1996). Effect of distades in op-
timizing control: Steady-state open-loop backoff probl&tChE J.42(4), 983—
994.

Bandoni, J.A., J.A. Romagnoli and G.W. Barton (1994). On optimising control
and the effect of disturbances: Calculation of the open-loop backodisput.
Chem. Eng18, S505—-S509.

151



152 Bibliography

Bauer, M. and I.K. Craig (2008). Economic assessment of advarrogdss con-
trol - A survey and framewaorkl. Proc. Control18, 2—-18.

BenAmor, S., F. J. Doyle lll and R. McFarlane (2004). Polymer gradesir
tion control using advanced real-time optimization softwdre?rocess Contr.
14, 349-364.

Buckley, P. S. (1964)Techniques of Process Contrdlohn Wiley & Sons, Inc.,
NY, USA.

Cheng, R., J.F. Forbes and W.S. Yip (2004). Dantzig-Wolfe decompositidn
large-scale constrained MPC problems. International Symposium on Dy-
namics and Control of Process Systems (DYCOBS8}ton, USA. pp. paper
117, in CD rom.

Cheng, R., J.F. Forbes and W.S. Yip (2006). Coordinated decentraiP&xifor
plant-wide control of a pulp mill benchmark problem. Imternational Sym-
posium on Advanced Control of Chemical Processes (ADCHEM) 2. Gra-
mado, Brazil. pp. 971-976.

Cheng, R., J.F. Forbes and W.S. Yip (2007). Price-driven coordmati&thod for
solving plant-wide MPC problems. Proc. Controll7, 429-438.

Cheng, Y.-C., K.-L. Wu and C.-C. Yu (2002). Arrangement of throughmpanip-
ulator and inventory control in plantwide contrdl. Chin. Inst. Chem. Engrs.
33(3), 283-295.

Diehl, M., H.G. Bock, J.P. Soder, R. Findeisen, Z. Nagy and F. Adigrer (2002).
Real-time optimization and nonlinear model predictive control of processes g
erned by differential-algebraic equatiodsProc. Controll2, 577-585.

Downs, J. J. (1992). Distillation control in a plantwide control environmhmnt.
Practical Distillation Control(William L. Luyben, Ed.). pp. 413-439. Von Nos-
trand Reinhold, New York, USA.

Edgar, T.F., D.M. Himmelblau and L. S. Lasdon (20@@2jptimization of Chemical
Processes?nd ed.. McGraw Hill, NY, USA.

Faanes, A. and S. Skogestad (2000). A systematic approach to dédigfien
tanks.Comput. Chem. En@4, 1395-1401.

Faanes, A. and S. Skogestad (2003). Buffer tank design for tddepcontrol
performancelnd. Eng. Chem. Red2, 2189-2208.



Bibliography 153

Figueroa, J.L., P.A. Bahri, J.A. Bandoni and J.A. Romagnoli (1996pn&mic
impact of disturbances and uncertain parameters in chemical processls -
namic back-off analysisComput. Chem. En@0(4), 453—-461.

Finco, M.V., W.L. Luyben and R.E. Polleck (1989). Control of distillation cohs
with low relative volatility.Ind. Eng. Chem. Re&8, 75-83.

Findeisen, W., F.N. Nailey, M. Brdys, K. Malinowski, P. Tatjewski and Aoafviak
(1980).Control and Coordination in Hierarchical Systend®hn Wiley & Sons.

Ford, L.R. and D.R. Fulkerson (196&lows in NetworksPrinceton University
Press.

Garcia, C.E., D.M. Prett and M. Morari (1989). Model predictive cohtTheory
and practice - A surveyAutomatica25(3), 335—348.

Govatsmark, M.S. and S. Skogestad (2005). Selection of controllediesiand
robust setpointdnd. Eng. Chem. Red4, 2207-2217.

Havlena, V. and J. Lu (2005). A distributed automation framework for tplan
wide control, optimisation, scheduling and planning. 16th Triennial World
Congress of the International Federation of Automatic Contfl Horacek,
M. Simandl and P. Zitek, Eds.). Prague, Czech Republic. pp. 80-94.

Heath, J., J. Perkins and S. Walsh (1996). Control structure seleaiadlon
linear dynamic economics - Multiloop PI structures for multiple disturbances.
In: Preprints IFAC 96, 13th World Congress of IFA0ol. M. San Francisco,
CA. pp. 85-90.

Kadam, J.V., M. Schlegel, B. Srinivasan, D. Bonvin and W. Marqua2@o{).
Dynamic optimization in the presence of uncertainty: From off-line nominal
solution to measurement-based implementatbrProc. Control17(5), 389—
398.

Kadam, J.V., W. Marquardt, M. Schlegel, T. Backx, O.H. Bosgra, PrduBer,
G. Dunnebier, D. van Hessem, A. Tiagounov and S. de Wolf (2003). To-
wards integrated dynamic real-time optimization and control of industrial pro-
cesses. In:Proceedings Foundations of Computer-Aided Process Operations
(FOCAPO2003)Coral Springs, Florida. pp. 593-596.

Kida, F. (2004). Plant wide control system (1) which the process ergitesigns.
On the consistency of the plant wide control loop composition. Simple judge-
ment and composition standard tactics rule of the erratum of the control loop
composition.Chemical Engineering (Tokyd®(2), 144—-151. In Japanese.



154 Bibliography

Kida, F. (2008). Private communication. Kida has published 6 papers atant-
wide control configuration in Chemical Engineering (Japan:Tokyo) irdraty,
March, April, June, July and September; 2004, all in Japanese.

Kister, H. Z. (1990)Distillation Operation McGraw Hill, NY, USA.

Larsson, T. and S. Skogestad (2000). Plantwide control - A revielvaanew
design proceduréodel. Ident. ControR1(4), 209-240.

Larsson, T., M. Govatsmark, S. Skogestad and C.C. Yu (2003). Catitucture
selection for reactor, separator, and recycle processdsEng. Chem. Res.
42,1225-1234.

Litzen, D.B. and J.L. Bravo (1999). Uncover low-cost debottleneckimgortuni-
ties.Chem. Eng. Prog95, 25-32.

Loeblein, C. and J.D. Perkins (1998). Economic analysis of diffetenttsires of
on-line process optimization systen®@mput. Chem. En@2(9), 1257-1269.

Loeblein, C. and J.D. Perkins (1999). Structural design for on-lioegss opti-
mization: |. Dynamic economics of MP@IChE J.45(5), 1018-1029.

Lu, J.Z. (2003). Challenging control problems and emerging technolagies-
terprise optimizationControl Engineering Practicé1, 847—-858.

Luyben, M.L., B.D. Tyreus and W.L. Luyben (1997). Plantwide contresign
procedureAlChe J.43, 3161-3174.

Luyben, W. L. (1993). Dynamics and control of recycle systems 1. Simple open-
loop and closed-loop systeniad. Eng. Chem. Re82(3), 466—475.

Luyben, W. L. (1998). Dynamics and control of recycle systems 2. Comparison
of alternative process designd. Eng. Chem. Re82(3), 476-486.

Luyben, W. L. (1998). Dynamics and control of recycle systems 3. Alternative
process design in a ternary systénd. Eng. Chem. Re82(6), 1142-1153.

Luyben, W. L., B. D. Tyerus and M. L. Luyben (199®)lantwide process control
McGraw-Hill.

Luyben, W.L. (1994). Snowball effects in reactor/separator pseewith recycle.
Ind. Eng. Chem. Re83, 299-305.

Luyben, W.L. (1999). Inherent dynamic problems with on-demand cbsiinoc-
tures.Ind. Eng. Chem. Re88(6), 2315-2329.



Bibliography 155

Marlin, T. E. and A. N. Hrymak (1997). Real-time operations optimization of co
tinuous processes. Ikifth International Conference on Chemical Process Con-
trol (CPC-5) (J.C. Kantor, C.E. Garcia and B. Carnahan, Eds.). Lake Tahoe,
Nevada. pp. 156-164.

Moore, C.F. and E.S. Percell (1995). Analysis of the operation anttatoof
a simple plant-wide module. IfProc. American Control Conferenc&eattle,
Washington. pp. 230-234.

Narraway, L. and J. Perkins (1994). Selection of process cortiugitare based
on economicsComput. Chem. End.8, S511-5S15.

Narraway, L.T. and J.D. Perkins (1993). Selection of process dosiinacture
based on linear dynamic economibtwd. Eng. Chem. Re82(11), 2681-2692.

Narraway, L.T., J.D. Perkins and G.W. Barton (1991). Interaction batvpeocess
design and process control: Economic analysis of process dynamiesoc.
Control. 1, 243-250.

Perry, R. H. and C. H. Chilton (1973Chemical Engineers’ Handbookth ed..
McGraw-Hill.

Phillips, D. T., A. Ravindran and J. J. Solberg (197Bperations Research Prin-
ciples and PracticeJohn Wiley.

Price, R. M. and C. Georgakis (1993). Plantwide regulatory contsibdeproce-
dure using a tiered frameworkd. Eng. Chem. Re82, 2693-2705.

Price, R. M., P. R. Lyman and C. Georgakis (1994). Throughput méatipo in
plantwide control structuresnd. Eng. Chem. Re83, 1197-1207.

Qin, S.J. and T.A. Badgwell (2003). A survey of industrial model priagécontrol
technologyControl Engineering Practic&l, 733-764.

Rawlings, J.B. and B.T. Stewart (2007). Coordinating multiple optimizatioedas
controllers: New opportunities and challenges.8th International Symposium
on Dynamics and Control of Process Systems (DYCOWRS)1. Cancun, Mex-
ico. pp. 19-28.

Richalet, J. (2007). Origin and industrial applications of predictive cbnBre-
sentation at Nordic Process Control Workshop, Espoo, Finland. Askeik
http://www.nt.ntnu.no/users/skoge/npc/richalet.pdf.

Richalet, J., A. Rault, J.L. Testud and J. Papon (1978). Model preglicguristic
control: Applications to industrial processésitomatical4, 413—-428.



156 Bibliography

Rijnsdorp, J. E. (1991)ntegrated Process Control and Automatidtisevier.

Schwartz, J.D., W. Wang and D.E. Rivera (2006). Simulation-based optioriza
of process control policies for inventory management in supply chaintm-
matica42, 1311-1320.

Seborg, D. E., T. F. Edgar and D. A. Mellichamp (198@jocess Dynamics and
Control. Wiley International Edition.

Shinskey, F.G. (1984Distillation Control - For Productivity and Energy Conser-
vation McGraw Hill, NY, USA.

Skogestad, S. (1991). Consistency of steady-state models using ireglitsex-
tensive variablednd. Eng. Chem. Re80, 654—661.

Skogestad, S. (1997). Dynamics and control of distillation columns - A tuitoria
introduction.Trans. IChemE5(Part A), 539-562.

Skogestad, S. (20@). Plantwide control: the search for the self-optimizing con-
trol structure J. Proc. Control10, 487-507.

Skogestad, S. (200). Self-optimizing control: the missing link between steady-
state optimization and contraComput. Chem. En@4, 569-575.

Skogestad, S. (2003). Simple analytic rules for model reduction andd?iodler
tuning.J. Proc. Control13, 291-3009.

Skogestad, S. (2004). Control structure design for complete chentacasCom-
put. Chem. Eng28, 219-234.

Skogestad, S. (2006). Tuning for smooth pid control with acceptablerbésioe
rejection.Ind. Eng. Chem. Redb5, 7817-7822.

Skogestad, S. (2007). The dos and don’ts of distillation column coritrahs.
IChemE, Part A5(A1), 13-23.

Skogestad, S. and I. Postlethwaite (1998)ltivariable Feedback Control: Anal-
ysis and DesignJohn Wiley & Sons.

Skogestad, S. and I. Postlethwaite (2008)ltivariable Feedback Control: Anal-
ysis and Design2nd ed.. John Wiley & Sons.

Skogestad, S., E.W. Jacobsen and M. Morari (1990). Inadequateady-state
analysis for feedback control: Distillate-bottom control of distillation columns.
Ind. Eng. Chem. Re29(12), 2339-2346.



Bibliography 157

Strand, S. (1991). Dynamic Optimization in State-Space Predictive Control
Schemes. PhD thesis. Norwegian Institute of Technology (NTH). Treindh

Strand, S. and J.R. Sagli (2003). MPC in Statoil - Advantages with inehiach-
nology. International Symposium on Advanced Control of Chemical Prosesse
(ADCHEM), Hong Kong, 2004p. 97-103.

Tosukhowong, T., J.M. Lee, J.H Lee and J. Lu (2004). An introductioa ty-
namic plant-wide optimization strategy for an integrated pl&@amput. Chem.
Eng.29, 199-208.

Tyreus, B. D. and W. L. Luyben (1993). Dynamics and control ofycéz sys-
tems 4. ternary systems with one or two recycle strednas.Eng. Chem. Res.
32(6), 1154-1162.

Uwarwema, Tkogene (2008). Use of dynamic degrees of freedom for tighter bot-
tleneck control. Master’s thesis. Norwegian University of Science aathiol-
ogy. Trondheim, Norway.

Venkat, A.N., J.B. Rawlings and S.J. Wright (2006). Stability and optimality of
distributed, linear model predictive control. Part |: State feedbackhrieal
report. 2006-03, TWMCC, Department of Chemical Engineering, Ugityeof
Wisconsin-Madison.

Ying, C-M. and B. Joseph (1999). Performance and stability analysi®efPC
and QP-MPC cascade control syste®mIi€ChE J.45(7), 1521-1534.

Zhu, Y. (1998). Multivariable process identification for MPC: the asyripto
method and its applicationd. Proc. Control8(2), 101-115.






Appendix A

Implementation of MPC on a
deethanizer at Karstg gas plant

Presented at
16th IFAC World Congress, July 2005, Prague, Czech Republic

Model predictive control (MPC) is implemented on severatidation
columns at the Brstg gas processing plant, Norway. The paper de-
scribes the procedure in the implementation of MPC at a de&thr
using the SEPTICMPC tool, including design, estimator development,
model development and tuning. For the deethanizer, thanegiin the
product quality has been reduced with about 50%. The nuniiftare

ing episodes has also been reduced. An increase in imguhiéig not
been challenged yet, so the average reflux flow and steam roptistn

to feed ratios are almost unaltered.

*SEPTIC: Statoil Estimation and Prediction Tool for Identification and Con-
trol

A.1 Introduction

A.1.1 Plant description

The Karstg gas processing plant plays a key role in the transport and treatment
of gas and condensate from central parts of the Norwegian contirstredél This

plant receives rich gas and unstabilized condensate through pipelithesparates

the feed into its various components. The products from the plant aregsdes
which is exported in pipelines, and ethane, propane, iso-, normal hutapktha

and condensate, which are exported by ships. The rich gas praréssign ca-
pacity at Karstg is today at 74 MSm3/d. The facility had 575 ship calls in 2002 to
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load the liquid products, and is one of the largest producers of liqueditedipum
gases (LPG) in the world.

A.1.2 Model predictive control

MPC is sometimes defined as the family of controllers where there is a direct use
of an explicit and separately identifiable model, where the model provigetcpr
tions of the process response to future changes in the manipulativelearéatu

to predicted process disturbanc&a(ciaet al, 1989. In practice, MPC is char-
acterized by its ability to handle constraints in both manipulated and controlled
variables. MPC techniques provide the onigthodologyo handle constraints in

a systematic way during the design and implementation of the controller. More-
over, in its most general form MPC is not restricted in terms of the model, ob-
jective function and/or constraint functionality. These are the primargoreafor

the success of these techniques in numerous applications in the chemasdpro
industries Garciaet al, 1989 Qin and Badgwe]l2003.

The most important issues for theaksta processing plant are regularity and
capacity, to avoid being a bottleneck in the large gas transportation system in th
Norwegian Sea. While several extension projects gradually increaptattiesize
and complexity, the resulting regularity challenges are met with MPC implemen-
tation. Moreover, large value creations take place, and pushing theityapaits
requires a control tool like MPC to handle the varying set of active caimss:

A.2 SEPTIC MPC

SEPTIC is an in-house software system for MPC, real-time optimization (RTO)
dynamic process simulation for simpler case studies, and off- and on-liampa
eter estimation in first principle based process models. &isis, SEPTIC was
selected as a tool for MPC. The MPC issues of SEPTIC are describ8ttrdnyd
and Sagli(2003.

Currently, most SEPTIC MPC applications in Statoil use experimental SISO
step response models. SEPTIC is also capable of running generalljnean-
models implemented in a compact model object. However, the SISO models rep-
resent to a large extent the process dynamics sufficiently accuratei¢oeagood
controller performance.

The SEPTIC MPC is configured with

« controlled variables (CV), specified with setpoint (SP), high limit and low
limit,
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* manipulated variables (MV), specified with rate of change, high and low
limit and ideal value (1V),

« disturbance variables (DV).
The control specifications are explicitly prioritized by:
1. MV rate of change limits
2. MV high and low limits
3. CV hard constraints, hardly ever used
4

. CV setpoints, CV high and low limits and MV ideal values with priority
level 1

5. CV setpoints, CV high and low limits and MV ideal values with priority
leveln

6. CV setpoints, CV high and low limits and MV ideal values with priority
level 99

MV rate of change and MV high and low limits are always activated and re-
spected unless there is a dynamic conflict between those two specificatimrs.
a sequence of steady-state quadratic programs is solved to respesintiaing
specifications 3) - 6), giving the achievable steady-state targets. Ti@lspec-
ifications are adjusted accordingly for the dynamic optimization problem.

A.3 Deethanizer MPC

The implementation of MPC for the Sleipner train deethanizer is described in the
following chapter.

A.3.1 Column description

The deethanizer has 34 trays, a partial condenser with propane Gaolaflux
drum, and a reboiler with LP steam as heating medium. The gas from the reflux
drum goes to the steam boilers as fuel gas, and the liquid splits to refluxsnd d
tillate. The column feed is the top product from two stabilizers that consists of
butane and lighter components. The feed passes through the gastdmgrove
water before it enters the column.

The deethanizer basic control structure can be summarized as follows:

« Reflux drum level control with distillate
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Reflux flow control

Column bottom level control

Tray 1 temperature control with condensate

LP steam pressure control
e Column pressure control by reflux drum gas valve

The column including the basic control structure is displayed in figude
The performance to the PID controllers around the column is verified asedl ifin
necessary before any MPC modelling take place.
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Figure A.1: The deethanizer including the basic control

There are three main disturbances to consider in operation. First, theateed
may be reduced to the half of its nominal value in less than 15 minutes. This
occurs when one of the two stabilizers are taken out of production. n8etoe
feed flow composition may change. There are analyzers on both feachstrbut
the sampling time is about 15 minutes, so the column responds to the variations
before the analyzers. The third disturbance is feed temperature vasidiiento
the 1-2 days gas drier regeneration cycle.

A.3.2 MPC design

The MPC design starts with MV, CV and DV selection. The system components
are the column, condenser, reflux drum and reboiler, while the inpubatplit
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MV:Reflux | MV: Temperature| DV:Column Feed
CV:C3inC2 - + +
CVv:C2inC3 + - +
CV: PC output + - 0

Table A.1: The selected variables in the MPC including steady state gain

streams are feed and products. The main control objective is to contrapl#thity
of the top and bottom streams, by manipulating boil-up and reflux flow.

The temperature controller set point is selected as an MV. An option is to
manipulate the steam flow, which is a direct manipulation on the energy input.
However, the original configuration is kept and leaves the basic costht@me
unchanged for the operators. Manipulating the temperature controll@oset
requires that the temperature controller dynamics must be included in the MPC
models.

Also, the column must be kept under surveillance to avoid overloading. The
differential pressure is a good indicator for flooditdster, 1990, but is not mea-
sured for the actual column. In addition, limitations in the basic level contil an
in the process equipment must be considered. The pressure contugpet
included as a CV to avoid the flare valve opening when the controller egceed
65%.

Only the feed flow is included as a DV in the MPC. The unmeasured feed com-
position changes are suppressed by the MPC feedback action. Thiefegera-
ture is measured and may be used as a DV if some special gas drier catisiger
are made.

Manipulating the column pressure is a trade-off between energy saviadgs a
flooding limit. The pressure is not included as an MV, but could have lead to a
more optimal operation of the column.

The steady state gain between the reflux flow and the bottom quality is positive.
The temperature controller is in closed loop and to some extent compengates fo
the reflux flow. However, if the temperature controller was located hightran
column, the steady state gain may have been negative. The other stdadjasta
are as expected. The deethanizer MPC design including the steady statésga
summarized in tabla.1.

The top and bottom product qualities must be measured in some way. The top
quality is expressed in propane mol% in ethane (C3 IN C2), whereas therbotto
quality is expressed in ethane mol% in propane (C2 IN C3). There are ®gdis
chromatographs (GC) at the deethanizer distillate and at the depropdisidkate.

The GC sample rate is 10 minutes, which from a control point of view is too in-
frequent. In addition, the GC is occasionally inoperative due to maintendhee
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product qualities are therefore estimated by the temperature profile in tharcolu
A more detailed description of the quality estimators is found in se&i8tB.
The CV prioritizing for the deethanizer application is as follows:

1. High and low limit pressure controller output, high limit top and bottom
quality

2. Set point top and bottom quality

where 1 is the highest priority. The priority list leads to relaxation of the qusdity
points when the application predicts on one of the limits to the pressure controller
output.

Application subgrouping must be considered in the design. In this MPC, the
top quality and the reflux flow are in one subgroup and both are criticelhlas.
The bottom quality and the temperature are in another subgroup and bactitiare
cal members of the group. The pressure controller output and the cokedrafe
members of both subgroups but are stated as non-critical members. This mea
that top quality is still allowed to be controlled with reflux but not with tempera-
ture if bottom quality is deactivated and vice versa.

A.3.3 Obtaining estimators

The deethanizer data history had sufficient variance in the produlitiesieso no
test period was needed to enrich the data. The calibration data repteadnie
month period with 20 minute averages.

The deethanizer and depropanizer GC values are time shifted 10 and 25 min-
utes respectively, to account for sampling delay and process dynamics.

Distillation columns are known to be strongly nonlinear due to the vapor-liquid
equilibrium (VLE). Logarithmic compositions reduce the nonlinearity and the be
havior becomes much less dependent on the operation [gkogéstad1997).
Different quality transformations were tried for the estimator calibration,thad
square root gave the best fit.

The least squares regression gave that to describe the top prodlitst galy
the tray 28 and top temperatures are needed, whereas the tray 10 and teotto
peratures are needed for the bottom product quality.

A.3.4 Dynamic modelling

The deethanizer modelling took two days with step testing, with the MV steps and
DV (feed rate) variations shown in figuke2. The resulting CV’s are displayed

in figureA.3. The GC is compared with the estimator and shows a satisfactory
match, illustrated by the top quality in figufe4.
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Figure A.2: Step test period for MVs and DV
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Figure A.3: Resulting CV'’s from the step test period
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Figure A.4: Top quality, GC (dotted) versus estimator (solid)

The dynamic models are identified by Tai-Ji IRhy, 1999. The Tai-Ji ID
identification is based on the asymptotic method (ASYM), which calculates time
domain parametric models using frequency domain criterion. The step s&spon
models from the Tai-Ji ID tool is displayed in figufe5. The grading A to D is
determined from the upper error bounds in a frequency plot. The sgtaidygains
in the models are as expected, except the column feed influence on theatiby qu
that turns out to be negative. A positive steady state gain effect for thieinm
found from data with more variations in the feed. The model fit is displayed in
figureA.6.

REFLUX FLOW TEMPERATURE COLUMN FEED

—0.00035675 3.403 —1.4809e-005 b
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C2INC3
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0.0015549

-0.00018799

PC OUTLET

Figure A.5: Step response models for the deethanizer application

Experience from other MPC applications have shown that using the logarith
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Figure A.6: The model fit. Measured CV'’s (solid) and simulated CV's (deh

mic qualities gives better adaption to step response models. The logarithmic com-
position is defined as the logarithm between the ratio of the key compor8kats (
gestad1997 and is written as

X —log 20y

~¥1-001y A1)

wherey is the impurity component in mol% . The step response models and the
model fit of the transformed CV'’s are displayed in fig.& andA.8 respectively.

The improvement by using logarithmic quality is not that clear in this applica-
tion. There is reduced error in the models between the logarithmic qualitiassvers
the column feed, leads to an improvement from C to B model for the top and D
to C model for the bottom, indicating a better initial response. Changes in reflux
have a small effect on the bottom quality, and the identification found only a D
model in both cases. The frequency plot of the error bounds showeptable
initial response, which is caused by the temperature controller do not cs@ee
for the reflux change immediately, so the D model is kept in the application.

The models between the CV’s and the column feed are verified through a new
data set with more variation in the feed. In the new models from column feed, the
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Figure A.7: Step response models with logarithmic transformation of the qualities
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Figure A.8: The logaritmic model fit. Measured CV's (solid) and simulated CV'’s
(dashed)
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steady state gain for the top quality and the pressure controller outletexhaigg.
The column feed have a small influence on the pressure controller outkténay
so the model is omitted from the application.

A.3.5 MPC tuning

Several tuning parameters must be decided to obtain a rational use of tkddviV
reach the control targets. The available set of SEPTIC MPC tuning pteesaee:

CV and MV span internal scaling reflecting the "acceptable” standard deviation
of each variable

CV Fulf set point deviation penalty

MV Fulf ideal value deviation penalty

CV HighPnlty/ LowPnlty high and low limit violation penalty

CV SetpTref time constant for first order low pass filtering of set point changes

CV ConsTfilt time constant for first order low pass filtering of high and low limit
changes

MV MovePnlty change penalty
MV MaxUp/ MaxDown rate of change limits
MV IVROC desired rate of change for IV fulfillment

All penalties are quadratic, including the ones for deviation, violation andemov
penalty.

A summary of the MPC tuning parameters are given in té&b® TheHigh-
Pnlty andLowPnltyfor the pressure controller output are lower than for the qual-
ities to avoid too aggressive use of the MV’s when pressure controltéet ap-
erates close to its limits. The scaling have already proportionate the varigbles,
the MovePnltyparameter is set to 1SetpTreand ConsTfiltare not used in the
application. Also typical operation values are listed in tadl2. The qualities
are specified with a set point value and a high limit value, while the pressare c
troller output is specified with a high limit and a low limit. The bottom quality high
limit is lower than the product specification because of too high ethane d¢anten
propane leads to condensation problems in the depropanizer condems@res-
sure controller output high limit is the limitations in the fuel gas system whereas
the low limit is introduced to provide a minimum fuel gas stream.



170 Implementation of MPC on a deethanizer at Karstg gas plant

Cv: CV: CV: MV: MV:

Parameter || C3inC2 | C2inC3 | PCoutput| Reflux flow | Temperature

[mol%] [mol%] [%] [ka/h] [°C]
SP/IV 1.2(2) 1.2(2)
High Limit 4(1) 25(1) 60 (1) 110000 86.3
Low Limit 15(1) 55000 84.5
Span 0.3 0.3 1 2000 0.2
Fulf 0.5 0.5
HighPnlty 5 5 2.5
LowPnity 25
MovePnlty 1 1
MaxUp 2000 0.15
MaxDown -500 -0.15

Table A.2: Typical operation values and MPC tuning parameters for thibalee
nizer, CV priority level in parenthesis

At last, the parameters that specify the model updating are determined. The
bottom quality has some noise and the deviation between the model and the CV is
filtered through a 2 minutes low pass filter. Both the top quality and the pressure
controller outputs have non-modeled disturbances that influence onriablega.
Letting the MV's react fast suppresses these disturbances, so biathlga have a
first order prediction of the disturbances with 5 minutes time constant. Théscos
a more aggressive use of the reflux flow.

A.4 Results from implementation

A.4.1 Column operation without MPC

As opposed to other distillation columns ahista, the deethanizer did not operate
with particularly high purity in both ends. However, the deethanizer is orleeof
most sensitive columns with respect to disturbances and changes irfl@fhand
boil-up. The basic control scheme gave large variations in product quaaiéyo
feed disturbances.

Finding the right combination of temperature set point and reflux flow rate
was not easy. This combination changes with feed flow and feed compgsition
the operator must be awake and adjust the temperature and the reflueienals
times during a shift.

A.4.2 Column operation with MPC

A 20 days period with 20 minutes interval have been sampled, to compar- oper
tion before and after MPC implementation. The most distinctive improvement is
the variance in the product qualities. The standard deviation for the tolugirs
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reduced with 46% for the collected data series, whereas the standaatadefor
the bottom product is reduced with 56%. The top and bottom quality without and
with MPC operation is displayed in figue9.

'gop product quality [mol%] without MPC 2Top product quality [mol%)] with MPC
1.5 1.5
1 1
0.5 0.5
00 400 800 1200 00 400 800 1200
Bottom product quality [mol%] without MPC Bottom product quality [mol%] with MPC
2 2
1.5 1.5
1 1
0.5 0.5
00 400 800 1200 00 400 800 1200

Figure A.9: Product quality from the column without (left) and with(right) MPC

The product qualities have not been changed significantly. The impuréres c
be increased 1-1.5 mol%, but the limits have not been challenged yet. Oieeref
the average changes in reflux flow and steam consumption are small. Feom th
data period, the reflux flow per unit feed is unaltered. The steam conEummer
unit feed has decreased with 2%. The average bottom impurity is slightlyrhighe
which can explain the steam consumption reduction.

With too much methane in the feed, flaring is unavoidable since the fuel gas
system has limited capacity. However, data from a two months period indicates
a 20-40% flaring frequency reduction and the flaring episodes haveafies a
shorter duration.

A.5 Conclusions

A successful MPC implementation at th@iktg gas processing plant has been de-
scribed in detail. Reduced variance in the product qualities and less flaairey
been obtained. Also the opportunity to specify the product qualities directly is
an advantage gained with MPC. The product qualities have not beegethaiy-
nificantly after implementation of MPC and therefore the average reflux fimv a
steam consumption to feed ratios are almost unaltered.
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