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Abstract

This thesis discusses plantwide control configuration with focus on maximizing
throughput. The most important plantwide control issue is to maintain the mass
balances in the plant. The inventory control system must be consistenty whic
means that the mass balances are satisfied. Self-consistency is usustgdeq
meaning that the steady-state balances are maintained with the local inventory
loops only. We propose theelf-consistency ruléo evaluate consistency of an
inventory control system.

In many cases, economic optimal operation is the same as maximum plant
throughput, which corresponds to maximum flow through the bottlenecki(ss3.
insight may greatly simplify implementation of optimal operation, without the
need for dynamic optimization based on a detailed model of the entire plant.

Throughput maximization requires tight bottleneck control. In the simplest
case when the bottleneck is fixed to one unit, maximum throughput can be real-
ized with single-loop control. The throughput manipulator should then beéddca
at the bottleneck unit. This gives a short effective delay in the contrg. |-
fective delay determines the necessary back off from constraints tioeciemsible
operation. Back off implies a reduction in throughput and an unrecbieezo-
nomic loss and should therefore be minimized. We obtain a rough estimate of the
necessary back off based on controllability analysis.

In some cases it is not desirable to locate the throughput manipulator atthe bo
tleneck. To reduce the effective time delay in the control loop from the ¢imout
manipulator to the bottleneck unit, dynamic degrees of freedom, like most inven-
tories, can be used to reduce the effective time delay.

In larger plants there may be several independent feeds, crossoesplits
that should all be utilized to obtain maximum throughput. The propcseddi-
nator MPChboth identifies the bottlenecks and implements the optimal policy. A
key idea in the coordinator MPC is to decompose the plantwide control problem
by estimating the remaining capacity for each unit using models and constraint in
the local MPC applications. The coordinator MPC is demonstrated by dynamic
simulation and by implementation on a large-scale gas processing plant.
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Chapter 1

Introduction

The purpose of this chapter is to motivate the research, restrict its sodyae
it in a wider perspective. The contributions and publications arising frasrttie-
sis are listed.

1.1 Motivation and focus

Optimal economic operation of processes is important, especially in mature in-
dustries where it is difficult to maintain competitive advantages. In some,cases
steady-state considerations may be sufficient to track the economic opmaitid.
In other cases, where the important economic disturbances are ftequepared
to the plant response time, dynamic considerations to track the optimum is-prefer
able. Some dynamic economic disturbances that most likely call for dynamic op-
timization are feed flow, feed quality, energy supplies and product speaifins
(Strand 1997). To decide whether a dynamic or steady-state process model should
be used, the dynamics of the plant and the disturbances must be codsidere

In practice, the control and optimization is organized in a hierarchicaltsteic
(or layer) (e.g.Findeisenret al. 1980 Skogestad and Postlethwaite 2D0E&ach
layer acts at different time intervals (time scale separation) and a typicabton
hierarchy is displayed in Figure 1

This thesis discusses the control layer, that is, the regulatory contladwan
pervisory control. In addition, implementation of maximum throughput (local op
timization) in the control layer is discussed. The stabilizing regulatory control
typically includes single-loop PID controllers. Supervisory control (@vaanced
control) should keep the plant at its target values and model predictivieoto
(MPC) has become the unifying tool with many applicatioén(and Badgwell

1
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Scheduling
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Figure 1.1: Typical control system hierarchy in chemical plagisogestad and
Postlethwaite2005 p.387).

2003 and has replaced previous complex systems with selectors, decotgselrs,
forward control and logic.

Engell (2007 gives a review of how to realize optimal process operation by
feedback control with direct optimization control, that is, optimization of a online
economic cost criterion over finite horizon. Optimal operation can be implewhente
by conventional feedback control if a self-optimizing control structurimd.

This is calledself-optimizing controlvhere acceptable operation is achieved un-
der all conditions with constant set points for the controlled varial8&sdestad
2000g; Morari et al, 1980. Today, model based economic optimization has be-
come common, and several real-time optimization (RTO) applications based on
detailed nonlinear steady-state models are repoiilin and Hrymak 1997).
However, there are several challenges regarding (steady-stafe) TRTmention
some of these challenges, an RTO requires highly predictive and nolmas|s.
Steady-state detection and data reconciliation are necessary to deteit oper-

ation point and to update models and this is not a straight forward Faskéset

al., 2006 Marlin and Hrymak 1997).

In particular, for plants that are seldom in steady-state, dynamic optimization
is more suitable, which may be realized using dynamic RTO (DRTO) or nonlinear
model predictive controller (MPC) with an economic objective, &gdamet al.
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(2007; Engell (2007); BenAmoret al. (2004); Tosukhowonget al. (2004); Diehl
et al.(2002.

In many cases, we can assume that optimal economic operation is the same as
maximizing plant throughput, subject to achieving feasible operation (Satisfy
operational constraints in all units) with the available feeds. This cornelsptm
a constrained operation modeldarleveld and Rijnsdord 970 with maximum
flow through the bottleneck(s). Note that the overall feed rate (or marerghy
the throughput) affects all units in the plant. For this reason, the throtighpsiu-
ally not used as a degree of freedom for control of any individu#) bat must be
set at the plant-wide level. The throughput manipulators are decided @ $igm
stage and cannot easily be moved later because this requires recatidigof the
inventory loops to ensure self-consistency (ChaptePlant operation depends on
its control structure design and plantwide control related to that desigeofor
plete chemical plantsSkogestad2004). The focus in this thesis is the control
configuration design for throughput maximization.

The economic importance of throughput and the resulting earnings from im-
proved control is stated bBauer and Craig2008. They performed did a web-
based survey by over 60 industrial experts in advanced processlc@PC) on
the economic assessment of process control. From the survey thay tftatrin
particularthroughputand quality were the important profit factorf®oth suppli-
ers and users regard an increase in throughput and therefore ptimluas the
main profit contributor of process control. Several respondents agtitat the
throughput increase lies between 5% and 10%.”

In this thesis, dynamic optimization is approached by using linear MPC under
the assumption of the economic optimum is at maximum throughput (Chapter
and6). Since the objective function is simplified to a linear and constrained func-
tion, approaching dynamic optimization by linear MPC is suitable. In the simplest
cases, the regulatory control layer can realize throughput maximizatiap(ex3
and4).

1.2 Thesis overview

The thesis is composed of six independent articles, five of them in the maiof par
the thesis as chapters and one already published conference paeappéndix.
Some of the chapters have their own appendices. The thesis has a comtiron bib
ography. The chapters are written as independent articles, so backigmaterial
is in some cases repeated. At the end of the thesis, there is a concludimercha

The starting point for this research was that the optimum operating policy in
many cases is the same as maximum throughput that can be realized with a coor-
dinator MPC (Chapteb). The location of the throughput manipulator is crucial
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when it comes to the required back off in the maximum throughput case.fThe e
fect the throughput manipulator location has on the required back oftsatfect

on the bottleneck unit was studied next (Cha@erThe inventory control config-
uration is (partly) derived from the placement of the throughput manipulanal

a clear rule for a self-consistent inventory control structure waslojged because

it was lacking in the open literature (Chap®r Another path that arose from tight
bottleneck control was the idea to include dynamic degrees of freeddaii{po
volumes) to obtain tighter bottleneck control (ChagterFinally, through my em-
ployer, StatoilHydro, | got the possibility to implement the coordinator MPC in
practice at a gas processing plant (ChagjeA short summary of the contents of
the thesis is given next.

In Chapter 2: Self-consistent inventory contro| we define consistency and self-
consistency for an inventory control system. Consistency means thatéaely-
state) mass balances are fulfilled and self-consistency means that theahass b
ances in the individual units are satisfied by the local inventory loops. |&ats

to the proposed self-consistency rule. The proposed rule is demodstratev-

eral examples, including units in series, recycle systems and closed sySieeas
cific rules that deal with the inventory control system are developed finenself-
consistency rule.

In Chapter 3: Throughput maximization requires tight bottleneck control,

we derive under which conditions maximum throughput is an optimal economic
operation policy. We discuss back off in a general setting and for thasmase

for maximum throughput. We consider the case with a fixed bottleneck where a
single-loop controller can realize maximum throughput. Further, the locafion o
the throughput manipulator is discussed, where the effective time delaytfre
throughput manipulator to the bottleneck is important. The location of throughput
manipulators is illustrated through examples. Possible improvements to reduce
back off and hence increase the throughput are listed.

Chapter 4. Dynamic degrees of freedom for tighter bottleneck contro] ex-
tend the ideas from Chapt8rto include dynamic degrees of freedom to reduce
the effective delay from the throughput manipulator to the bottleneck. dhea
structure single-loop with ratio control is proposed to include dynamic ésgre
freedom for cases with fixed bottleneck. A multivariable controller like MP& th
uses inventory set points as manipulated variables can also be used.oBwii ¢
structures are demonstrated with an example. The required inventory siie is
mated for the case with single-loop with ratio control structure.
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In Chapter 5: Coordinator MPC for maximizing plant throughput , we con-
sider the case where the bottlenecks may move, with parallel flows thatiggve r
to multiple bottlenecks and with crossover flows as extra degrees of freedie
present a coordinator MPC that solves the maximum throughput probleamdy
cally. The plantwide control problem is decomposed by estimating the capacity to
each unit, that is, the feed rate each unit is able to receive within feasiblatam.

The coordinator MPC is demonstrated with a case study.

In Chapter 6: Implementation of a coordinator MPC for maximizing through-

put at a large-scale gas plantthe industrial implementation of a coordinator
MPC (Chapteb) at the Karstg gas plant is described. This includes design, mod-
elling and tuning of the coordinator MPC, in addition to the plantwide decompo-
sition by the remaining capacity estimate. Experiences from implementation and
test runs are reported.

Chapter 7: Conclusions and directions for further work sums up and con-
cludes the thesis, together with proposals for further work.

Appendix A: Implementation of MPC on a deethanizer at Karstg gas plant
discusses implementation of MPC on a deethanizer column located atsteK
gas plant. The appendix contains basic information about MPC desigarmilyn
modelling and tuning. The MPC software, SEPT|® described briefly. The
SEPTIC MPC tool is used in other parts of the thesis (Chdptand6) and the
Appendix is therefore included for completeness.

1.3 Main contributions

The main contributions of the thesis are:

» Plantwide decomposition by estimating the remaining capacity in each unit.
An important parameter for the maximum throughput case is the maximum
flow for the individual (local) units. This can be obtained by using the mod-
els and constraint in the local MPC applications. This decomposes the plant
significantly, leading to a much smaller plantwide control problem.

» The idea of using a “decentralized” coordinator MPC to maximize through-
put. Throughput manipulators strongly affect several units and areftire
left as “unused” degree of freedom to be set at the plant-wide levet Th
coordinator manipulates on feed rates, splits and crossover (thrauglapu
nipulators) to maximize the plant throughput subject to feasible operation.

*Statoil Estimation and Prediction Tool for Identification and Control
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The remaining capacity estimate for each unit is constraints in the coordina-
tor MPC.

» The self-consistency rule and the explanation of a self-consistenitonye
control system. Consistency is a very important property of inventory con
trol that must be fulfilled. An experienced engineer can usually immediately
say if a proposed inventory control system is workable. Howeveg &iu-
dent or newcomer to the field it is not obvious, and even for an expe&kenc
engineer there may be cases where the experience and intuition fails- Ther
fore, we find the self-consistency rule useful together with the illustrative
examples.

« Single-loop with ratio control as an alternative structure to obtain tight bot-
tleneck control. With a fixed bottleneck and with a long effective delay from
the throughput manipulator to the bottleneck, tight bottleneck control can
still be obtained by using dynamic degrees of freedom. Single-loop with
ratio control use inventories upstream the bottleneck by adding bias to the
inventory controller outputs, whereas the throughput manipulator (eed. fe
rate) controls the bottleneck flow rate. This structure makes it possible to
obtain tight bottleneck control without moving the throughput manipulator
or reconfiguring the inventory loops.

1.4 Publications

The following is a complete list of the publications written during the work con-
tained in this thesis. This includes submitted, accepted and published work.
Chapter 2

Aske, E.M.B. and Skogestad, S. Self-consistent inventory contiodl. Eng.
Chem. ResSubmitted.

Chapter 3

Aske, E.M.B, Skogestad,S. and Strand, S. Throughput maximization byweagbro
bottleneck control8th International Symposium on Dynamics and Control of Pro-
cess Systems (DYCOP®9I. 1, June 6-8 2007, Cancun, Mexico. pp 63-68.

Chapter 4

Aske, E.M.B. and Skogestad, S. Dynamic degrees of freedom for tigbtde-
neck control.Comput. Chem. EngSubmitted.
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Aske, E.M.B. and Skogestad, S. Dynamic degrees of freedom for tigbtde-
neck control.10th International Symposium on Process Systems Engineéng
gust 16-20, 2009, Salvador-Bahia, Brazil. Submitted.

Chapter 5

Aske, E.M.B., Strand S. and Skogestad, S. Coordinator MPC with focusasr
imizing throughput, In:Proc. PSE-ESCAPE Symposiufw. Marquardt and C.
Pantelides, Eds.), July 10-13 2006, Garmisch-Partenkirchen, Gerfablshed
by Elsevier, ISBN 0-444-52969-1 978-0-444-52969-5, \Vol. 248, 1203-1208.

Aske, E.M.B., Strand, S. and Skogestad, S. Coordinator MPC for maxinmzatio
of plant throughput.AIChE Annual MeetingSan Francisco, USA, Nov. 2006,
Abstract and Presentation 330b.

Aske, E.M.B., Strand, S. and Skogestad,S. Coordinator MPC for maximilang p
throughput.Comput. Chem. En@2, 195-204 (2008).

Chapter 6

Aske, E.M.B., Strand, S. and Skogestad, S. Implementation of Coordind&Qr M
on a Large-Scale Gas PlanAIChE Annual MeetingPhiladelphia, USA, Nov.
2008, Abstract and Presentation 409g.

Aske, E.M.B., Strand, S. and Skogestad, S. Industrial implementation of a co
ordinator MPC for maximizing throughput at a large-scale gas platérnational
Symposium on Advanced Control of Chemical Procegsdg 12-15, 2009, Istan-
bul, Turkey. Submitted.

Appendix A

Aske, E.M.B., Strand, S. and Skogestad, S. Implementation of MPC on aadeeth
nizer at Karstg gas plant. Int6th IFAC World Congres$rague, Czech Republic,
July 2005, paper We-M06-TO/2. CD-rom published by InternationdeFation
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Chapter 2

Self-consistent inventory control

Submitted to Ind. Eng. Chem. Res.

Inventory or material balance control is an important pdrpimcess
control. A requirement is that the inventory control systisngonsis-
tentmeaning that the steady-state mass balances (total, cempand
phase) for the individual units and the overall plant aréesgad. In ad-
dition, self-consistencig a desired property, meaning that the mass bal-
ances are satisfied locally with local inventory loops oitypractice, if

a control structure is inconsistent, then at least one obweitve will be-
come fully open (or in rare cases closed) and cannot atgseit point.
The main result of this paper isself-consistency rulfor evaluating the
consistency of inventory control systems.

2.1 Introduction

One of the more elusive parts of process control education is inventonaierial
balance control. An engineer with some experience can usually immediately say
if a proposed inventory control system is workable. However, for desttior
newcomer to the field it is not obvious, and even for an experiencedesrgimere

may be cases where experience and intuition are not sufficient. Thdiabjet

this paper is to present concise results on inventory control, relate topsavork,

tie up loose ends, and to provide some good illustrative examples. The main res
(self-consistency rule) can be regarded as obvious, but nevestheke have not
seen it presented in this way before.

The main result is a simple rule to check whether an inventory control systemis
consistentHere, consistency means that the mass balances for the entire plant are
satisfied Price and Georgakid993. In addition, we usually want the inventory
control system to bself-consistent Self-consistency means that, in addition to
plantwide consistency, the mass balance for each unit is satisfied by itsalfy)o

9



10 Self-consistent inventory control

without the need to rely on control loops outside the unit. Consistency isiaeeq
property, because the mass balances must be satisfied in a plant, wéedfeas
consistency is a desired property of an inventory control system. biipgaan
inconsistent control structure will lead to a situation with a fully open or closed
control valve and the associated control loop cannot fulfill or attain th&rcloset
point.

In most plants, we want the inventory control system to use simple PID con-
trollers and be part of the basic (regulatory) control layer. This is Umed# is
generally desirable to separate the tasks of regulatory (stabilizing) tanttsu-
pervisory (economic) control. From this it follows that the structure of threnn
tory control system is usually difficult to change later.

The importance of consistency of inventory control structures is oftem-ov
looked. Our work is partly inspired by the many examples of Kida, who hasngi
industrial courses in Japan on control structures for many years. pkrsonal
communicationKida, 2008 he states thdtnost process engineers, and even aca-
demic people, do not understand the serious problem of inconsistéplantwide
control configurations. When writing a paper, you have to clearly explagypoint
and make them convinced at the very outset. Otherwise they will not listen to o
read through your detailed statements, but skip them all”

A very good early reference on inventory control in a plantwide setting is
Buckley (1964. He states that material balance control must be in the direction
of flow downstream a given flow and opposite the direction of flow upstraa
given flow. Price and Georgakid 993; Priceet al. (1994 extended this and state
that the inventory control must “radiate” outwards from the point of &giflow
(throughput manipulator). As shown in this paper, all these statementscare a
sequence of requiring the inventory control system to be self-consisten

Downs (1992 provides a very good discussion of material balance control
in a plantwide control environment, with many clarifying examples. However, it
is somewhat difficult for the reader to find a general rule or method thrabea
applied to new cases.

Luybenet al. (1997 propose a mainly heuristic design procedure for plant-
wide control. Luybenet al. procedure consist of, among otherStép 6. Control
inventories (pressures and levels) and fix a flow in every recyclé€.ld@pssible
limitations of this guideline are discussed in the present paper. Another-guide
line of Luybenet al. (1997 is to “ensure that the overall component balances for
each chemical species can be satisfied either through reaction or esdinssrby
accounting for the component’s composition or inventory at some poing¢iprt
cess”. As discussed later, this guideline is a bit limited because entrance (feed)
streams is not considered.

Specific guidelines for designing inventory control structures areepted by
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Georgakis and coauthorPrice and Georgakid993 Priceet al, 1994. They
propose a set of heuristic guidelines for inventory control design in rt\ide
environment and also discuss consistency. The authors also state the imoporta
of a self-consistent inventory control structut8elf-consistency appears to be the
single most important characteristic governing the impact of the invermmyrol
structure on system performarice

As already mentioned, Fujio Kida from JGC Corporation in Japan has devel-
oped a lot of teaching materidida, 2008 and written several papers (eKjda,
2004 on inventory control. Unfortunately, the work is published in Japanebkg o
but nevertheless it is clear that there are many detailed rules and soniie requ
detailed calculations. Our objective is to derive, if possible, a single rulevilu-
ating the consistency of inventory control system that applies to all caskethat
only requires structural information.

The organization of the paper is as follows. First, we define self-consiste
ventory control in Sectio2.2 The main result in this paper is the self-consistency
rule presented in Sectidh3. Thereafter, the rule is used to discuss consistency of
flow networks in Sectior2.4, which also discusses more specific rules that can be
derived from the general self-consistency rule. Several examplesws of inven-
tory control are given in Sectio?.5, before the paper is concluded in Sectibf
Note that the present paper focuses on analysis of a given controls®. The
design of the inventory control system, which in particular is related to theplac
ment of the throughput manipulator, is discussed in more detail in a sepayae p
(Chapter).

Remark on notationin this paper, when a flow is left unused or with a flow
controller (FC), then this indicates that this ig&enflow. By the term "given
flow” we mean that the flow isot used for inventory control but rather given by
conditions outside the inventory control system. For example, a "giveri tiaw
be

a throughput manipulator (TPM),
a flow that comes from another part of the plant (disturbance fopany,

a fixed flow

p w0 dRE

a flow that is used for other control tasks (eg., control of composition o
temperature).

2.2 Definition of self-consistent inventory control

The dynamic mass balance for total or component mass in any unit or proces
section can be written (e.owns 1992:
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Inflow + Generation - Outflow - Consumption = Change in inventory

To keep the inventory within bounds, the change in inventory must be within
bounds, and over a long time (at steady-state) the change in inventoryomust
zero. Thus, there must be a balance between the In-terms (inflow +agjiengr

and Out-terms (outflow + consumption). However, without control this is1eot
essarily satisfied. The main objective of the inventory control system igdbis
lize” or provide “self-regulation” of all inventories such that the massizda are
satisfied. This leads to the self-consistency rule, which is the main result in this
paper, but let us first define some terms.

Definition 2.1. Consistency An inventory control system is said to densistent
if the steady-state mass balances (total, components and phasesjisiieddor
any part of the process, including the individual units and the overalltplan

Remark. The use of mass balances for a phase may seem odd, and isdisausnore
detail in the next section.

Since the mass balance must be satisfied for the overall plant, it follows that a
consistent inventory control system must‘able to propagate a production rate
change throughout the process and in particular if such a changeqoesgichanges
in the flow rates of major feed and product streaniBtice and Georgaki4993.

Note that the above definition of consistency allows for “long loops” (nodllo
loops) where, for example, the feed rate controls the inventory at the etite
of the process (as illustrated in Figuzed). This is often undesirable and self-
consistency is when the steady-state mass balances are satisfied alsoNtmaly
precisely, we propose the following definition:

Definition 2.2. Self-consistencyA consistent inventory control system is said to
be self-consistentf there islocal “self-regulation” of all inventories. This means
that for each unit théocal inventory control loops by themselves are sufficient to
achieve steady-state mass balance consistency for that unit.

Remark 1 “Self-regulation” here refers to the response of the preeeéth its inventory
control system in operation. If self-regulation is achevathout active control then this
is referred to as “true” self-regulation.

Remark 2 The term ‘local inventory control loops” means that no control loops inviody
manipulated variables outside the unit are needed for towgrtontrol of the unit (see
Figure2.4for a system that does not satisfy this requirement).

Remark 3 The definitions require that the “steady-state mass batdace satisfied. We
are here referring to thdesiredsteady-state, because an inconsistent inventory control
system may give a steady-state which is not the desired ameexample, a component
with no specified exit will eventually have to exit somewhkut this may not be a desired
operation point.
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Example 2.1. Self-regulation.“Self-regulation” may or may not require “active”
control, as mentioned in Rematk As an example, consider regulation of liquid
inventory (m) in a tank; see Figutz1(a) The outflow is given by a valve equation

Mmout = Cyf(2)/Ap-p  [ka/s]

where z is valve position. The pressure drop over the valve is

Ap= p1— p2+pgh

where h is the liquid level, which is proportional to the mass inventory, e.g.,
m = hpA for a tank with constant cross section area A. If the pressure dgp
depends mainly on the liquid level h, then the inventory m is self-regulatasl. Th
is the case in Figur@.1(a)where p = p2 soAp = pgh and the entire pressure
drop over the valve is caused by the liquid level. Thiag: ~ v'h, which means
that without control a doubling of the flovin,; will result an a four times larger
liquid level (h). If this change is acceptable, then we have self-regulatioother
cases, it may be necessary to use “active” control to get sufficidfiteglation

of the inventory. Specifically: In Figur2.1(b) p1 — p2 = 99 bar so the relative
pressure contribution from the liquid levedgh) is much too small to provide ac-
ceptable self-regulation. For example, for a large tank of water with10 m, the
contribution from the level is only abott% (ogh~ 1000 kg/m- 10 m/g - 10 m

= 10° N/n? = 1 bar). In this case “active” control is required, where the level
controller (LC) adjusts the valve position z, see FigRri(b)

@ p1 =1 bar @ p1 =100 bar

h
P2 = P P2=
| &:]l bar | l i |1 bar
(a) Self-regulation is possible without (b) “Self-regulation” requires level control.

“active” control.

Figure 2.1: Self-regulation of inventory in a tank with a given feed rate.

2.3 Self-consistency rule

As a direct consequence (implication) of the statements in Sezihwe propose
the following rule to check if an inventory control system is self-consistent.
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Rule 2.1. “Self-consistency rule”: Self-consistency (local “self-regulation” of all
inventories) requires that

1. The total inventory (mass) of any part of the process (unit) mussdie
regulated” by its in- or outflows, which implies that at least one flow in or
out of any part of the process (unit) must depend on the inventoryeitiséad
part of the process (unit).

2. For systems with several components, the inventory of each cempoin
any part of the process must be “self-regulated” by its in- or outflowbyr
chemical reaction.

3. For systems with several phases, the inventory of each phasey qfasin
of the process must be “self-regulated” by its in- or outflows or by phase
transition.

Remark 1 The above requirement must be satisfied for “any part of tloeges”. In
practice, it is sufficient to consider the individual unitagpthe overall process.

Remark 2 A flow that depends on the inventory inside a part of the predsoften said
to be on “inventory control”. Inventory control usually wlves a level controller (LC)
(liquid) or pressure controller (PC) (gas and in some casegd), but it may also be a
temperature controller (TC), composition controller (G€)even no control (“true” self-
regulation, e.g. with a constant valve opening). Obviguslffow controller (FC) can not
be used for inventory control because flow is not a measumvehiory.

Remark 3 Itis possible to extend the “self-regulation” rule to eneirgventory, but this is
not done here. We also doubt if such an extension is very Ldeftause in most cases the
energy balance will maintain itself by “true” self-regutat (without control), for example
because a warmer inflow in a tank leads to a warmer outflow.

Proof of self-consistency rule.

1. A boundary (control volume) may be defined for any part offfaxess. Lein[kg]
denote the inventory inside the control volume andgtand myy: [kg/s] denote
in- and outflows. Then the (total) mass balance is

d . .
TS MY Mow kgl

If my, andmy; are independent (or weakly dependent) of the inventottyen this is
an integrating (or close to integrating) process whmaeill not return to its desired
steady-state (it will drift to an undesirable steady-9tal® stabilize the inventory
we must have “self-regulation” whergy, or myy; depends on the inventorynj,
such thatm is kept within given bounds in spite of disturbances. Morecgsely,
Min Mmust decrease whanincreases omg,: must increase whem increases, such
thatmis kept within given bounds in spite of disturbances.



2.3. Self-consistency rule 15

2. Similarly, letna [mol A] denote the inventory of component A inside the cohtro
volume and lea i, andnia oyt [Mol A/s] denote the in- and outflows. The mass
balance for component A is

dna

dt
whereGy is the net amount generated by chemical reaction. Agaim i, Na out
andGp are independent (or weakly dependent) of the inventarthen this is an
integrating (or close to integrating) process whegewill not return to its desired
steady-state. To stabilize the inventory we must have-fsgjlilation” wherena in,
Naout OF Ga depend omp such thatna is kept within given bounds in spite of
disturbances.

An example where the inventony is self-regulated because of the reaction term
Ga is the irreversible reactioA+ B — P, whereB is in excess and is the limiting
reactant. In this case, an increase in inflow ofr ;) will be consumed by the
chemical reaction.

> Main— Y Maour+Ga  [mol Als]

3. The rule for the individual phase follows by simply definitig control volume as
the parts of the process that contain a given plraaed applying the mass balance
to this control volume. Letn [kg] denote the inventory of the given phase inside
the control volume and latP;,, andmP; [kg/s] denote the in- and outflows. The
mass balance for a given phase is then

dnf . .
g = 2= Y Mt G [kals]

whereGP is the net phase transition over the phase boundary, Ifri{; andG”
are independent (or weakly dependent) of the inventory thisnis an integrating
(or close to integrating) process when will not return to its desired steady-state.
To stabilize the inventory we must have “self-regulatiortiesent,, i or G°
depends on the inventorynf) such tham” is kept within given bounds in spite of
disturbances.

An example where we need to consider individual phases ish tenk where a
two-phase feed is separated into gas and liquid.

O

Example 2.2. Stream with two valves.To demonstrate the self-consistency rule
on a very simple example, consider a single stream with two valves; see Fig-
ure 2.2(a) There is only a single (small) hold-up m in this simple process (il-
lustrated by the big dot), so consistency and self-consistency are hesarte

The pressure p depends directly on the inventory m (for a liquid the depend

is very strong; for an ideal gas itis & mTRT). Thus, self-regulation of inventory

is the same as self-regulation of pressure. To apply the self-consistalecyve
define a control volume (dotted box) as shown in Figuiand note that the in-
flow is on flow control in all four cases, that is, the inflow is independetef
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I m |

(a) OK (consistent control structure since outflow depends on inwentpr
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(b) Not consistent control structure since outflow is given.
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(d) Not consistent control structure since outflow does not depemdatly on
inventorym.

Figure 2.2: Four different control structures with two valves and givélow.
Note: For the flow controllers (FC) it does no matter whethentalve is downstream (as
shown above) or upstream of the flow measurement.
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inventory m. Thus, according to Ru®el, to have consistency (self-regulation),
the outflow must depend on the pressure p (inventory m) and mordécgcthe
outflow must increase when p increases.

Four different control structures are displayed in Figu2e2. According to
Rule 2.1, the structure in Figure2.2(a)is consistent since the outflow increases
when the pressure p (inventory m) increases. Thus, we have “telétegulation
with no need for active control.

The control structure in Figur@.2(b)is not consistent because the outflow is
independent on the inventory m. Even if the set points for the two flow tergro
were set equal, any error in the actual flow would lead to an imbalancéhwh
would lead to accumulation or depletion of mass and the inventory wouldenot b
self-regulated.

The structure in Figur@.2(c)is consistent because the outflow increases when
the pressure (inventory m) increases.

Finally, the control structure in Figur€.2(d) is not consistent because the
outflow depends on the inventory m (and pressure) in the wrong (epasnner.

To understand this, consider a decrease in inflow, which will lead to aedsed
pressure in the control volume. A lower differential pressure over thsspire-
controlled valve leads to a smaller flow through the valve and the pressiine a
downstream measuring point will decrease, leading the pressureatientio open
the valve. The result is a further pressure decrease in the control eylamthe
pressure controller is actually working in the wrong direction. The opewiite
pressure-controlled valve will also affect the flow-controlled valve degending
on the set point of the controllers, either the flow-controlled valve or teegure-
controlled valve will move to fully open. The other pressure-controlledevatv
flow-controlled valve will continue to control pressure or flow. It shoalsb be
noted that the pressure control loop is in the directmppositeto flow, which is
not correct when the inflow is given (see further discussion in Se2tibf).

This is confirmed by dynamic simulations of the simple configuration in Fig-
ure 2.2(d)using the flowsheet simulator Aspen HYSYS®(see Fj8re

10% increase in FC set point: The FC saturates at fully open and the PC main-
tains its set point (Figure2.3(a)and2.3(b).

10% decrease in FC set point: The FC maintains its set point and the PC satu-
rates at fully open (Figure2.3(c)and2.3(d).

5% increase in PC set point: The FC maintains its set point and the PC satu-
rates at fully open (Figure2.3(e)and2.3(f)).

5% decrease in PC set point: The FC saturates at fully open and the PC main-
tains its set point (Figure2.3(g)and2.3(h).
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In all cases the system is assumed to be at steady-state initially.

A remark about the sign of the controllers: Overall, the controller and th pla
should give a negative feedback loop:

1. Flow control. Opening a valve always increases the flow (positive gain), so
a flow controller is always “reverse acting” (with a negative feedbagk)s

2. Level and pressure control The controller sign depends on the location
of the valve relative to the inventory (level or pressure). If control ithim
direction of flow (with the inventory measurement for level or pressure up
stream the valve) then the controller must be “direct acting” (positive feed-
back sign), if control is in opposite direction of flow then it must be “regers
acting”.

These remarks were used when deciding the controller tunings in R2giire

Example 2.3. Units in series.To understand the difference between the terms con-
sistency (Definitior2.1) and self-consistency (Definitigh2), consider inventory
control of the series process in Figu2e4. The control structure isonsistentand

is able to propagate a production rate change to a change in the feed rate: Ho
ever, the in- and outflows for the last unit (dashed box) do not depieectigl on
the inventory inside the unit and the control volume is therefioteself-consistent
according to the “self-consistency rule”(Ruk1). This can also be seen because
the inventory controllers are not in the direction opposite to flow as theyldhou
be for a self-consistent process with a given product rate (see also B2dctid).

To make the structure consistent we have in Figuieintroduced a “long loop”
where the inflow to the first unit is used to control the inventory in the last unit.

Example 2.4. Phase transition In some cases, phase transition needs to be con-
sidered for self-consistency. Consider Fig@& where the inflow F is given.
Thus, according to Rul.1, to have consistency the outflow must depend on the
inventory in the tank.

In Figure 2.5(a) the inflow is a single phase (liquid) and the outflow from the
single-phase tank is split in two liquid streamg @nd Ly). There is one inventory,
so for self-consistency, one of the outflows must be on inventory carteskas
the other outflow can be flow controlled. This follows because the adjustaltile s
introduces an extra degree of freedom, but the number of inventoaésded to
be controlled is unchanged.

In Figure 2.5(b)the inflow is two-phase (liquid and vapor) and there are two
inventories (liquid and vapor) that needs to be regulated. To have aistens
inventory control structure, both the outflows (vapor and liquid) musides for
inventory control. In Figure2.5(b)this is illustrated by the LC (liquid inventory)
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(a) Increase FC set point: FC values.

l_ T T m T
Zp
0.5 . .
N Z |
_05';( FS F 1 .
_1_E‘Hm.‘_‘_‘..‘__‘r_‘__‘_‘-_‘_‘__‘I_‘-_‘_‘__‘_‘-__ ——————————— pm- = - === :
0 50 100 150 100 150

(c) Decrease FC set point: FC values.

z .l 1
“E
-k . . : -k . . :
0 50 100 150 0 50 100 150

(b) Increase FC set point: PC values.

(d) Decrease FC set point: PC values.

0 50 100 150 0 50 100 150

(e) Increase PC set point: FC values. (f) Increase PC set point: PC values.

Zr u | | 1

. 0.5 .

FS . 0 5 o Zp i

B 00 F Ttteemeeeaaooo _0_5_5.”..”””” TR i s it o ]

Ps p

-1k L L - -1k L L -

0 50 100 150 0 50 100 150

(g) Decrease PC set point: FC values.

(h) Decrease PC set point: PC values.

Figure 2.3: Dynamic simulations of the simple configuration in Figug€d) Left
column: Flow controller. Right column: Pressure controller. In all cagas,of
the valves moves to fully open.
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.

(a) Single-phase tank: Adjustable split. (b) Two-phase tank: Split indirectly given by
inventory control.

Figure 2.5: Self-consistent inventory control of split with one and twesphka

and PC (vapor inventory). In this case, the split does not actually givexaia
degree of freedom because the split is indirectly determined by the fedity qua
(fraction of vapor).

2.4 Specific rules and consistency of flow networks

In a flow network there is at least one degree of freedom, called thegipoi
manipulator (TPM), which sets the network flow. More generalyPM is a de-
gree of freedom that affects the network flow and which is not directly aeictty
determined by the control of the individual units, including their inventontiod

(see ChapteB). Typically, a given flow (e.g. flow controller with an adjustable
set point) is a TPM. As discussed in more detail below, the location of the TPM is
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very important. In particular, if the flow network has no splits or junctions; toe
a given placement of the TPM, there is only a®f-consisteninventory control
system.

However, at splits (e.g. multiple products) or junctions (e.g. multiple feeds),
there are several possibilities. At a split or junction, a common choice is to use
the largest flow for inventory controLgybenet al,, 1997). For example, with a
given feed, the largest product stream may be used for inventokyotaith the
flow rates of the smaller product streams used for quality control. Similarly, with
a given production rate, the largest feed rate is often used for inyeotmtrol
and the smaller feed flows are set in ratio relative to this, with the ratio set point
possibly used for quality control.

The objective is now to apply the self-consistency rule to analyze inventory
control structures for real processes (flow networks). We condiidee network
classes:

1. Units in series
2. Recycle systems
3. Closed systems

A series network may have splits, provided the flow is still in the same direc-
tion. Note that each single-phase split introduces one extra degrezedbfn (the
split ratio; see Figur@.5). A recycle system contains one or more splits that are
(partly) fed back to the system. A closed system has total recycle with de tee
products.

2.4.1 Units in series (“radiating rule”)

As mentioned above, if there are no splits or junctions, the location of thegh¥rou
put manipulator determines the self-consistent inventory control struGpexif-
ically, a direct consequence of the self-consistency rule is

* Inventory control must be in direction of flow downstream the location of a
given flow (TPM).

* Inventory control must be in direction opposite to flow upstream the location
of a given flow (TPM).

More generally, we have:

Rule 2.2. Radiation rule(Price and Georgakisl993: A self-consistent inventory
control structure must be radiating around the location of a given flowJ.P

These rules are further illustrated in Figzé.
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(c) General case with TPM inside the plant: Radiating inventory control

Figure 2.6: Self-consistency requires a radiating inventory controlnata given
flow (TPM).

2.4.2 Recycle systems

A recycle system usually has an adjustable split, which (but not always)-
duces an extra degree of freedom for control of the network fl@<itia, 2008.
On the other hand, the requirement of self-consistency imposes limitatioram As
example, consider the simple single-phase recycle example with givenrfdesha
adjustable split in Figur@.7 (there is a pump or compressor in the recycle loop
which is not shown). Figure8.7(a)and2.7(b)have consistent inventory control
structures, because the outflows from units 1 and 2 depend on the irwirside
each unit. In both cases one flow in the recycle loop is given (flow contiralith
an adjustable set point that may be used for other purposes than iryveomdrol).
Note thatthe inventory control in the recycle loop can be either in direction of flow
(Figure2.7(a) or direction opposite to flowWFigure2.7(b), because the flow rate
can be given at any location in the recycle loop.

In Figure2.7(c)the inventory loops for units 1 and 2 are paired opposite. This
structure is not self-consistent because the inventory of unit 2 is alitregulated
by its in- or outflows” and thus violates Rukl In addition, the inventory con-
trol of unit 2 requires that the other inventory loop is closed, and thuste®la
Definition2.2

Finally, Figure2.7(d)is obviously not consistent since both the feed rate and
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(d) Not consistent inventory control.

Figure 2.7: Inventory control of simple recycle process with given.feed
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the product rate are given. In particular, the inflow and outflow to the dibtb& do
not depend on the inventory inside this part of the process, which vidtate.1

Remark. This simple example seems to prove the rule tluate’ flow rate somewhere in
the recycle loop should be flow controlleLuyben 199%). This rule follows because
there is an extra degree of freedom introduced by the splitthe number of inventories
that need to be controlled are unchanged. However, firstlomed note that the set point
of the flow controller is a degree of freedom which may be usedther purposes, for
example , control of composition. Second, a “counter-eXafmp provided by the self-
consistent reactor-separator-recycle process in F@gurHa) In this case, the split is not
actually an extra degree of freedom because the split iseicitly determined by the feed
composition to the separator (distillation column), agdssed in Exampl2.4.

2.4.3 Closed systems

Closed systems require particular attention. It is clear from the total masgbala
that the total inventory of a closed system cannot be self-regulated siaoe
are no in- or out streams. Thus, our previously derived rule (Ruledoes not
really apply. As an example, consider a closed system with two inventories. |
Figure2.8(a)we attempt to control both inventories, but the two loops will “fight
each other” and will drift to a solution with either a fully open or fully closetvea
For example, a (feasible) solution is to have zero flow in the cycle. Thdgmob
is that the flow is not set anywhere in the loop. To get a consistent inyentor
control structurepne must let one of the inventories be uncontrgliEesishown in
Figures2.8(b)and2.8(c) The corresponding unused degree of freedom (flow) sets
the flow rate (“load”, throughput) of the closed system.

To be able to use our self-consistency rule (Rul for closed systems there
are two alternative “fixes”

1. Let the total inventory be uncontrolleddt self-regulated), which is how
such systems are usually operated in practice. Typically the largest single
inventory is uncontrolled. However, the remaining inventories must be self-
regulated, as usual, to have self-consistency of the inventory copstelrs.

2. Introduce a “dummy” stream that keeps the total inventory constant. This
corresponds to allowing for filling (charging) or emptying the system. In
practice, this stream may be a make-up stream line that refills or empties the
largest inventory, e.g. on a daily or monthly basis.

Both approaches allow for disturbances, such as leaks or supply. inVée-
tory control system can then be analyzed using the normal self-cortsistele
(Rule2.1). Figure2.8(a)is clearly not allowed by Fixd as the total inventory is
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(a) Not consistent (because there is no uncontrolled inventory).

(b) Self-consistent (inventonyy is uncontrolled).
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(c) Self-consistent (inventonyy, is uncontrolled).

Figure 2.8: Inventory control for closed system.
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Treated gas

Absorber 4-@

Regenerator

Liquid
recycle

Liquid

Figure 2.9: Absorber and regenerator example: Not consistent liquéshtiory
control.

not left uncontrolled. Figur@.8(a)is also not consistent by F& since for self-
consistency the dummy stream must be used for inventory control insteam of
of the two flows in the recycle loop.

Example 2.5. Absorber-regenerator exampleln this example, the consistency
rule (Rule2.1) is used for an individual phase (liquid), which forms a closed sys-
tem. Consider the absorber and regenerator example in Figu@€Kida, 2008
where a component (e.g. GYds removed from a gas by absorption. The inlet gas
flow (feed) is indirectly given because there is a pressure control in tleetein

of flow at the inlet. The gas outlet flows are on pressure control in thetibre

of flow and thus depend on the gas holdup in the plant. Therefore thehgeae-p
inventory control is consistent. However, the liquid flows between therladrso
and regenerator make up a “closed system” (expect for minor losSdgre is a
flow controller for the recycled liquid, but its set point is given by the invenitor
the regenerator, hence all inventories in the closed system are on imyeotatrol,
which violates the rule just derived. To get a consistent inventory casttiodture,

we must break the level-flow cascade loop and let the inventory in the boftom
the regenerator remain uncontrolled.
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2.4.4 Summary of specific rules

In the literature there are many rules that deal with the inventory contraitsteu
In addition to the radiating rule, some useful rules that can be developexdtiie
self-consistency rule (Rul2.1) are:

1.

All systems must have at least one given flow (throughput manipulator)

Proof. Assume there is no throughput manipulator. Then all flowstrbeson
inventory control, which will not result in a unique solutio For example, zero
flow will be an allowed solution. O

. Component balance rul®pwns 1992 p. 414): Each component, whether

important or insignificant, must have its inventory controlled within each
unit operation and within the whole proceskuybenet al. (1998 p. 56)
refers to this as “Downs drill”.

Proof. This comes from the requirement of component self-consistéRule2.1).
O

. A stream cannot be flow controlled more than once, that is, a structure with

two flow controllers on the same stream is not consistent.

Proof. Make a control volume with the two flow-controlled streamsirasand
outflows. Then neither the inflow nor the outflow depends onctirgrol volume
and the inventory is not self-regulated. This is demonsttat Figure2.2(b) O

. Price and Georgaki$1993 p.2699): If a change in the throughput manip-

ulator does not result in a change in the main feed flow, then the control
structure is inconsistent.

Proof. This follows from the requirement of satisfying the steadgte mass bal-
ances. O

Generalized fronPrice and Georgakig1993 p.2699): A self-consistent
inventory control structure must use the feed or the product (or both) fo
inventory control.

Proof. This follows from the steady-state mass balance. This sdilcussed in
Section2.4.1and a clear illustration of this statement is found in Fig2u@ O

. For closed systems: One inventory must be left uncontrolled and onéflow

the closed system must be used to set the load.



28 Self-consistent inventory control

Proof. This follows from that all systems must have at least onergilew to
be unique. To be able to set the load for a closed system, sratory must be
uncontrolled. O

The rules are summarized by the proposed procedure for inventoipksystem
design in Table2.1, which is inspired by the inventory control guidelinesRrice
et al.(1994.

1 | Choose the location of the throughput manipulator

2 | ldentify inventories that need to be controlled including:

a) Total mass

b) Components

¢) Individual phases

Identify manipulators suitable for adjusting each inventory

4 | Design a self-consistent radiation inventory control system

that controls all the identified inventories. This means:

a) Inventory control in direction of flow downstream the throughput
manipulator

b) Inventory control in direction opposite to flow upstream the throughput
manipulator
5 | Atjunctions or splits a decision has to be made on which flow to use for
inventory control. Typically, the largest flow is used, or both streams are
changed such that their ratio is held constant (often the ratio is set by
a slower outer composition loop).
6 | Recycles require special consideration. Make a block (control volume)
around the entire section and make sure that there is self-consistency for
total mass, (individual) components and phases (if relevant).
7 | Assign control loops for any process external flow that
remain uncontrolled. Typically, “extra” feed rates are put on ratio céntro
with the ratio set point being set by an outer composition loop.

w

Table 2.1: Proposed guidelines for design of self-consistent inveataryol sys-
tem. In case of doubt consult the general self-consistency rule gRl)le

2.5 Examples

In this section we apply the self-consistency rule to some examples fromdhe ac
demic literature.
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2.5.1 Distillation column with DB-configuration

An example of a recycle system is a distillation column. As seen from FRya@e
a distillation column has one split in the condendgrgplits intoL andD) and one
split in the reboiler I g splits intoB andV). In both cases one of the streams is re-
cycled to the columnl(andV, respectively). The two splits introduce two degrees
of freedom and this gives rise to many possible inventory control streg{ticon-
figurations”), as has been discussed widely in the literature (e.gSkagestad
(2007 for a summary of this discussion).

Figure2.10displays the DB-configuration, which uses refluand boilupV
for inventory control (condenser and reboiler level control), suehttmne flows of
D andB remain as degrees of freedom for other purposes. The DB-coafigur
has earlier been labeled “impossible”, “unacceptable” or “infeasibledibtilla-
tion experts (e.gPerry and Chilton 1973.22-123;Shinskey 1984p.154). This
inventory control system also violates Luybens rule of “fixing a flow in #wycle
loop” and it is indeed true that this inventory control system is not selfistarg.
To see this, consider the dashed box in FigwH) where we note that none of
the flows in or out of the columnH, D andB) depend on the inventory inside
the column. However, an inconsistent inventory control system canlyde
made consistent by adding control loops and the DB-configuration isalitek
(and consistent) provided one closes at least one extra loop, for éxagpsing
D to control a temperature inside the colunkincoet al,, 1989 Skogestacbt al,,
1990. Thus, labeling the DB-configuration as “impossible” is wrong. In sum-
mary, the DB-configuration is not self-consistent, but it can be madestensby
adding a temperature (or composition) control loop.

Remark 1 An example of a self-consistent inventory control struetfor distillation is
the common LV-configuration, where the two level loops hagerbinterchanged such
thatD andB are used for level control ariddandV remain as degrees of freedom (e.g. on
flow control). In the LV-configuration, inventory is conttet in the direction of flow, as
expected since the feed is given.

Remark 2 An additional inventory issue for distillation columns islated to the split
between light and heavy components (component invent@mye may regard the column
as a “tank” with light component in the upper part and heawth@lower part. Thus, one is
not really free to set the split betweBrandB and to avoid a “drifting” composition profile
(with possible “breakthrough” of light component in the tooh or of heavy component in
the top), one must in practice close a quality (e.g., tenipezar pressure) loop to achieve
component self-consistencgKogestad?007). For example, for the LV-configuration one
may use the boilulp’ to control a temperature inside the column. This considerabout
controlling the column profile also applies to the DB-confagion. Thus, in practice,
the DB-configuration requires closirtgyo quality loops to maintain mass and component
balances. This means that bdthand B must be used for quality control for the DB-
configuration, rather than only onk ¢r V) for the LV-configuration.
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Figure 2.10: Example of inconsistent inventory control at recycle msadBistil-
lation column with DB-configuration.

2.5.2 Reactor-separator-recycle example with one reactan

A common recycle example from the academic literature is the reactor-saparato
recycle system in Figur2.11 The system has a continuous stirred-tank reactor
(CSTR) with an irreversible, isothermal, first order reactfor> B, followed by
separation (distillation) and recycle of the unreacted feed componektdaioe
reactor (e.gLuyben 1993,b; Price and Georgakis 199Barssonret al. 2003.

The feed ) is pure reactanA and the component mass balances become

Component A: Fo=Kk(T)-X%a-V+B-Xga
——
—~Ga=Gg
ComponentB: K(T)-xa-V =B-xgp
———
Gg
wherex is the mole fractionY is the reactor volume andT) is the reaction rate
constant. Note tha& = Fy [mol/s] at steady-state. Componéxgnters the process
in the feed stream and its consumption in the reactor increases with the arhount o
A. The inventory of componem is therefore expected to be self-regulated by the
reaction. ComponerB is produced in the reactofsg) and exits the process in
streamB. ComponenB is not self-regulated by the reaction (because the reaction
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Figure 2.11: Reactor-separator-recycle process with one reagdfant (
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rate is independent of the amount®)fand thus requires a controller to adjust its
inventory.

Two different control structures for the reactor-separator-lecgmcess are
displayed in Figure.11 Both have given feedH)) and inventory control is the
direction of flow. Thus, both of them are self-consistent in total massusecthe
outflow B from the process depends on the inventory inside the process (indicated
by the dashed control volume) (RWel). Since the outflowB mainly consists of
componen8, this implies that both structures are also consistent (self-regulated)
with respect to the inventory of componddit The difference between the two
structures is related to the control of compon&ntThe “conventional” structure
in Figure2.11(a)uses the LV-configuration for the distillation column where the
reflux (L) controls the composition in the recycle (distillai®) The structure in
Figure2.11(b)uses the DV-configuration for the column where the reactor com-
positionx; A is controlled instead of the recycle (distillate) composition.

As already mentioned, the inventory of compon@ris expected to be self-
regulated by the reactiof — B, so one would expect both structures to be con-
sistent with respect to componeit In fact, both structures would be consistent
if one removedthe composition loop in the recycle loop (thus, setting retlux
in Figure 2.11(a)and setting recycl® in Figure 2.11(b). With the composi-
tion loop closed, the “conventional” structure in Figltd1(a)remains consis-
tent, but not the structure with control of reactor composition in Figutd (b)

The reason for the inconsistency is that control of reactor composition elimi-
nated the self-regulation by reaction: The amounfAdhat reacts is given by
—Ga = G = k(T)x.aV and with givenx, a (because of the controller], andV
there is no self-regulation. The inconsistency of this control structureiided

out by e.g.Downs(1992 andLuyben(1994.

Remark 1 The control structures in Figur2.11 would both be self-consistent without
closing the composition loop (CC) in the recycle part of thecgss, that is, with (a)
given or (b)D given. The reason for closing these composition loops isetbee not for
consistent inventory control but rather for other (ecorgmeasonsl{arssoret al.,, 2003.
The interesting point to note, is that cosing an extra loap ibasome cases make the
system inconsistent (Figuge11(b).

Remark 2 Luyben(1994 has proposed to make the system in FiguL(b)consistent
by introducing an adjustable reactor volume, but this isangbod solution, because we
always want to use the maximum reactor volume for econon@sams (energy saving)
(Larssoret al,, 2003.

Remark 3 The inventory of componem is expected to be self-regulated by the reaction
A — B. More precisely, the amount that reacts-i&a = kx AV and the compositiom, o
will “self-regulate” such that at steady-stdig~ —Gap, that is,x. A = Fo/(kV).
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Remark 4 We already noted that settinga (Figure2.11(b) breaks this self-regulation
and makes the system inconsistent. A related problem is Wigereactor volum¥ is too
small relative to the feeély, such that the requirexi o exceeds 1, which is impossible.
In practice, if we increase the feed régand approach this situation, we will experience
“snow-balling” (Luyben 199%) where the recycld® becomes very large, and also the
boilupV becomes very large. Eventually,may reach its maximum value, and we loose
composition control and we will get “break-through” Afin the bottom product. Snow-
balling is therefore a result of a too small reactor.

Remark 5 Consider the same process (Fig@r&1), but assume that the fresh fedg)
contains an inert componehtin addition to the reactam. If | is more volatile than
componenB, then componenit will be recycled back to the reactor and will accumulate
in the process. None of the inventory control systems infeéigul1are consistent for the
inert].To make the system self-consistent for the inert, a purgeaust must be introduced
where part of strea is taken out as a by-product.

2.5.3 Reactor-separator-recycle process with two reactas

Another well studied recycle example is a reactor-separator-recymtess where
two reactant#\ andB reacts according to the reactién- B — C (e.g. Tyreus and
Luyben 1993. ComponenB is the limiting reactant as the recyd contains
mostly componenA. Two different control structures are displayed in FigRire2

In both cases the distillate flo (recycle ofA) is used to control the condenser
level (main inventory of).

In Figure 2.12(a) both fresh reactant feedBx(and Fg) are flow controlled
into the reactor, where reactahis set in ratio to reactar® such thata/Fg = 1.
This control strategy is not consistent because the two feeds is notindiept and
one of them needs to be dependent of the inventory inside since it is ssibjm
to feed exactly the stoichiometric ratio of the two reactahtg/benet al,, 1998
p.37). Any imbalance will over time lead to a situation where the recycla of
either goes towards zero or towards infinity.

To get a consistent inventory control structure, the first requiremetttais
one of the feed rated=4 or Fg) must be dependent on what happens inside the
process, such that we at steady-state can achjeverg. One solution is to sdig
(the limiting reactant) and adjuBh such that the desired excessAois achieved,
resulting in the self-consistent control structure in Figid2(b) HereFa depends
on the inventory oA as reflected by the recycle flawby keeping the reactor feed
ratio (Fa + D)/Fg constant at a given value (larger than 1 to m&8kihe limiting
reactant). The structure is consistent for all compone@Gthas an outlet in the
bottom of the columnp is self-regulated by reaction because it it the limiting
reactant, and the feed &fdepends on the inventory &t

There exist also other consistent inventory control structures, eedg.ugben
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Figure 2.12: Reactor-recycle system with two reactafts B).
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et al. (1998 Figure 2.11(b)), but these seem to be more complicated than the one
proposed in Figur@.12(b) For example, one could keep the recybleonstant

and usérp to control the condenser level (main inventoryA)f but the dynamics

for this “long level” loop are not favorable and this consistent structuneiself-
consistent.

2.6 Conclusion

Consistency is a required property since the mass balances must bedsétisfie
the individual units and the overall plant. An inventory control system loan
evaluated whether it is self-consistent (local “self-regulation” of alemeries)

by using the self-consistency rule (RWilel). The self-consistency rule follows
from the mass balance that must be satisfied for the total mass, compodent an
individual phases.

A direct consequence of the self-consistency rule is the “radiation (Bléte
and Georgakis1993, which states that the inventory control structure must be
radiating around the location of a given flow. Other useful rules thabeaevel-
oped from the self-consistency rule, is that all system must have ableasfiven
flow (throughput manipulator). Thus, for closed systems, one inverfwefer-
able the largest) must be left uncontrolled.

Luyben provides the rule to “fix a flow in each recycle”. If we interpret th
term “fix a flow” to mean “do not use a flow for inventory control”, then this
rule follows from the requirement of self-consistency provided theadleclpop
contains a split that introduced an extra degree of freedom (see S2ctidn If
no degree of freedom is introduced by the recycle, as is in the case iaveedah
separator or flash where the split is (indirectly) given by the feed ptiegethen
this rule is not a requirement, e.g. see FigRrel(a) where all the flows in the
recycle loop are on inventory control.






Chapter 3

Throughput maximization
requires tight bottleneck control

Based on paper presented at
8th International Symposium on Dynamics and Control of Processi8yste
(DYCOPS) 2007, June 6-8, Cancun, Mexico

With sufficiently high product prices and the feed is avd@ati is shown
that maximum throughput is an optimal economic operatidicyor his

paper discusses the maximum throughput case, which iscatbared
by the existence of hottleneckand the need foback off from active
constraints to ensure feasibility. To implement maximumotighput,
maximum flow in the bottleneck(s) must be realized. Obtajrtight

bottleneck control in practice requires that the througpanipulator is
located close to the bottleneck (short effective delay)hdfthroughput
manipulator is located close enough compared to the destigdtime
constant, automatic control can reduce the back off sigmiflg. Poor
control of the bottleneck, including any deviation or badk implies a

reduction in throughput and an unrecoverable economic loss

3.1 Introduction

In general, real-time optimization (RTO) based on a detailed process model may
be used to find the optimal operation conditions of a plant, including identifying
the optimal active constraints and computing the optimal set point for the uncon
strained variables. However, in many cases, prices and market cosditi@such

that optimal operation is the same as maximizing plant throughput. Hence, the
problem formulation can be simplified, and RTO based on a detailed nonlinear
process model is not needed.

37
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Maximum throughput in a network is a common problem in several settings
(e.g. Phillips et al, 1976 Ahuja et al, 1993. From network theory, thenax-
flow min-cuttheorem states that the maximum throughput in a plant (network) is
limited by the "bottleneck” of the network. In order to maximize the throughput,
the flow through the bottleneck should be at its maximum flow. In particular, if
the actual flow at the bottleneck is not at its maximum at any given time, then this
gives a loss in production which can never be recovered (sometimeerete as
a "lost opportunity™).

To implement maximum throughput there are three important issues: 1) locate
the bottleneck unit(s), 2) implement maximum throughput in the bottleneck unit
and 3) minimize the back off from active constraints in the bottleneck unit. To
locate the bottleneck in the first place, there are several opportunitiesmokt
common is simply to increase the flow rate during operation (online) until feasible
operation is no longer possible. Alternatively, the location can be estimaitagl us
a commercial flowsheet simulator or plant dat#zen and Bravg1999 discuss
how to estimate the capacity for process units and find the bottleneck(®4ot-d
tlenecking (design) purposes (steady-state). A third approach is theiseodels
that are implemented in the model predictive controllers (MPC) to estimate the
available capacity for each unit on-line (dynamicallfskeet al., 2008.

Maximizing throughput requires manipulation of ttreoughput manipulator
(TPM). This is usually the feed rat@(iceet al, 1994, but it can more generally
be anywhere in the plant. Usually the location of the TPM is determined by the
original design of the control system for the plant, and cannot be e&silyged be-
cause it requires reconfiguration of the inventory loops to ensure-a@aistent
inventory control system (Chaptgy. If one is free to place the TPM(s), then two
considerations may come into account. First, one must consider its efféioé on
inventory control structure, including propagation of disturbancesanchjc lags,
process time constants and interactidosypen 1999. A second consideration,
which is based on economics, is to locate the TPM such that tight control of the
bottleneck unit is possible&skogestad2004) propose to set the production rate at
the bottleneck.

Price and coauthorgfice and Georgakid993 Priceet al, 1994 propose
a plantwide design structure using a tiered framework with throughput, tomen
and product quality controls. They discuss the importance of propestieelef
the TPM and their general recommendation is to select an internal prooess fl
as the TPM because: 1y impede the propagation of disturbances through the
systeriand 2) “internal flows have a substantial chance of more rapidly affecting
a throughput chande On the other handzhenget al. (2002 claim the opposite;
the TPM should be a feed or product flow, and internal flows shouldsbieled
from a dynamic interaction point of viewPriceet al. (1994 also mentioned on
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TPM location that s5ome plants have a single processing unit which is markedly
more difficult to control than the others. Selecting a flow very close to thiat u

as the throughput manipulator will help minimize or control the variation affec
ing the unit and so should make it easier to contrdloore and Percel{1995
evaluated control alternatives by simulation on a three-unit module antlcieac
that“the plant is capable of the highest production rate with the widest variation
in feed composition when the production rate is set at the column feed, which is
immediately before the process bottleneckiowever, there are no attempts try-
ing to explain the results from the simulation stutdyybenet al. (1997 propose

a heuristic design procedure for plantwide control. In the procedueeauthors
recommend locating the TPM so it provides a smooth and stable production rate
transitions and reject disturbances. However, all these approaaikeariaeco-
nomic evaluation of the TPM selection; wherdasson and Skogestd@d000

point out that the economics is a key factor for the placement of the TPkly Th
suggest that for a plant running at maximum capacity, the productionhatéds

be set at the bottleneck, which is usually inside the plant.

From a literature search and based on our own industrial experiesegnts
like the feed valves (or more general the throughput manipulator) is eeeyyr
used in practice for closed-loop control, in spite of its great importance ®n th
plant economics in cases where maximum throughput is optimal. The reason is
probably the large effect the feed rate has on the operation of the elatir Iput
the result may be a loss in economic performance. The main goal of thisipaper
discuss the importance of using the throughput (often the feed ratdpsmd:zloop
control.

When operating at maximum throughput, the plant is at the limit to infeasibil-
ity. For this reason, a “safety factor” or “back off” is required to agkiéeasible
operation under presence of disturbances, uncertainties, meastiemoerand
other sources for imperfect contriddrraway and Perkind993 Govatsmark and
Skogestad2009. More precisely, the back off is the distance between the active
constraint and the actual average value (set point). The necesskrgfbcan gen-
erally be reduced by improving the control of the bottleneck unit, for exarbgle
retuning the control system to reduce the dynamic variation. The idea is that im-
proved control requires a smaller back off or, in short, “squeezehifid (squeeze
the variance - and shift the set point closer to the constraints) Récbaletet al,,
1978 Richalet 2007).

This paper addresses the maximized throughput case, and starts lofedogs
the case under which considerations this is optimal (Se&i&n In Section3.3,
back off is defined and reasons for why back off is needed togetitleite/influ-
ence on the economics is discussed. The location of the throughput mémipula
is discussed in Sectidh4, whereas in SectioB8.5the characteristics of maximum
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throughput are treated. By using controllability analysis, an estimate of minimum
back off is given in Sectior8.6 with a more detail description is given in Ap-
pendix3.A. In Section3.7 we discuss actions to reduce back off, followed by a
discussion in SectioB.8 before we conclude in Sectidh9.

3.2 Optimal operation (steady-state)

In this section, we discuss under which considerations, maximum throughpu
economically optimal.

3.2.1 Modes of optimal operation

Mathematically, steady-state optimal operation is to minimize theX(stmaxi-
mize the profit J), subject to satisfying given specifications and model equations
(f = 0) and given operational constraintgs< 0):

muin J(x,u,d)

s. t.f(x,u,d) =0 (3.1)
g(x,u,d) <0

Here areu the degrees of freedom (manipulated variables including the feed rates
F), d the disturbances andthe (dependent) state variables.
A typical profit function is

-J=prj~Pj—pr.-F.—Zka-Qk 3.2)
] I

whereP; are product flowsh; the feed flowsQy are utility duties (heating, cooling,
power), andp (with subscript) denote the prices of the corresponding flow and
utility. Let F be a measure of the throughput in the plant. Depending on market
conditions, a process has two main modes in terms of optimal operation:

Mode 1. Given throughput (F given). The economic optimum is then usually the
same as optimal efficiency, that is, to minimize utility (energy) consumptidimefo
given throughput.

This mode of operation typically occurs when the feed rate is given (or limited)
the product rate is given (or limited, for example, by market conditiong),the
optimization problem3.1) is modified by adding a set of constraints on the feed
rate,F; = Fo.

Mode 2. Feed is available and the throughput F is a degree of freedom. We here
have two cases:
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(a) Maximum throughput. This mode of operation, which is the main focus
of this paper, occurs when product prizes are sufficiently high aed if®
available. We then have that the cost can be wriften- pF wherep > 0
(see B.6) below). Optimal economic operation then correspondsax-
imizing the throughput, subject to achieving feasible operation and this
does not depend on cost data. The optimurmoisstrainedwith respect to
the throughput, and we hadd/dFR < 0 where the feed ratd$ are degrees
of freedom.

(b) Optimized throughput. This mode of operation occurs when feed is avail-
able, but it is not optimal to go all the way to maximum throughput be-
cause the efficiency drops as the throughput increases. For example,
creased throughput may be possible by increasing the purge ratejgut th
result in less efficient operation because of loss of valuable components
The optimum isunconstraineadvith respect to the feed rat€sand we have
dJ/dR = 0. Thus, increasing; above its optimal value is feasible, but gives
a higher cos3.

3.2.2 Maximum throughput (Mode 2a)

We here want to show that when product prices are high compareddcafek
utility costs, optimal operation of the plant is the same as maximizing throughput
(Mode 2a). Let- be a measure of the throughput in the plant, and assume that all
feed flows are set in proportion B,

F =kriF (3.3)

Then, under the assumption of constant efficiency in all units (indeperude
throughput) and assuming that all intensive (property) variables arstart, all
extensive variables (flows and heat duties) in the plant will scale with tbadghr
putF (e.g.Skogestadl991). In particular, we have that

Pi=kpjF  Qu=kokF (3.4)

where the gaingp; andkqgk are constants. Note fron3.4) that the gains may be
obtained from nominal (denoted 0) mass balance data:

kpj=Pjo/Fo  kri=Fo/Fo  kok= Qo/Fo (3.5)
Substituting 8.3) and @.4) into (3.2) gives

(-9) = (Z Pe ke — > PR 'kF,i_Zka'kQ,k> F=pF (3.6)
] 1
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where p is the operational profit per unit of fed€l processed. From the above
derivation,pis a constant for the case with constant efficiencies. We aspusie
such that we have a meaningful case where the products are worth ranrééh
feed stocks and utilities. Then, fror8.) it is clear that maximizing the profit
(-J) is equivalent to maximizing the (plant) throughput However,F cannot go
to infinity, because the operational constraiigtsi(0) related to achieving feasible
operation (indirectly) impose a maximum value For

In practice, the gainkpj, kej andkg x are not constant, because the efficiency
of the plant changes. Usually, operation becomes less efficienp an¢3.6) de-
creases wheh increases. Nevertheless, as longpasmains positive, we have that
d(-J)/dF = p > 0 is nonzero, and we have a constrained optimum with respect
to the throughpuE. From (3.6) we see thap will remain positive if the product
pricespp; are sufficiently high compared to the prices of feeds and utilities.

If the efficiency drops, for example becauggx increases anklp; decreases
when the feed rate is increased, tieim (3.6) may become negative. Then there
is no bottleneck and Mode 2b (optimized throughput) is optimal. This mode of op-
eration is common for recycle systems. For example, this applies to the ammonia
synthesis problemAfraljo and Skogesta@008.

3.3 Back off

Back off is a general concept that applies to operation close to ang™batput
constraint (not only to bottleneck operation). In this section we presganharal
discussion of back off.

Arkun and Stephanopouldd980 discussed moving away from the nominal
optimal operation point to ensure feasible operation when there are distah
Narraway and Perkind 993 discussed this in more detail and introduced the term
“back off” to describe the distance from the active constraint that isireq to
accommodate the effects of disturbances.

3.3.1 Definition of back off

We use the following definition of back off (also see Fig8r#):

Definition 3.1. Back off. The (chosen) back off is the distance between the (op-
timal) active constraint value {ynstrain) @nd its set point (§ (actual steady-state
operation point),

Back off= b = |Yconstraint— Ys|, (3.7)

which is needed to obtain feasible operation in spite of:
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Back off

v

time
Figure 3.1: lllustration of back off) = |Yconstraint— Ys|

1. Dynamic variations in the variable y caused by imperfect control (due to
disturbances, model errors, effective delays and other sourcespefiect
control).

2. Measurement errors.

Remark 1 Here we assume integral action, such that on aveyagey where

1T
y= lim ?/0 y(t)dt

T—o

In this case, only the steady-state measurement error) (Bia$ importance, and not its
dynamic variation (noise).

Remark 2 Back off was defined bysovatsmark and Skogest##005 eq. 20) as the
difference between the actual set points and some refexvahees for the set points:

b:Cs*C&ref

wherecs is the actual set point ant. s is some reference value for the set point which
depends on the method for set point computation (e.g. ndmmotaust, on-line feasibility
correction). Definitior8.1 coincides with their definition.

3.3.2 Required back off

Back off is needed to avoid constraints violation, and the required bddkds-
pends on whether the active constrained varigiiean input or an output.
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Output constraints

Generally, back off imlwaysrequired for output constraints. Let us first distin-
guish between two constraint types:

» Hard constraint; Constraint cannot be violated at any time.

o Steady-state (average) constrainfonstraint must be satisfied at steady-
state average, but dynamic violation is acceptable.

Safety constraints, like pressure and temperature limitations, are usuallgdrar
straints. An example of a steady-state constraint is the composition of tHeeawer
product from a distillation column which goes to a storage tank where mixing take
place. Another example may be emissions from a plant which often are in terms
of hourly or daily averages.

For a steady-state (average) constraint, integral action is sufficiemstore
thaty = Yeonstraint= Ys (On average) and no back off is required for dynamic vari-
ations caused by imperfect control. However, back off is required ¢owatt for
possible steady-state measurement errors (bias).

In summary, we have:

» Hard output constraints: Required back off is sum of expected dynamic
variation and steady-state measurement error (bias).

» Steady-state (average) output constraint:Required back off is equal to
the steady-state measurement error (bias).

Note that there in addition may be maximum limits (hard constraints) on the al-
lowed dynamic variation even for steady-state (average) constraints.

If no constraint violation is allowed, then the worst-case variation gives the
required back ofb together with the measurement error. However, in many cases
a small constraint violation for a short-time is acceptable and therefore tist-wo
case variation may be too strict to determine the required back off. In pgactic
for stochastic signals, one needs to specify an acceptable likelihoodrfstraint
violations. For example, the likelihood is 99.7% that the signal variation remains
within +3 times standard deviatiow}, or 95% that the variations are withih
20 (for normal distribution). In this paper, we consider the worst-caskatan
and do not include probability for constraint violation.

Input constraints

Inputs have no associated control error. However, for caseswherinput con-
straint does not correspond to a physical (hard) constraint, we nicestirce back
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off to guard against steady-state measurements errors. For exampmentnebe
a constraint on the allowed flow that goes to the effluent.

For hard input constraint, there is normally no need to introduce back off, be-
cause we may simply set the input at its constrained value (it cannot be diolate
even if we want to). There is one exception and this is when the input \aigb
optimally saturated and is used for (dynamic) control. For example, the cooling
rate to a reactor, which optimally should be at maximum, may be needed to stabi-
lize the reactor if the desired operating point is unstable. In other cageispiint
may be needed for dynamic control to obtain tight control of an importanuoutp
variable.

In summary, we have:

e Hard input constraint: No back off is normally required.

» Steady-state (average) input constraintRequired back off is equal to the
steady-state measurement error (bias).

3.3.3 Reducing effect of back off on economics

Any back off from an active constraint will results in an economic losssraild
be as small as possible. There are in principle two ways of reducing themoo
penalty caused by back off:

1. “Squeeze and shift” (e.gRichalet 2007: By improved control one can
reduce (“squeeze”) the variation and “shift” the set point towards ¢ime c
straint to reduce back off. Also improved measurements that reduces the
measurements variation will reduce the required back off.

2. “Move variation to variables where the economic loss is small”: In many
cases one can reconfigure the control system (single-loop conteipage
the control weights (multivariable control) to obtain tighter control of eco-
nomically important variables. In practice, this means:

(2) Move variation to variables without hard constraints

(b) Move variation to variables where a back off has a small economic
effect. For example, this may be quantified by the Lagrange multiplier
(shadow prices) (e.d=dgaret al., 2007).

Mathematically, for a constrained optimization problem, the economic loss
caused by back off from an active constraint is represented by tp@ahge multi-
plier A

_ 909 Ao
Loss= oc -Ac=A-b (3.8)
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where J* is the optimal value of the profit is the active constraint variable with
back offb = Ac, andA is the Lagrange multiplier.

At the end, selecting the back off is a trade-off between the improved profi
resulting from a small back off and the cost of reducing the back off (&y
improved measurements or improved control).

3.4 Throughput manipulator

In this section, we discuss and define the term throughput manipulatostitize
ture of the inventory control system depends mainly on where in the @oces
thethroughput manipulatgrsee Figure3.2 (Buckley, 1964 Price and Georgakis
1993:

1. Feed as TPM (given feed)inventory control system in the direction of flow
(conventional approach).

2. Product as TPM ("on-demand”): inventory control system opposite to
flow.

3. TPM inside plant (general case) radiating inventory control.

These rules follow from the requirement of a self-consistent inventamyral sys-
tem, as discussed in detail in Chap2er

In terms of location of the TPM, Scheme 1 (Fig®.€(a) is the natural choice
for Mode 1 with given feed rate, Scheme 2 (Figu3e2(b) is the natural choice
for Mode 1 with given product rate, whereas Scheme 3 (Fighg&c) is usually
the best choice for Modes 2a and 2b (feed rate is degree of freedbargwhe
optimal throughput is determined by some conditions internally in the plant.

In the above discussion, we have used the term “throughput manipulator”
(TPM) without defining it. The term was introduced Bice and Georgakis
(1993, but they did not give a clear definition. From the discussions of Pride a
coauthors Price and Georgakid993 Priceet al,, 1994 on throughput manipu-
lator, it is implicitly understood that a plant has only one throughput manipulator
which is related to the main feed stream. This is reasonable in most casaséeca
if a plant has several feeds, then these are usually set in proportiachoher,
for example, based on the reaction stoichiometric. This was also us&i3jn (
and @.4), were we assumed that all flows and utilities are set in proportion to the
throughput~.

However, there are cases that are not quite as simple. First, some plants may
have several similar or alternative feeds that do not need to be setgarfiom to
each other. Thus, fixing one feed rate does not indirectly determine lhe oh
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(c) Scheme 3: Throughput manipulator inside plant, radiating inventoryral

Figure 3.2: Basic schemes for inventory control. IC stands for inverdomyrol
and are typically a level controller (liquid) or a pressure controller (gas)

the others. Second, plants with parallel trains must have at least onedrfédh
train. There may also be parallel trains inside the process, and thepmmrdisg
split may be viewed as a throughput manipulator. In addition, plants with paralle
trains may have crossover flows, which also affect the throughputremdbe
viewed as throughput manipulators. To account for this, we propodeltoeing
general definition:

Definition 3.2. Throughput manipulator (TPM). A throughput manipulator is
a degree of freedom that affects the network flows (normally includingdieed
product flows), and which is not indirectly determined by other proocegsire-
ments.

Thus, a TPM is an “extra” degree of freedom, which is not needed fr th
control of individual units, but that can be used to set or optimize the mktwo
flows. Splits and crossovers can be viewed as throughput manipulatdrsely do
not necessarily affect both the feed and the product flows. For draifithere is
a split and the parallel processes are combined further downstrearplittiecsor
will affect neither the feed nor the product flow. In DefinitiBt2, “other process
requirements” are often related to satisfying the component material bajJawxe
discussed in the following examples.
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Example 3.1. Consider a process with two feeds, &f pure component A and

Fs of pure component B, where the reactiont/8 — P (product) takes place.
Normally, in order to avoid losses, the feeds should be stoichiometric., Weus
need Iz = Fg at steady-state, which indirectly removes one degree of freedom, so
the process has only one TPM.

Example 3.2. Consider the same process as in Exantplewith three feeds &

Fs and Fg, where the latter consist of a mixture of A and B. The stoichiometry
imposes one constraint, but otherwise the optimal ratio between theseiseeds
determined by plantwide economic arguments, and not by processem@guts.
Thus, according to DefinitioB.2, this process has two TPMs. For example, the
TPMs could be kand Fag, with g adjusted to satisfy the stoichiometry.

Example 3.3. Consider a process with two feeds, Wwith pure component A and
Far with A plus some inert I. The reaction A P (product) takes place. This
process has two TPMs because the (optimal) amount of the two feedginidete
by plantwide consideration.

Example 3.4. Consider a process with two feedsy Eontains pure A and g
contains pure B. The reactions-A P+ X and B— P+Y take place, where P
is the main product, and X and Y are byproducts. This process has twms, TP
because the ratio &7/ Fg is not given by other process requirements.

In summary, we see from these examples that even quite simple procasses ca
have more than one TPM. In addition to these examples, we have the morasbvio
cases of multiple TPMs, such as a process with parallel trains and censsov

3.5 Characteristics of the maximum throughput case

We have shown that maximum throughput is often the economically optimal mode
of operation. In this section, we want to identify the main characteristics of the
maximum throughput case.

3.5.1 Bottleneck

The max-flow min-cutheorem Ford and Fulkersqril962 from network theory
states that the maximum flow through a linear flow network is equal to the capacity
of the minimal cut. In simple terms, the theorem states that the maximum flow in a
network is dictated by its bottleneck. To study bottlenecks in more detail, we need
to define some terms.
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Definition 3.3. Maximum flow (capacity) of a unit The maximum flow (capacity)
of a unitis the maximum feed rate the unit can accept subject to achievisiglea
operation.

Mathematically, this corresponds to solving the maximum flow probl@rd) (
with (-J) = Finaxi, WhereFmay; is the maximum feed for the unitandu; are the
degrees of freedom for uniit This means to find the maximum valuek{,x; that
satisfies the constrainfs= 0 andg; < 0 for the unit.

Definition 3.4. Maximum throughput of a plant Let the throughput F be the
(weighted) sum of all the feed flows. The maximum throughput &f a plant

is the maximum network flow that a plant accept subject to achieving feasible
operation.

In the optimization problem, implied by Definitidh4, all degrees of freedom
(all /’s) should be used to maximize the throughput, subject to achieving feasible
operation (satisfying the constraints).

Definition 3.5. Bottleneck A unit is a bottleneck if maximum throughput (maxi-
mum network flow for the system) is obtained by operating this unit at maximum
flow (see Definitior3.3).

Definition 3.6. Bottleneck constraints The active constraints in the bottleneck
unit are called the bottleneck constraints.

The term "unit” in Definitions3.5and 3.6 needs some attention. For a simple
process, where the process units are in series, a "unit” is the same gbegpsot
cess unit. However, for integrated processes, one may need to cansaabined
system of integrated units as a "unit”. For example, for a chemical readtorev
cycle, the combined "unit” may be the system of units consisting of the reactor,
separator and recycle unit (e.g. compressor or pump). This is bettausgaxi-
mum flow to the combined system is not necessarily determined by the maximum
flow in an individual unit. For example, if the chemical reactor is too small such
that the conversion is too small (and thus in practice is a bottleneck); thenilihis w
result in increased recycle of unconverted reactant (also knowredsrlbwball
effect”), which eventually will overload the separator, the compressq@ump.
Thus, it will appear that one of these units is the bottleneck, whereas élig tlee
entire reactor system, and the reactor in particular, which is the problenmis ter
of capacity.

In Definition 3.5, note that if a flow inside a unit is at its maximum, this does
not necessarily mean that the unit is a bottleneck. The unit is only a bottldreck
operates at maximum feed rate according to Definiidh For example, the heat
flow in a distillation column (the unit) may optimally be at its maximum, because
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overpurification of the “cheap” product is optimal in order to recoverararthe
valuable product. This does not mean that the column is a bottleneck, betmsus
possible, by reducing the overpurification, to increase the feed rate tolinan.
Only whenall degrees of freedom are used to satisfy active constraints, do we have
a bottleneck.

Note that in Definition3.6, the active constraints in a bottleneck unit do not
need to be flows or even extensive variables. For example, for the distilzdle
umn just mentioned, as the feed rate is increased, one will eventually reach th
purity constraint on the "cheap” product, and if there are no remainimgnn
strained degrees of freedom, the distillation column becomes the bottleneck unit.
The active purity constraints on the products together with the maximum heat flo
constraint then comprise the “bottleneck constraints”.

3.5.2 Back off

Back off is generally required to guarantee feasibility when operatingtatea
constraints (except for hard input constraints), as discussed in 88idNVe here
discuss the implication of this. As we reach the bottleneck (and encounter a ne
active constraint), the throughput manipulator (e.g. feed rate) is the@migining
unconstrained input. To operate at the bottleneck, the throughput manipulast

be used as a degree of freedom to control this new active constrasedBa the
discussion in SectioB.3, we have the following cases:

1. The new bottleneck constraint is an output variable. The result in tefms o
control is “obvious”: the TPM controls this output at the active constraint
(with back off included).

2. The new bottleneck constraint is an input constraint. Here we have two
cases:

(a) The input variable is not used for control. Then the input is simply set
at its constraint (no back off for hard input constraints).

(b) The input variable is already used for control of a constrainedubutp
variable. There are two possibilities, depending on which back off is
most costly:

i. The TPM takes over the lost task. However, we usually have to
increase the back off on this output, because of poorer dynamic
control, since the TPM is generally located farther away from the
output constraint than the saturated input.

ii. Alternatively, we can let the original loop be unchanged, but we
must then introduce an additional a back off on the input to en-
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counter for dynamic variations. The TPM is then used to keep the
input in desired operation range.

3.5.3 Summary of characteristics of maximum throughput cas

From the discussion above we derive the following useful insights {(rédeshe
TPM in the maximum throughput case (Mode 2a):

Rule 3.1. All plants have at least one throughput manipulator and at maximum
throughput the network must have at least one bottleneck unit.

Rule 3.2. Additional independent feeds and flows splits may give additional TPMs
(see Definitior3.2) and additional bottlenecks. The idea of "minimal cut” from
network theory may be used to identify the location of the correspondingriextke
units.

Further, for tight control of the bottleneck unit and to minimize loss the fol-
lowing insights (rules) are stated for the maximum throughput case:

Rule 3.3. The throughput manipulator(s) (TPM) is the steady-state degree of free
dom for control of the bottleneck unit(s). Typically, the TPM is used to cooti®

of the bottleneck constraints (Definiti@mB). The TPM should therefore be located
so that controllability of the bottleneck unit is godakipgestac2004).

Rule 3.4. Bottleneck unit: focus on tight control on the bottleneck constraint with
the most costly back off in terms of loss in throughput.

The last rule follows because any deviation from optimal operation in the bot-
tleneck unit due to poor control (including any deviation or back off frima
bottleneck constraints) implies a loss in throughput which can never beerecb
(Section3.3.3.

3.5.4 Moving bottlenecks

In the simplest maximum throughput case, the bottleneck is fixed and knadvn an
we can use single-loop contrdbkogestad2004), where the TPM controls the
constraint variable in the bottleneck unit.

If the bottleneck moves in the plant, then single-loop control requires reas-
signment of loops. Reassignment will involve the loop from TPM to the bottle-
neck (Rule3.3), as well as the inventory loops needed to ensure self-consistency
in the plant (ChapteB). In addition, the moving bottleneck(s) itself needs to be
identified.
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For moving bottlenecks, a better approach in most cases is to use multivariable
control were also input and output constraints can be included directlg jprab-
lem formulation (e.g. MPC). A case study using MPC for maximizing throughput
with moving bottlenecks is described Aske et al. (2008. In this case study,
the capacity of the individual units is obtained using the models in the local Yunits
MPC. The main TPMs are located at the feed (conventional inventoryatpiig-
ure 3.2(a), but there are additional degrees of freedom (splits and crosydeer
manipulate the throughput.

3.6 Obtaining (estimate) the back off

If we have a maximum throughput situation (Mode 2a) and the bottleneck has
been correctly identified, then operation is optimal, except for the econossc lo
associated with the back off from active constraints. Back off is usuallgt mo
costly in the bottleneck unit. It is important to know (or estimate) the expected
back off in order to quantify the possible benefits of moving the TPM (cimgng
the inventory control system), adding dynamic degrees of freedomp(&hd),
changing or retuning the supervisory control system etc.

In the following we consider the case with a single input (TPM) that controls
an active output constraing)(in the bottleneck unit. A back off is then required to
account for dynamic variations caused by imperfect control.

The magnitude of the back off for the dynamic control error should berdaia
based on information about the disturbances and the expected comtoohpance.
Mathematically, this is given by the worst-case control error (variationymgef
the “co-norm” (maximum deviation). In the time domain the dynamic control error
(and hence the minimum back off) is given by:

Pmin = rggx”y(t) — Ysl[e (3.9)

whered and A denotes disturbance and uncertainty, respectively. The optimal
(minimal) back offb is equal to the expected dynamic variation in the controlled
variabley. In practice, determining the expected dynamic variation is difficult.
However, the point here is not to estimate the minimum back off exactly, but to
obtain a rough estimate. The simple method is based on controllability analysis.

3.6.1 Model-based approach (controllability analysis)

Without control, we assume here that the effect of the disturbance orutpato
(in this case a bottleneck constraint variable) is given by a first-ordporese with
steady-state gaiky (= |Ay|/|Ad|) and the time constant. Without control, the
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required minimum back off is thelmin = kq|do|, Where|dp| is the magnitude of
the disturbance. To counteract the effect of the disturbance usidigdek control,
and thus be able to reduce the back off, the control system needsisespith a
closed-loop time constamnt less than abouty. The main “enemy” of feedback
control, which limits the achievablg,, is the time delayd. In practice, most
processes do not have a “pure” time delay, but they have an “e#édtie delay
B, which can be estimated from the dynamic model, for example, using the “half
rule” of Skogestad2003.

A simple example of a Pl-controlled process with a first-order disturbance is
illustrated in Figure3.3: We see from Figur8.3(a)that when the delag is equal
to aboutty or larger, then there is no significant improvement for a step distur-
bance. In fact, if we look at sinusoidal disturbances (Fighi%b), significant
improvement in the maximum peak (which determines the necessary back off) is
obtained by requirin@ < 14/4. A more realistic process with five units is given
in Example3.5.

Example 3.5. Minimum back off for different TPM locations. Consider a pro-
cess with 5 units in series and a fixed bottleneck which is located at the outlet
of the last unit (Figure3.4). The objective is to maximize the throughput using
single-loop control in spite of disturbancest ds. The disturbances are of equal
magnitude, but dis located closest to the bottleneck and has therefore the major
effect on the bottleneck. Consider three locations of the TPM:

* A: the conventional approach where the TPM is located at the feed,
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Location Location Location
A B c
< from bottleneck flow = from bottleneck flow o

TPMe TPM 2T {51 S

Figure 3.4: The process example with different placements of the TPM veitimre
figuration of inventory loops. Inventory control is in direction of flow dwstream
TPM and in direction opposite to flow upstream TPM. The time constants for eac
unit is displayed together with the effective dead tirBgy) for each location for
the throughput manipulator.

e B: the TPM is located inside the process,

« C: the recommended approach in this paper where the TPM is located at
the bottleneck.

Each unit is represented by a second order model where the time otsista
(11,12) are stated in Figure3.4. In addition unitl has a delayd; = 1. The dis-
turbances d to ds enter between the units. This gives the following disturbance
transfer functions (@) from the disturbances (ddy, ds, ds, ds) to the bottleneck
flow (y):

J e—els
)=k i'] (T1s+1)(Tizs+1)
The disturbance gain is given by knd is here selected tq k= 1. The process
transfer functions &, Gg and G- from the input (TPM at location A, B, or C) are
the same as for the disturbances, except that the process gain is giveariy
here selected to ¥ 2.

The TPM (u) is adjusted using a Pl feedback controller=(Ku, K = K¢(1+
%s)) that controls the bottleneck flow (y) and tuned using the SIMC tuning rules
with T = 30 The resulting sensitivity function S & + GK)* for the three
alternatives is showed in Figu®5. Note that the response is much faster with the
TPM located close to the bottleneck (location C).

The minimum back offk, for each disturbancéSg| is displayed as a function
of frequency for the TPM located at feed (A), in the middle (B) and at the hettke
(C) in Figure 3.6(a), 3.6(b)and 3.6(c) respectively. Note that a linear scale on
back off b is used since the cost is linear in back off (Equaod)).

Gy
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Figure 3.5: SensitivityS as a function of frequency for different placement of the
TPM (location A,B and C) in Examplg.5. S= (I + GK)* andK is a PI-controller.

With the TPM located at the bottleneck (Figu8es(c), the peak ofSgy| is
reduced significantly, and especially disturbancesalds (upstream the TPM)
have a very small effect on the bottleneck flow. With the TPM placed at tthe fee
(Figure 3.6(a)), all the disturbances have almost the same effect on the bottleneck.
At the worst-case frequency, the peak®dy| is aboutl.25 which is higher than
the value ofl (because the peak (8 is Mg = 1.25). Of course, we need to apply
control to avoid steady-state drift, but this indicates that further detuning ef th
controller should be considered (the largey will reduce M), but this will lead
to poorer set point tracking. For the TPM located inside the process stfigy (
ure 3.6(b), the peak ofSg;| for d; (the most important disturbance) has almost the
same magnitude as for TPM located at the feed, but the effect of the disteba
d> to ds is reduced.

The peak ofSgy| with TPM located at the bottleneck is reduced fror to
0.3 by using a PID-controller instead of a PI. For the two other locations there is
only a very small difference in the peak|8fy| between PI- and PID-controllers.

In practice, Pl-controllers are more common to use than PID since therlatte
sensitive to noise and therefore a Pl-controller is used here.

From the more detailed derivations of estimating minimum back off (Ap-
pendix3.A.1) we have:

* An*“easy” (slow) disturbance has a time constayit 46.5. In this case tight
bottleneck control (tight control of) is helpful for rejecting the disturbance.
The worst-case frequency dgy¢ ~ % and the resulting minimum back off

assuming PI-control with “tight” control is given Hymin ~ 2?—3“ -Kg|do| <
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(c) TPM at bottleneck (location C) wherg = 36e¢, Oeff = 3

Figure 3.6: Minimum back off|Sgy|) as a function of frequency for the distur-
banced; to ds on the bottleneck flow, for the three different locations of TPM (
B, C) in Figure3.4.
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Kq|do| (assuming a SIMC PI-controller witi, = 8). This shows that the
back off can be significantly reduceddfs is small compared tay.

» A “difficult” (fast) disturbance has a time constamnt< 265. In this case,
control actually gives a larger back off than no control. However,- con
trol is necessary for set point tracking. The worst-case frequsn@yc ~
WpeaksWhere wpeaksis the peak frequency 9§ defined agS(jwpeaks| =
max, |S(jw)| = Ms. To reduce the peakls, it is recommended to used
“smooth” control (witht, > 26), that is , for following slow changes in the
bottleneck constraints. The minimum back off is giverbhy, ~ Ms- kg |do|.

In summary, the requireme@is < %’ to have benefit of control implies that the
TPM must be located very close to the bottleneck to have any benefit of iegbrov
control and reducing back off. This also explains in most cases why $isenlith
manual control, where the operator adjusts the TPM, is usually small.

A more detail mathematical model-based approach for estimating the mini-
mum back off is discussed hyjarrawayet al. (1991); Heathet al. (1996 and
Loeblein and Perkin€l999 (see Appendixd.A.2for more details). The approach
requires a nonlinear dynamic model of the process and optimizes simultneous
the control structure and controller parameters in order to find the minimukn bac
off required accommodating the effects of disturbances. However,ghiwach is
too rigorous to be useful as a practical engineering tool.

3.6.2 On-line identification

On-line identification or simply manual adjustment based on experience is the mos
common approach to determine the back off. In practice, instead of idegtifyin
the disturbances itself, it is easier to identify from plant data the outputnaia
The back off must be set larger than the observed variations to ereasile
operation even with worst-case disturbances. The back off may besaicely
reduced from the initial value with increasing disturbance experiencelin@®n
identification is the simplest method, but may be time consuming and requires
extensive monitoring of the plant.

3.7 Reducing the back off

Reducing the back off may possibly increase the throughput and giye iar-
provements in profit. To reduce the back off, the first step is to reduatytiemic
variation (squeeze) in the variables with the most costly back off. In theAfitn
suggestions to obtain less dynamic variation are listed.
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Improvement 1: Retune the control loops, especially those associated with the
bottleneck unitin order to reduce dynamic variations, primarily in the actiged'h
constraints variables.

Improvement 2: Move, add or make use of additional degrees of freedom, that
influence the flow through the bottleneck (e.g. throughput manipulat@savers,
splits, extra feeds, inventories) to obtain tighter dynamic control of the bettlen
unit.

Improvement 3: Introduce feedforward control from measured disturbances to
obtain tighter control.

Improvement 4: Introduce feedforward control from expected changes in the ac-
tive constraint variableytonstrain) t0 the set pointys) to keep the back ofb un-
changed.

Improvement 5: Adjust the back ofb depending on expected disturbance level.
Importantly, the back ofb can be reduced (mowe closer t0Yconstrain) When the
expected disturbance level is low (“calm periods”).

Improvement 6: Exploit the hold-up volume in buffer volumes as a dynamic de-
gree of freedom to obtain tighter bottleneck control.

Improvement 7: Add buffer tank to dampen disturbances that affect the active
constraints.

A more detailed discussion of each Improvement is given below.

Improvement 1: Retune control loops

As shown in Sectior3.6, the possibility to reduce the back off by achieving tight
control of the bottleneck unit itself is limited in most cases, unless the TPM is
located close to the bottleneck. However, this does not mean that retuniag is n
important, because retuning the control loop may awgidecessaryariations

in variables that may propagate dynamic variations to the bottleneck unit. An
example is a poorly tuned temperature controller in a distillation column upstream
the bottleneck unit. The temperature controller performance can be aulecioia
composition control in the distillation column itself, but it may lead to unnecessary
flow variations that disturb the downstream (bottleneck) unit(s).

Improvement 2: Move, add or use additional degrees of freedom

As mentioned in Sectio.5.3 the TPM should be moved close to the bottleneck
unit in order to reduce the effective time delay from the TPM to the bottleneck.
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However, other alternatives should be considered because movindPtlerd-
quires reconfiguration of the inventory loops to obtain a self-consisteaniary
control system (see Secti@). Note that it is possible to move the TPMs without
reconfiguration, but then the inventory control system will only be comsisand
may consist of “long loops”. Such a “long loop” requires larger holdvafjume
because of longer physical distance and hence longer effective tiae dther
ways to shorten the possible “long loop” from the TPM to the bottleneck unit is
to use other variables that affect the throughput, like crossovers betpazrallel
units and feed splits (see RUB2). The key point for using additional degrees of
freedom is to reduce the effective time delay from the manipulated variable to th
active constraint in the bottleneck unit.

Improvement 3: Feedforward control from measured disturbances

Feedforward control from (important) disturbances can reduce thandi¢ varia-
tion in the controlled variable (bottleneck constraptY his leads to tighter control
and the back off can be reduced.

Improvement 4: Follow changes inyconstraint (feedforward action)

From @3.7), the back off ish = |Yconstraint— Ys|, SO the actual set point is set by
Yeonstraint@Nd the back ofb. The “hard” constraint/consiraintmay change due to
disturbances and we wawi to follow these variations (at least to some extent) to
avoid an unnecessary change in back bff or example, consider a distillation
column operating at maximum throughput. The maximum feed rate to the column
depends on the feed composition, and a change in the feed composition may in-
crease the maximum feed rate, hence an increagsgifiraintoccurs. By increasing

ys correspondingly t@constraint the back offo will remain constant. With available
disturbance measurements, feedforward can be applied to ggjust

Improvement 5: Adjust back off depending on disturbance level (feedforward
action)

Compared to Improvemedt whereys is adjusted to keep eonstantback off, we
want here tcadjust the back off litself depending on the expected disturbance
level. The idea is that the back off can be reduced in (expected) “calimdgé

For example, consider a plant that receives feed gas at high peetssaugh a
long pipeline, where the feed composition is monitored at the pipe inlet. The feed
composition is an important disturbance, and by monitoring the feed composition
in the pipeline, one will know in advance when the changes will occur. tioge

with no feed composition changes, the backloffan be reduced. It is important



60 Throughput maximization requires tight bottleneck control

that the monitoring of disturbance level is reliable, so that the back off ean b
increased again during periods with larger disturbances.

Improvement 6: Buffer volume as dynamic degree of freedom

The hold-up volume in a process can be exploitedyasmmic degree of freedoim
obtain faster (short-term) corrections of the flow to the downstream unienwb-

ing inventories, the hold-up volume must be refilled from upstream souesstd
emptying, so this requires acceptable speed of the inventory controfrsstde
hold-up volume should be large enough to change the throughput in the- dow
stream unit for the period it takes to refill it. Implementing hold-up volumes can
be done by by using ratio control (single-loop) or a multivariable dynamic co
troller (e.g. MPC) that manipulate on the buffer volume (level). These ismes
discussed in more detail in Chapter

Improvement 7: Add buffer volume

The buffer volume can dampen the variations (or the disturbances) lyitengp

its hold-up volume. This requires smooth tuning of the buffer volume, otherwis
inflow ~ outflow and no smoothing will be obtained. Buffer volumes that is added
to smooth out disturbances that affect the bottleneck must be placedampstre
bottleneck. Buffer volumes downstream the bottleneck has no effecedrottie-
neck (the active constraint) and no reduction in back off will be obtaiHesvever,
note that hold-up volumes placed between the throughput manipulator anotthe
tleneck increases the effective time delay for flow rate changes, ancctigtrol

of the bottleneck unit becomes more difficult if the buffer volume is not exgloite

Example 3.6. Using buffer volumes as dynamic degrees of freedom to obtain
tighter bottleneck contral This example illustrates tighter bottleneck control by
using hold-up volumes as dynamic degrees of freedom. Considelthitsgeach
followed by a buffer (hold-up) volume, as displayed in Fig8ig@ Maximum ca-
pacity for each unit changes due to disturbances and the bottleneck mbles
objective is maximum throughput and the throughput manipulator is locatie a
feed but the hold-up volumes are exploited for tighter control of the bottkenec
Three different control structures are studied:

1. Manual control where the TPM is set at a rate that ensures feasibility in
spite of the predefined disturbances.

2. An MPC controller that uses only the TPM as manipulator to maximize
throughput and consider the constraints in each unit.
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€ |
Buffer C

Product flow
to maximize

Figure 3.7: Diagram of the simulated process in Exan3pbavith MPC that uses
the feed rate and the buffer volumes to maximize throughput (control steu@}u

3. An MPC controller that uses the TPM in addition to the set point to the level
controller in the three buffer volumes as manipulated variables to maximize
throughput and consider the constraints in each unit.

The predefined step-disturbances are regarded as unmeasutetbaimcluded as
disturbance variables (DVs) in the MPC controller. The necessary bé#dkom

the hard capacity constraints in the units are found by trial-and error. With the
predefined step-disturbances present, accumulated production fihwéeecontrol
structures is given in Figur8.8 Using the hold-up volumes (structure 3) tighter
bottleneck control is obtained and the accumulated production is increasssdg

only the feed rate is only marginally better than manual control. This is due to the
long effective delay (“long loop”) from the feed valve to the constraint amthke

a large back off is needed.

3.8 Discussion

3.8.1 Network theory

The maximum throughput case in production systems is closely related to the max-
imum flow problem in networks considered in operations research. Sustwark
consists of sources (feeds), arcs, nodes and sinks (productsPgallips et al,

1976. An arc is like a pipeline or unit with a given (maximum) capacity and the
nodes may be used to add or split streams. We assume that the network is linear
which requires that the splits are either free variables ("actual” splitsosisovers

in process networks) or constant (typically, internal splits in the units inge®
networks, for example, a distillation column that splits into two products). We
then have a linear programming problem, and the trivial but important caanlus

is that the maximum flow is dictated by the network bottleneck. To see this, one
introduces "cuts” through the network, and the capacity of a cut is thec$uhe
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Figure 3.8: Accumulated product rate manual control (TPM constant,cilatis),
TPM in closed-loop (dashed) and both using TPM and hold-up voluméd)(so

capacity of the forward arcs (arcs that is leaving the node) that it cutsighr
Themax-flow min-cut theorelffrord and Fulkersqri962 says that the maximum
flow through the network is equal to the minimum capacity of all cuts (the minimal
cut). We then reach the important insight that maximum network flow (maximum
throughput) requires that all arcs in some cut have maximum flow, that i, the
must all be bottlenecks (with no available capacity left). FigBi@illustrates
parts of a chemical plant with sourcesi ¢ s3), arcs, nodes (unitgl —ull and
junctionsml —m3 in our terms) and sinksil —n12) and a possible location of the
minimal cut. The location of the minimum cut shows that the umligndull are
bottlenecks units. Note that a cut separating the source and the sink i#tiarmpar

of the nodes into two subs&tandSwhere the source nodes areSmand the sink
nodes are irS (e.g. Phillips et al, 1976. The arc denoted (crossover) is not
included in the summation of the capacity in the minimal cut since it is directed
from a node inSto a node inS. A network like the one displayed in FiguBe9

with multiple sources and sinks can be converted to a single-source sinkleys
creating an imaginary super source and an imaginary super Bhiligs et al.,
1976, but this is not included here. Therefore it does not seem like all the sin
nodes are located in the sub&gh Figure3.9.
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. [
Possible minimal cut

Figure 3.9: A part of a gas plant illustrated as a flow network, with a possible
minimal cut. The corresponding flow sheet of the gas processing plaspisyed
in Figure5.3.

To apply network theory to production systems, we first need to obtain the
capacity (maximum flow) of each unit (arc). This is quite straightforwardi a
involves solving a (nonlinear) feasibility problem for each unit (see M&fimn3.3).

The capacity may also be computed on-line, for example, by using local MPC
implementations as proposed Agkeet al. (2008.

The main assumption for applying network theory is that the mass flow through
the network is represented by linear flow connections. Note that the naritinef
the equations within a unit is not a problem, but rather the possible nonlinearity
terms of flows between units. The main problem of applying linear networkyheo
to production systems is therefore that the flow split in a unit, e.g. a distillation
column, is not constant, but depends on the state of its feed, and, in [zartafu
its feed composition. The main process unit to change composition is a reactor,
so decisions in the reactor may strongly influence the flow in downstream units
and recycles. Another important decision that affects composition, asdltws,
is the amount of recycle. One solution to avoid these sources of nonlinesarity
to treat certain combinations of units, like a reactor-recycle system, as la sing
combined unit as seen from maximum throughput (bottleneck) point of view.

Although the linearity assumptions will not hold exactly in most of "our” sys-
tems, the bottleneck result is nevertheless likely to be optimal in most cases. The
reason is that the location of active constraints (bottleneck) is a struisual.
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3.8.2 Issues on estimation of back off

Estimating the dynamic variation in a controlled variapl®y using controllability
analysis has some limitations. The back off estimation is only valid for single-loop
control where the controller is tuned by using the SIMC-tuning rules. Thiadu
rules are not really a limitation, since the speed of the closed-loop respmase
degree of freedom. However, the simplified analytic estimation needs a nfodel o
the disturbance and assumes that the shafBg @ flat up to the break frequency
where the disturbance rolls off. The asymptotic consideration of the déstaeb
will be wrong, especially for higher order. For a higher order distucea the
assumption thaGq is “flat” up to wyg will not be correct, since the disturbance
starts to roll of at a lower frequency.

With our experience from industry today, on-line identification is by far the
most used. A model is not required in this case, only plant data. For alaety p
estimating necessary back off has minor importance; because duringt @talidn
up, optimal production is not the issue, but rather to obtain stabilized ptioduc
After reaching nominal production, reducing back off and optimal pctido be-
comes an operating issue, but at that time plant data is available. Operating mar
gins is typically reduced gradually. With close follow-up from personnel tittne
spent to move the plant from nominal to optimal production can be reduced.

Back off is based on experience and therefore the importance of theainanu
control should not be underestimated. However, a new regime of clospd:on-
trol of the throughput can be fulfilled, but now with the back off as thelalke
manipulator for the operators instead of the throughput. This makes theoffack
(and also the loss) more visual instead of being “baked into” the througigbu
point.

3.9 Conclusion

In this paper, we have shown that “maximum throughput” is an optimal economic
operation policy in many cases. To implement maximum throughput, the key is to
achieve maximum flow through the bottleneck unit(s). However, to achieve fe
sible operation (no constraint violation), is usually necessary to “ba¢kroim

the optimally active constraints. Back off leads to a lower flow through the bot-
tleneck and an unrecoverable economic loss. This leads to the obviounsdmut

tant conclusion that “throughput maximization requires tight bottleneck alntr
However, achieving tight bottleneck control in practice is not so simpleuseca
the throughput manipulator is often located too far away from the bottlen@tk u
(with a large effective delages) to be effective for reducing the effect of distur-
bances on the key bottleneck variables. For example, to significantlyeddac
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effect of a first-order disturbance (and be able to reduce the béckna must
require B < Tyq/4 Wherety is the first-order response times for the disturbance.
In practice, the requiremeks < 174/4 is unlikely to be satisfied unless the TPM
is located at the bottleneck unit. Thus, “tight bottleneck control” (and rieduc
the back off) in practice requires that the TPM is located close to the botkenec
unit. This can either be achieved by moving TPM (which requires recaafigu
tion of the inventory control system) or for some plants, to utilize “extra” TPMs
such as crossovers and splits (Cha@er Another alternative is to make use of
dynamic degrees of freedom (variations in the inventories) as is furibeussed

in Chapter4. Increased throughput can also be achieved by strategies where the
back off is reduced in “calm” periods where there are less disturbafesible
improvements to reduce back off are listed in Sec8of
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3.A Estimation of minimum back off

We here use a controllability analysis for identifying the dynamic control varia
tions. This requires a model of the process together with assumption of the ex
pected frequency and amplitude of the disturbances. Controllability is @&iyop
that is independent of the detailed controller tuning, but here we assuhibit®a
tuning are used. The issue here is to estimate the minimum required backwff fro
a model without designing a controller.

3.A.1 Simplified analytic estimation for single-loop contol

Let y denote the controlled active constraint in the bottleneck unit, for which we
want to estimate the expected dynamic variation which is equal to the minimum
back off. Letu denote the manipulated variable (e.g. TPM or a dynamic variable
that affectsy) andd the disturbance. For the linearized systgm Gu+ Gqd,
the closed-loop transfer function from a disturbadde y is (e.g. Skogestad and
Postlethwaite2005

y=(I+GK)1.Gyd =SGd (3.10)

whereG is the process modeK is the feedback controlle = (I +GK) ! is the
sensitivity function andq is the disturbance model. Assume that the disturbances
are sinusoidakl(t) = dpsin(wt), and thatdy| is bounded. We consider only scalar
disturbances (i.e. one disturbance at a time). The worst-case amplifiqatiak (
output variation as a function of disturbance frequency) fotbtmy then gives the
optimal (minimum) back off, thus

b > bmin = maXM = maXHSgin' !do\ (3-11)
w,d d

where may, 4 |y| represents the effect of the worst-case disturbance over all fre-
guencies and directions and therefore represents the minimum baclotdftht

A . .
1Sg[le> = max|Sey(jw)| = [Sai(] wwc)l (3.12)

wherecwy is the worst-case frequency whe8g;| has its peak.

Worst-case frequency

The minimum back off for a given disturbance is given|[8a||~ = Sai(jwwc),
but what is the worst-case frequency (peak frequengyp It is difficult to know
wwc beforehand, but typically the peak frequency f8gy| is located around the
closed-loop bandwidth frequency. Thus, two interesting frequencietha peak
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% 0 1 2 3 4 5
ws-6 | 0741 0511 0414 0357 0319 0.201
Wpeaks 6 | 1.38 114 1.02 0.947 0.891 0.849
Ms | 313 159 135 125 119 116

Table 3.1: Frequencies for sensitivity functid® &nd robustness margins for dif-
ferentt; using SIMC-settingsi; = %ﬁ T) = Ty, Tp = Tp) in the PID-controller.

frequency forl§ defined as$S( j wpeaksg| = Maxy |S(jw)| = Ms, and the frequency
ws defined agS(jws)| = 1. Using these two specific frequencies we have

| Sa(je)] - do] = lga( i) o
bmin > |S - |dg| > . )
min > [S@(] 6wo)| - °‘—{ 156 (] wpeaicd] - [dol = M. g pears] - [dol

(3.13)

These two lower bounds on the minimum back off are fairly tight for a firdeor
model ofgq. For a disturbance modgj of higher order, general rules for estimat-
ing the minimum back ofbmin = max, ||SGi|| is difficult to state. For example,
agq of high order will roll off quickly at higher frequencies ands and wpeaks
may not represent the worst-case frequencies.

Nevertheless, the two frequencies will always provide a lower boumdt, s
is interesting to estimatex and wpeaks Table3.1 gives the peak ofS| (= M)
and the frequenciess and wyeaksfor a first-order process with time delag; =
ke 8/ (115+ 1), controlled with a Pl-controller using the SIMC-tunings rulis <
%ﬁ, Ty = T1) as a function of the tuning parametey (the closed-loop time
constant). The same values apply to a second order with time delay pretags d
(G2 = €95/((118+ 1)(125+ 1)) controlled with a PID-controller if we select the
derivative timetp = T». In both cases the closed-loop transfer function becomes

- 0s
L=GC= (Tce+6)s'

Selection of the tuning variablet,

The sensitivity function depends on the controller turfhghat is, the closed-loop
time constant.. Here we want to state some recommendations for selection of
in our further development of an assumption of minimum back off.

1. We want to minimize|SGy||. to minimize the back off. This leads to se-
lecting a smallt; to reject “easy” disturbances upstream the inp(tight
control) and a largea. to reject “difficult” disturbances after the input
(leads toMg small).
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2. For robustness we wafi§||.. = Ms < 1.6, which impliest; > 6 approxi-
mately, see Tablad.1

3. We want to minimizea, to have fast set point tracking.

To make some more specific recommendations of wihahould be, consider the
disturbance break frequenayy defined as

1
Whd =

- (3.14)

wherety is the largest disturbance time constangign In other words g is the
frequency where the disturbance gain starts dropping. Consider seg:ca

Case 1: ‘‘Difficult” (“fast”) disturbances with whq > ws. Here,|gq| is “flat”

at the frequencyws (and approximately “flat” atopeak9, SO the use of feedback
will give worse response than with no control at some frequenciesibef®l has

an unavoidable peak at the resonance frequengyks This leads to the worst-
case frequencyoyc ~ Wpeaks and we have Sgj || ~ Ms|gqd( j Wpeaks | - [do| = Ms-
Kq|do|. To reduceMs we wantt. large (but on the other hand we wagtsmall for

set point trackingyi)). In summary, a steady-state analysis is sufficient for back
off estimation and we havay,in ~ Ms- kq|do| whereky = gq4(0) is the steady-state
disturbance gain. To minimizds we wantt. large.

Case 2: “Easy” (“slow”) disturbance with whq < ws. In this caseuwq is approx-
imately the worst-case frequency becal§ex % increases linearly witlw in a
log-log plot in the frequency region up tos (Skogestad and Postlethwaig905
and|gg| &~ kg up to wyg. In summarypmin ~ [Sai(j why)| =~ kd% and we wantus
as large as possible for disturbance rejection, which corresporndsmaall.

In the above case definitionsg is used to determine the disturbance case and
hence decide the tuning parameter However,ws depends on the selection of
T.. From Table3.1a relation betweenss, 8 andt; are given, and we can stad®
approximately

1
.+ 6

From the arguments above, we can suggest a “rule of thumb” for selexdtign

Ws ~ (3.15)

1
T — {36, for wpyg > 55 Or 14 < 260 (3.16)

6, for wng < 45 Or 1q > 46

The choice oft. = 30 is a trade-off between disturbance rejection and set point
trajectory: we want to minimize. to track set points, but at the same time we want
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to maximizert. to reduceMs. The choicer, = 36 givesMs ~ 1.25 (see Tabl8.1),
so the use of feedback gives 25% extra back off.

The recommendation8(16) do not state a selection @f in the intermediate
range B < 14 < 460. The disturbances withy > 46 are “slow” disturbances and
the control system are able to reject them fairly good. get 26 the disturbances
are fast and here the control is poorer for disturbance rejection thaomirol
because of the peak ¢|. In the intermediate rangr should be increased from
6 upto 3.

Summary of simplified analytic estimation of back off

The minimum back ofbon,y is given by 8.11). The frequenciesus and wpeaks
are expressed b§ and1; in Table3.1, and the recommendations foyare given
in (3.16. In the idealized case we assume tlgtat: wyhg and thatgy is approx-
imately “flat” at frequencies belowa,y. In addition, we assume th#§ ~ %
betweenws and wpeaks in other words, the slope 9§ is approximately+1 in
the given range. Then the location of the peak frequency and the magoittite
necessary back off can be summarized as:

For “difficult” disturbance withtg < 26 . Wwe ~ Wpeaks
Bmin ~ Ms- kd’dO’ (3.17)

. . 1
For “easy” disturbance withrg > 460 : Wy~ o
d

20
Bmin ~ Td : kd‘do‘ < kd|d0| (3.18)

To conclude the estimation of back off, we see fradnl®) and @3.18 that
control is helpful fortg > 46.. Otherwise the back off is given by steady-state
disturbance effect.

To illustrate the estimation of back off, consider the introductory example.
Example 3.5(continued). Minimum back off for different TPM locations.The
necessary back off for the “difficult” disturbance ¢difficult because it is located
close to the bottleneck) is calculated using Tekhkand Equation$3.17)-(3.18.
The tuning variable is selected tg = 36 for all three TPM locations. The distur-
bance time constant fords 14 = 8 or equivalentw,yg = 0.125 The calculated fre-
guencies and minimum back off are compared with the observed onaisl@B8T2
Note that location C witl8.¢ = 3 is in the intermediate rang20 < 14 < 46 and
it is not clear if (3.17) or (3.18 should be used. Heré€3.18) is selected since the
disturbances have started to roll off and a stationary analysis will be lesgct.
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Location A (B = 87) Ws | Wpeaks| Wwc | DBmin
Estimated| Tab.3.1, Eq. 3.17 | 0.004| 0.011 | 0.011| 1.25
Observed Fig. 3.6(a) 0.004| 0.010 | 0.010| 1.23
Location B (Bett = 39) Ws Wpeaks | Wwe | Bmin
Estimated| Tab.3.1, Eq. 3.17 | 0.009| 0.024 | 0.024| 1.25
Observed Figure3.6(b) 0.009| 0.022 | 0.021| 1.22
Location C (Bett = 3) Ws Wpeaks | Wwe | Bmin
Estimated| Tab.3.1, Eq. 3.18 | 0.12 | 0.32 | 0.13 | 0.75
Observed Figure3.6(c) 0.11 | 0.22 | 0.12 | 0.70

Table 3.2: Estimated and observed frequenai@s{peaxsandwyc) and minimum
back off pmin) to account for disturbanady (with 74 = 8) from Example3.5. The
frequencies and back off are estimated by using T8dle Equation 8.17) and
(3.18. The observations are from Figuses.

We see thatvyeaksprovides a good estimate of the worst-case frequency for
processes with long effective time detaflocation A and B) whereas,q provides
a good estimate for the worst-case frequency for processes with a Sfemtive
time delay8 (location C). For the back off calculation, MKkq|do| gives a good
estimate for long effective time delay. For a short effective time dgldne back
off estimate is also good. However, by using the estimated frequengyirdtead
of the approximation ofus ~ %, the estimated minimum back off becomes larger
than the observed minimum back off, since the disturbance has startabdfs it
is not really a “fast” disturbance but an “intermediate”). Note that the locatiof
the peak tdSg| moves fromwpeakstowardsw,g with smaller effective time delay
between TPM and bottleneck. To move the TPM from location A to location B has
very little effect in terms of reducing minimum back off. The disturbaneest#
fast compared to the closed-loop response and control is not helpfejiating
the major disturbance.

Assume that it is possible (and preferable in terms of costs) to increase the
hold-up between the inlet of the plant and the middle of the plant (refer ttdoca
A and B in Example.5). To evaluate the effect of larger holdups between location
A and B in terms of minimum back off, consider a new example.

Example 3.7. Minimum back off in a process with large hold-up volume&on-
sider the same process string as in Exanthi but now with significantly larger
hold-up volumes in unit and2. The bottleneck flow (y) is considered fixed at the
outlet of the last unit. The time constants for each unit are displayed in BaBle
The minimum back offk, for each disturbancéSg;| is displayed as a function
of frequency for the TPM located at feed (A), in the middle (B) and at the bettke
(C) in Figure 3.10, With the TPM located at the bottleneck (Figuad0(c), the
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Unit | 71 T
1 | 200 100
2 50 | 50
3 16 | 8
4 20 | 10
5 8 1

Table 3.3: Time constants andt, for the units in Exampl&.7.

peak of|Sgy| is reduced significantly compare to when the TPM is located in A
and B. For TPM located in A an B there is almost no difference for the worst
disturbance ¢, but the effect of the disturbancestd ds is reduced when TPM is
moved from location A to B.

By using Table3.1together with(3.17) and (3.18), the frequenciesss, Wpeaks
and w,¢ are estimated together with minimum back off. The observed and the
estimated frequencies and back off are compared in Taldle Here location A
and B is in the area for steady-state analysig € 26). For location C the worst
disturbance dis fast compared to the closed-loop resporzex 40).

Location A (Berf = 214) Ws Wpeaks | Wwc Brmin
Estimated| Tab.3.1, Eq. 3.17) | 0.0017| 0.0044| 0.0044| 1.25
Observed Fig. 3.6(a) 0.0017| 0.0040| 0.0040| 1.26
Location B (Betr = 36) wWs Wpeaks | Wwc Brmin
Estimated| Tab.3.1, Eq. 3.17) | 0.010 | 0.026 | 0.026 | 1.25
Observed Figure3.6(b) 0.010 | 0.024 | 0.023 | 1.22
Location C (Beff = 1.5) wWs Wpeaks |  Wwc Brmin
Estimated| Tab.3.1, Eq. 3.18 | 0.24 0.62 0.13 | 0.38
Observed Figure3.6(c) 0.22 0.48 0.18 | 0.49

Table 3.4: Estimated and observed frequendi@s @peaksandwyc) and the mini-
mum back off byin) to account for disturbanag (with 7g = 8) from Example3.7.

The frequencies and back off are estimated by using Tabj&quation 8.17) and
(3.18. The observations are from FiguselQ

We see thatvyeaksprovides a good estimate of the worst-case frequency for
processes with long effective time detaflocation A and B) whereas,q provides
a good estimate for the worst-case frequency for processes with a stemtive
time delay8 (location C). For the back off calculation, Mky|do| gives a good
estimate for long effective time delay. For location C the worst-case disturbisince
categorized as “easy” and here the estimate is lower than the observathorn
back off. However, by using the estimated frequenaysahstead of the approxi-
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Figure 3.10:Sg| as a function of frequency; effect of the disturbande® ds on
the bottleneck flow, for the three different locations of TPM given in ExiaBy.
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mation ofws ~ %, the estimated minimum back off becomes slightly larger than
the observed back off. Note that even though the difference in effectevdeiay
between location A and B is now much larger than in Exan3pgbethe minimum
back off is almost the same. The effective time delay with TPM at location B is still
large compared to the most important disturbance time constants, so anstatio
analysis is still valid.

3.A.2 Comments on mathematical approach

A mathematical approach to estimate the necessary back off is treated by e.g.
Perkins and coauthorBlarrawayet al,, 1991, Narraway and Perkind 993 1994
Heathet al,, 1996 Loeblein and Perkinsl998 1999 and Romagnoli and coau-
thors Bandoniet al., 1994 Bahriet al,, 1996 Figueroaet al., 1996.

Narrawayet al. (1991 present a method to assess the impact of disturbances on
plant economics. Their approach is to perform an economic evaluatiore ottt
essary back off (dynamic economics) to select the control structuirngpathat
minimize the economic impact of disturbances on the process economics. They
consider so-called stationary disturbances that are fast disturbah@@sdo not
change the steady-state optimum but requires back off since theythffesive of
the dynamic operating region. The analysis is performed to a linearizeddylant
namic model with assumption of perfect control to the chosen control olagscti

Narraway and Perkind 993 presents a modification of the method proposed
in Narrawayet al. (1991 for thea priori assessment of the effect of disturbances
on the economics, in addition to a branch and bound algorithm for the choice
of control structure based on the economic criteria. Furtdegthet al. (1999
modifies the method by using multiloop PI structures tuned by Ziegler Nichols
gains/resets instead of the assumption of perfect control in the conotise
selection algorithm.

Loeblein and Perkingl 999 integrate dynamic economics and average devi-
ation from optimum in order to obtain a unified measure for the economic per-
formance by adding the back off from the dynamic economics and fromagee
deviation from optimum. Regulatory back off is evaluated using the uncamstra
MPC law with QP algorithm for a stochastic description of disturbances. This
leads to a quadratic program which can be solved analytically since thealrequ
ity constraints on the input variables are neglected during the back otflaaém.
The statistical variation of the variables to which constraint are to be applikd is
scribed by a density function of a Gaussian distribution with zero mean awvakn
covariance. The regulatory back off is described with a probability tregesified
a priori.

To find the necessary back off by using a detailed model-based appisac
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unrealistic to solve exact for real systems. It requires a dynamic moddbleof
plant together with disturbance characteristics, where the information is limited,
especially prior to plant operation. In addition, the variations in the controlled
variables are dependent on the regulatory control structure and @nptars and

the use of advanced process control (e.g. MPC).



Chapter 4

Dynamic degrees of freedom for
tighter bottleneck control

Submitted to Comput. Chem. Eng.

In many cases, optimal plant operation is the same as maxihmagh-
put. To realize maximum throughput, tight control of thetlesteck
unit(s) is necessary. Dynamic degrees of freedom can be toselo-
tain tighter bottleneck control. Here, “dynamic” meanst it degree
of freedom has no steady-state effect on plant operatiorr. ekam-
ple, most inventories (levels) have no steady-state efféevertheless,
temporary changes of inventories can allow for dynamic gkarn the
flow through the bottleneck that keeps the process closés tiooitle-
neck constraint and increase the throughput. A simple tstreics to use
a single-loop bottleneck controller that adjusts the feed,ftombined
with a simple ratio control scheme that adjusts the dynaragreks of
freedom. The idea is to change all the flows upstream of théebot
neck simultaneously, instead of waiting for inventory lsdp move the
feed rate change through the units. The required buffemvelfor plant
design is analyzed for upstream disturbances and botkesetcpoint
changes.

4.1 Introduction

In many cases, prices and market conditions are such that optimal opesdtie

same as maximizing plant throughput. In this case, the optimum lies at constraints,
and in order to maximize throughput, the flow through the bottleneck(s) sbheuld

at its maximum at all times (Chapt8&). If the actual flow through the bottle-
neck is not at its maximum at any given time, then this gives a loss in production
that can never be recovered (sometimes referred to as a "lost opipgitunight

75
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bottleneck control is therefore important for maximizing throughput aneawyp
losses.

In existing plants, the most common approach for controlling the throughput
is to set the feed flow at the inlet of the plant and use inventory control in the
direction of flow Priceet al,, 1994). One reason for this is that most of the control
structure decisions are done at the design stage (before the plant isthglte one
usually assumes a fixed feed rate. However, tight bottleneck contuaresghat
the throughput manipulator (TPM) is located close to the bottlenSkkdestad
2004. The term “close to the bottleneck” means that there is a short effective
delay from the input (TPM) to the output (bottleneck flow).

Ideally the TPM should be located at the bottleneck, but this may not be desir-
able (or even possible) for other reasons. First, if the TPM is moved, ikatory
loops must be reconfigured to ensure self-consistency (Ch2pt&econd, there
may be dynamical reasons for avoiding a so-called on-demand controtust
with inventory control opposite the direction of flow, which is required wgzstn
of the TPM to ensure self-consistendyuyben (1999 points out several inher-
ent dynamic disadvantages with the on-demand structure, including @tomag
of disturbances, dynamic lags, process time constants and interactiorgs.ifTd
bottleneck(s) moves in the plant due to disturbances, then single-loomIlciatr
quires relocation of TPM and reconfiguration of inventory loops. Thugtactice
one is often left with a fixed throughput manipulator, usually the feed ralés T
usually leads to a large effective delay (“long loop”) because the botkeireisu-
ally located inside the plant. This leads to an economic loss because of a large
required back off from the bottleneck constraints.

Instead, with the TPM fixed, for example at the feed, one may introdude add
tional degrees of freedom to reduce the back off:

1. For plants with parallel trains one may use crossover and splteet al.,,
2008. This are “extra” degrees of freedom that usually cannot be uged b
single unit.

2. More generally, one may use “dynamic” degrees of freedom. This is the
topic of the present paper. By “dynamic” degrees of freedom we mean ma
nipulated variables with no steady-state effect. The most common examples
are liquid inventories (levels) and buffer tank inventories.

The idea is to change the inventory to make temporary flow rate changes in the
units between the TPM (feed) ant the bottleneck. This may give tighter batkene
control, but the cost is that the inventory itself will be less tightly controlledvHo
ever, in many cases, inventories need only to be kept within a given eamtight
set point control is not needed.
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Faanes and Skogest@D03 defined a buffer tank (surge tank) as a unit where
the holdup (volume) is exploited to provide improved operation. They apptied ¢
trol theory to the design of buffer tanks, including deciding on the numbtainés
and tank volumes required to dampen the fast (i.e., high-frequency)lfisices,
which cannot be handled by the feedback control system. In this papegsue
is to use the buffer volume to introduce dynamic flow rate changes.

There are also related issues in business systems. Supply chains aimssme
modelled as continuous processes &ctiwartzet al. (2009 used simulation to
study decision policies for inventory management. To improve the finanaiakbe
fits, they use the inventory set points for intermediate storage subject to mainta
acceptable performance in the presence of significant supply and desaudabil-
ity and forecast error as well as constraints on production, inventggjsleand
shipping capacity.

The organization is as follows. Sectidi2 explains how to include dynamic
degrees of freedom using either single-loop with ratio control or using [d-mu
variable controller. The use of dynamic degrees of freedom for tigittitlebeck
control is demonstrated by an example in Secddh Transfer functions are de-
veloped for the single-loop with ratio control structure in Sectlofiand these
functions are further analyzed to estimate the required inventory for bizgstaes
(Section4.5). A discussion follows in Sectiof#.6. A summary of the implications
for design of inventory tanks is given in Sectidry before the paper is concluded
in Section4.8.

4.2 Alternative strategies for bottleneck control

Assume that the objective is to maximize the flow through the bottleneck and that
the feed rate is available as a degree for freedom (throughput manipdigtd).
Figure 4.1 shows four ways of achieving this using simple single-loop control
structures.

In the traditional configuration in Figuré.1(a) the feed rate is the degree
of freedom for manipulating throughput (TPM), and inventory contraghishe
direction of flow. To maximize the flow through the bottleneck, the operators
change the feed valve manually based on information about the plantiopera
and experience. However, careful attention by the operators is eequirorder
to keep the bottleneck flow close to its maximum at all times, so we want to use
automatic control.

Alternative 1: Single-loop control of bottleneck flow using the fed rate. (Fig-
ure4.1(b)
The simplest is to use single-loop feedback control where the feed raid)(iB
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qﬁ?’@'; ©; (O @ X W@

Bottleneck unit

(a) Traditional configuration (manual control of feed rate)
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(b) Alternativel: Single-loop control where the feed rate controls the bottleneck flonb(@ma
“long loop” with large effective delay).
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(c) Alternative2: Throughput manipulator moved to bottleneck without reconfiguratioth@fin-
ventory loops in the other units. Feed rate controls the “lost task”, in thistbasupstream inventory

(Problem: “long loop” with large effective delay).
@ QB s = OB max
-
1

@1 O @ |

1 1 1 L

|

1] B Bk JiR %
aF

Bottleneck unit
(d) Alternative3: Throughput manipulator moved to bottleneck with reconfiguration ofritony
loops upstream of bottleneck (Problem: reconfiguration).

Figure 4.1: Simple single-loop control structures for maximizing bottleneck flow
in serial process. IC stands for inventory controller (e.g. level catjo
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manipulated to keep the bottleneck flow close to its maximum. However, there is
often a large effective delay from the feed flow (input) to the bottleneek (tut-
put), so tight control of the bottleneck flow is not possible because ofrdetges.

Alternative 2: Move TPM from feed to bottleneck and let feed contol “lost
task”. (Figure4.1(c)

The bottleneck flow is set directly at its maximum, which corresponds to moving
the throughput manipulator to the bottleneck. The inventory loops are cah+e
figured, so the feed rate now needs to take over the “lost task” which indbesis
control of the inventory upstream of the bottleneck. In this case, tight bettle
control is achieved, but inventory control may be poor, leading to plyssibpty-

ing or overflowing the upstream tank because of a large effective @ielaythe
feed flow (input) to the tank (output).

Alternative 3: Reconfigure inventory control. (Figure4.1(d)

The TPM is moved to the bottleneck and all the upstream inventory loops are
reconfigured to be in the opposite direction of flow upstream the bottleethis

case, both tight bottleneck control and good inventory control may bieazh
However, the reconfiguration of inventory loops is usually very undbkrfrom

a practical point of view.

In summary, none of these alternatives are desirable. To improve cantiol
keep the flow through the bottleneck closer to its maximum at all times, we would
like to have additional degrees of freedom, and the only ones that ameatypr
available are the inventories (holdups) in the buffer tanks, which carsée 1@
make dynamic flow changes. The word "dynamic” is used because mostdave
ries have no steady-state effect on plant operation.

The main idea is as follows: To change the flow through the bottleneck, for ex
ample, to increase it, we temporarily reduce the inventory in the upstreampholdu
volume. However, this inventory needs to be kept within bounds, so if we wa
to increase the bottleneck flow permanently, we need to increase the flowimto th
part of the process and so on, all the way back to the feed (throughgmipula-
tor). The simplest (but not generally optimal) approach is to use a “ratiotrob
system where all flows upstream the bottleneck are increased simultgnbpus
the same relative amount. The idea is illustrated in Figu?e

Alternative 1D: Single-loop plus ratio control. (Figure4.2(a)

The idea is to control the bottleneck flow by simultaneously changing all the flow
upstream of the bottleneck by the same relative amount. The advantagetigethat
effective delay from the feed to the bottleneck may be significantly redandd
even eliminated in some cases. However, the dynamic flow changes atereoun
acted by the inventory controllers. In particular, note that the feed floweistiy
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degree of freedom that has a steady-state effect on the bottleneckrfievstrat-
egy may also be viewed as a “ratio feedforward controller” from the fewdto
the downstream flows.

Alternative 2D: Move TPM to bottleneck and add ratio control to “lost task”.
(Figure4.2(b)

The TPM is moved to the bottleneck and the “lost task” (inventory upstream the
bottleneck) is controlled by the feed rate. The use of ratio control is the aame
for AlternativelD. The effective delay from the feed rate to the lost task is reduced
by using ratio control.

Alternative 4: Multivariable controller. (Figure4.2(c)

A multivariable controller (e.g. MPC) uses the feed rate and the inventosies a
manipulated variables (MVs). The controlled variables (CVs) are the bettken
flow and inventory constraints.

In this paper we focus on Alternatii®. One reason is that the analytic treat-
ment is quite simple. To understand how the “ratio control” works, considsr fi
inventory control of an individual buffer tank. The “normal” feedkanventory
controller (IC) can be written

q=K(s)(I —1s)+do (4.1)

wherel is the inventory (e.g. level)s is its set pointg is the flow in our out of

the tank (output from controller) argy is the flow bias term of the controller. The
feedback controlleK(s) has a negative sign ¢ is an inflow and a positive sign if

g is an outflow. Now, to introduce the inventory as a degree of freedontane
either adjust the inventory set poing)(or adjust the biasgp). The most obvious

is to adjust the inventory set poih but it is more direct in terms of flow changes

to adjust the bias. Actually, the two approaches are not very differenguse a
change ingp can equivalently be implemented as a set point change by choosing
Is= —qo/K(s). In this paper, we choose to use the bigss the dynamic degree

of freedom for ratio control.

Let now g be the feed flow computed by the flow controller (FC) in Fig-
ure4.2(a) Then, the bias adjustment in all the inventory controllers (IC) in the
figure is

Ado = K Age (4.2)

whereK; is the steady-state gain for the effectgpf on gqo. The overall IC then
becomes

Aq=K(s)(I —Is) + KrAge (4.3)
——

Ado
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TPM Bottleneck unit

(a) AlternativelD: The feed rate (TPM) controls the bottleneck flow with use of inventories a
additional dynamic degrees of freedom (here shown using a “bigsstaadent of the flow from each

unit).
s=0 ,max
el il @ - - |"‘®<'B" g
; : l @

Bottleneck unit

(b) Alternative2D: The TPM is moved without reconfiguration of inventory loops. Thelfese
controls the lost task, in this case the inventory upstream the bottleneck éfiegtive delay) and
inventories are used as dynamic degrees of freedom.

MPC MV~ TEVT Y T T T EY MY T T AV MY T ey ke T e
i‘ 4 j 4 f 4 i 4
~ X i i P H L H : :
e X X [ . ]
Bottleneck unit

(c) Alternative4: Multivariable control structure (e.g. MPC) where the feed rate andéhtientory
controller set points are MVs.

Figure 4.2: Structures for controlling bottleneck flows that use inventasety-
namic degrees of freedom (with no reconfiguration of the inventory loofk)
ternativelD is studied in this paper. IC stands for inventory controller (e.g. level
controller) andK; is a constant gain (ratio controller).
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De- De- De- Butane
ethanizer| propanizer| butanizer| splitter
Number of trays 32 48 40 92
Feed tray 20 20 19 45
Nominal feed kmol/mirj 75.6 29.4 11.6 8.1
Holdup sump g) [Kmol] 121 38 18 66
Holdup condenseip) [Kmol| 226 227 62 88
Nominal boil up Kmol/min 88.6 32.3 9.9 34.5
Nominal reflux Kmol/min 71.5 27.1 8.6 25.9

Table 4.1: Sizes and nominal flows for the distillation columns in Exasfle

The important point to note is that there are no dynamids;inThis means that
all the flowsq are changed simultaneously whgnchanges. This is not generally
optimal, but it is the simplest and is used in this paper.

4.3 Introductory example

The example given below illustrates how tight bottleneck control can be @gtain
by use of dynamic degrees of freedom.

Example 4.1. Four distillation columns in series. Consider four distillation
columns in series, as shown in Figu#e3. The four columns represent the lig-
uid upgrading part of a gas processing plant and consist of a deétbara de-
propanizer, a debutanizer and a butane splitter. Assume that the bupditters
(the last unit) has the lowest processing capacity and is therefore the leatkien
unit. The throughput is manipulated at the feed to the first column. The idea is
use the column inventories (sump or condenser drum holdup) as dydegrees
of freedom to obtain tighter bottleneck control.

The distillation column models are implemented in Matlab/Simulink.Each of
the four columns is modelled as multicomponent distillation with one feed and two
products, constant relative volatilities, no vapor hold-up, constant nitdars, to-
tal condenser and liquid flow dynamics represented by the Francis waiuia.

All columns use the “LV-configuration” where distillate (D) and bottoms (@)

are used for inventory control (land Ms). To stabilize the column composition
profile, all columns have temperature control in the bottom section by makatip

ing the boilup. Some relevant sizes and flows for the columns are given in Ta
ble 4.1 Note that there is a crossover flow from the bottoms of the deethanizer
where @ross= 15.8 kmol/min, as displayed in Figue.3.

Four different control structures for maximizing throughput are tested:

1. Manual. Traditional (manual) control of the throughput.



4.3. Introductory example 83

Iso-butane

N-butane

(max feed rate)

Butane skplltte_r
Bottleneck unit

Naphtha

Debutanizer

Depropanizer

<- -

"6

Ocross

Deethanizer

Figure 4.3: Distillation process: Four columns in series, here shown withdhro
put controlled by using single-loop with ratio control (Alternatie).
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2. Single-loop Single-loop control where the bottleneck flow is controlled us-
ing the feed rate (Alternativéin Sectiord.2).

3. Single-loop with ratia Use of the inventories as dynamic degrees of freedom
by adding a bias () to the inventory controller outputs as in Figude3.
(AlternativelD in Sectior4.2).

4. Multivariable. MPC with the feed rate and the inventory set points as MVs
and the bottleneck flow and level constraints as CVs (AlterndtiveSec-
tion 4.2).

The column inventories pand Mg are controlled with P-controllers with gain
Ke = 1/1y. Here we use “smooth” level control where we $@t= Viank/ dout (Sko-
gestad 2006 where g is the flow out of the volume (D or B). With a nominal
half-full tank we can then handle a 50% change in the product flow (D and B)
without emptying or overfilling. Actually, the flow into the inventory is consider
ably larger, but disturbances in boilup (or reflux) are counteracteth®tempera-
ture controller Skogestad?007). The temperature controllers (TC) are tuned with
SIMC PI-tuning Ekogestad2003 with 7. = 0.5 min. The TCs and ICs tunings are
identical in all four columns and in the four tested control structures.

Two disturbances are considered. First, att10 min, we make a set point
change int he bottleneck flow, for example, caused by a disturbance otthe-
neck unit (the butane splitter). Second, at210min, there is an unknown change
in the feed rate.

1. For manual control, we assume that a skilled operator can immediately
change the feed rate to the value corresponding to the new bottleneck flow
set point. However, we assume that the operator does not notice theaunm
sured feed flow disturbance, so no adjustment is therefore done for the fee
rate disturbance.

2. For the single-loop control structure we want smooth tuning to avoid-ove
shoot and “aggressive” use of the feed valve. Therefore, the bottdime
controller (FC) is tuned with SIMC tunings witl3 = 36 for smooth tuning
(Skogestad2006. This gives a Pl-controller with K= 3.0andt; = 14 min.

3. For the single-loop control with ratio (bias) adjustment (Alternath®),
there is no effective delay and the bottleneck flow controller (FC) is tightly
tuned with a short integral time < 0.5 and 1; = 0.3 min), which are
typical FC tuning parameters.

4. In the multivariable structure the FC at the feed is omitted and the MPC
manipulates directly the feed valve. The built-in MPC toolbox in Matlab is
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used and tuned with a low penalty on the use of inventories (MV moves) and
a high penalty on the deviation from the bottleneck flow set point (CV set
point).

The four control structures are evaluated in terms of how tightly the bottkenec
flow (gg) is controlled in spite of disturbances. As mentioned, two disturbances
are considered:

* Att=10min: 5% increase in bottleneck flow set poing &

» Att=210min: 8% decrease in the feed rate to the deethanizgy.(Ghe
net feed flow is g = gry + Qr.q4, Where @, is the flow contribution from
the controller (initially ¢ = O and ¢ = gry = 100, but then ¢ 4 = —8 at
t =210.

The resulting bottleneck flow €}y the net feed flow ¢ and the inventories
used as dynamic degrees of freedom (deethanigedipropanizer M and debu-
tanizer Mp) for the four different control structures are displayed in Figdrd.
The first observation is that we have significantly tighter bottleneck cowitbl
ratio control and MPC (Alternative 3 and 4) where inventories are usedyas
namic degrees of freedom (Figuted(a)). The inventories (levels) are quite tightly
controlled with surprisingly small variations as shown in Figdrd. There is some
steady-state offset because we use P-control (no integral action).

In summary, we can operate closer to the capacity constraint of the dutan
splitter (reduce the back off) and hence increase the throughput winesinmdc
degrees of freedom (inventories) are used.

4.4 Analysis of use of dynamic degrees of freedom

In this section, the single-loop with ratio control scheme (AR.in Section4.2)

is analyzed in more detail. The main reason is to later use the results to estimate
the required buffer volume for dynamic degrees of freedom (Sedtibn The
dynamic degrees of freedom are either the inventory set pagino( the bias ad-
justment ), but here we only consideg.

To make the control structure in Figu4e2(a)clearer, consider a similar struc-
ture, which consists of only one unit, or more precisely, a process Gipifo(-
lowed by an inventoryGy), as displayed in Figuré.4. The outflowgg from the
inventory is assumed to be the bottleneck flow that should be tightly controlled.
However,gs cannot be set freely because it is already used for level controk, Thu
to improve the dynamic response, we add a bias tgrmhich is set in proportion
to the net feed flowgr, computed by the bottleneck controller. This single-loop



86 Dynamic degrees of freedom for tighter bottleneck control
e L I
104
g
[aa]
100
H _
= v
S 1 2SL
ACJ 96— v —
g :
3|
921 . 1.Manual 7]
0 100 200 300 400
t [min]
(a) Response in Bottleneck flogg (CV)
/ 3.Ratio’ !
g
w 100 ]
g
i)
°
[}
()
LL
95 —
| |
0 100 200 300 400

t [min]
(b) Responses in Feed flag (MV)

Figure 4.4: Continued on next page.



4.4. Analysis of use of dynamic degrees of freedom 87

70 T T T

o 0 \ O sswiviviviwiviwiwiwiwiviwiwiwiwieg

30 =

10~ —
| | |
0 100 200 300 400
t [min]
(c) Responses in deetanizer bottoms Iégl(dynamic degree of freedom no. 1)

Inventory deethanizévlg [%]

<

= 70 T T T

T

c S0 Neloronooonoon oo
Q.

o

s 30 —
©

Py

o

£ 101 —
o L L L

= 0 100 200 300 400

t [min]
(d) Responses in depropanizer bottoms I&gl(dynamic degree of freedom no. 2)

S 70 T | |

[a]

% 2.S5-L

D () i e o - -~ AMPL e
c \,_.._.,g.........’.[.flvlﬁpual_.....
5 3.Ratio
3 30 |
©

Py

£ 10F .
g I | |

= 0 100 200 300 400

t [min]

(e) Responses in debutanizer distillate leMgl (dynamic degree of freedom no. 3)

Figure 4.4: Bottleneck control of the distillation process for four différem-
trol structures. 1) Manual control (dotted), 2) Single-loop contralstddotted),
3) Single-loop with ratio (bias adjustment on inventory flows, solid), 4) MBC u
ing both feed rate and inventories as MVs (dashed). Disturbances:@éasge in
bottleneck flow set poingg s att = 10 and 8% unknown decrease in feed rgte
att = 210.
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Figure 4.4: Example of single-loop control with a linear bias adjustment aidded
the level controller output.

with static ratio control structure can be viewed as feedforward controbined
with feedback, where the flows in downstream units are increased nticoply
to the feed rater. This idea is also used sometimes by skilled operators, e.g.
during start-up of a plant. We will now analyze this system in more detail.

The mass balance for the holdup volueassuming constant density, is

dv
dt

whereaqy is the inflow andgg is the outflow (see Figuret.4). Upon taking the
Laplace transform and introducing deviation variables, we get

=0Qv—0s (4.4)

W@ZQW—%) (4.5)

Thus, the transfer function for the inventoryGs (s) = 1. Next, assume that the
inlet flow to the buffer volumeyy, is given by

ov = G(s) O (4.6)

whereG is the process transfer function for the upstream process betweegethe f
and the buffer volume. The net feed flow is defined as

OF =0ru+0rd 4.7)

wheregr is the flow contribution from the bottleneck (flow) controller amgl
is an unmeasured disturbance in the flow. The bottleneckdtpis given by the
level controller with transfer functioKy (s) plus the ratio (bias) contributiogp,

O = Ky (S) (V —Vs) +Jo (48)
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Figure 4.5: Corresponding block diagram of Figdréin the Laplace domairmg
(bias) andvs (inventory set point) are the dynamic degrees of freedom for control
of the bottleneck flowgg.

whereVs is the set point for the inventory volume. Note that we want the level con-
troller to be a “slow” (averaging) level controller, because otherwisexpoita-
tion of the holdup volume can be obtained. In most cases, we use a propbrtio
only controller, wher&y (s) = 1/1y (a constant). Typically, to be able to exploit
all the volumey is chosen equal to the nominal residence tivhé&y) of a half-full
tank Skogestag20086.

The corresponding block diagram of the control structure in Figutes given
in Figure4.5. The blockKg is the bottleneck flow controller (FC in Figude4),
Ky is the level controller (LC in Figurd.4) andK; is the ratio (bias) controller.
The blockGy gives the closed-loop transfer function from the flow into the inven-
tory gv to the bottleneck flowgg and consists of the buffer volume plus the level
controller. This block also has the two dynamic degrees for bottleneckat @str
inputs, namelyws anddo.

Without active bottleneck control

With only the inventory controller (i.e., without the bottleneck control actige—
0) we get from the block diagram (in deviation variables)

KyGyG 1 Ky
ke o R 4.9
Os 11Ky Gy qF+l+Kva do ik Gy s (4.9
GG Gy Ky Gy
_ &6 L e e 4.10
1:KGy F i1k T 1xk,G (4.10)
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IntroducingGy (s) = 1/sgives

KvG S Kys
- : o — V. 411
Bk Fror * ik (4.11)
G 1 Ky
_ O — - V. 4.12
stky Fosiky Prsiky (4.12)

The steady-state effect is obtained by setsrg 0. Thus, we note, as expected,
that onlyge has a steady-state effect on the bottleneck figw

For the further analysis, we assume that the pro@ss is first-order with
gainK; and time constarg

K
= 4.13
TcS+1 ( )
We assume that the level controller is a proportional controller
1
Ky £ = (4.14)
Ty
Now, Equations4.11) and @.12 become:
Ky TvS S
= . Qo — -V, 4.15
B et D(rvs+ D) Flrosrt ® msr1 ™ (4.15)
K Ty Tv 1
_ O — . -V, 4.16
(tes+1)(Tys+1) = sr1 P psr1 s (4.16)

The effective delay fronge to gg in this simple case with PI control is, using the
half rule (Skogestad2003), 6 = min(%, $). From Equation4.15 and @.16),
the blocké\/ in Figure4.5is summarized in Tabld.2 The transfer functions
given in Table4.2 are of interest also for MPC.

Qv Jo Vs
! l l
1 TyS —S
tys+1l | tys+1 | tys+l — 0
Ty —Ty 1 v
Tys+1l | Tys+1 | s+l |

Table 4.2: BlockGy in Figure4.5with Gy (s) = 1/sandKy (s) = 1/1y (P-control).

4.5 Analysis of single-loop with ratio control

In this section, the objective is to find the required buffer tank volpg. In
principle, this can be done by either dynamic simulation or analytically. Here we
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choose to use the single-loop with ratio control result from the previcuseo
derive an analytical expression for the required inventory to find imate. The
most common control structure for dynamic degrees of freedom wouliptp be
MPC, but as shown in the introductory example (Figd®, the inventory volume
variations in these two control structure were similar (see also Tdesnd4.5),
although they will depend on the MPC tuning. Note ttiadenotes the volume of
the liquid in the tank an¥;ank is the actual tank volume.

4.5.1 Developing transfer functions for single-loop with atio control

Consider Figuret.4, with one unit followed by a volume where its inventory is
exploited dynamically by single-loop with ratio control structure.

Response with "perfect” bias adjustment (ratio controller)

We assume “perfect” static bias adjustment where a feed change is acdmdplis
by a corresponding relative change in downstream flows. This qmnels to the
static bias adjustment

do = K/ OF.u (4.17)

whereK;" is the nominal steady-state rat\og/Age . If there are no flow splits or
junctions between the feed and the bottleneck unit, #es 1. We now want to
study the effect of adding the bias ratio adjustment. We assume that the iiyvento
set point is constan¥{ = 0). Then, from Equation4(19, the effect ofqgr, and

Or.d4 on the bottleneck flow is

14 1ys(tes+1)
% = (tys+1)(1gs+1)
- hQBQF‘u (S) “OFu+ hQBQF,d (S> “OFd

: Kr ’QF,u + : Kr 'QF,d

(tvs+1)(1es+1) (4.18)

Note that there is a “direct effect” frome, to gs, because of the bias from the
static ratio controller. Thus, the effective delay froj, to gg is zero and “per-
fect” control ofqgg is in theory possible. However, one must take into account the
variations ingry, and the volume (level) constraints.

Similarly, from Equation 4.16), the effect ofgry, andgrg on the volume
(level)V is

—TgTyS Ty

V = K - +
(tvs+1)(tes+1) U st D) (tes+ 1)

Kr - OF.d (4-19)
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Response with “perfect” bottleneck flow controller

To study the expected variations in volume (level), assume a “perfect” bettten
flow controllerKg that givesgs = gg s at all times. This assumption requires the
fastest variations in the manipulated input may be expected to lead to the worst-
case variation in inventory/() with the given inventory controller tuning.

Settinggs = g s (perfect bottleneck control), the resulting change in the feed
rate from @.18 is:

1 h
QFu = o “OBs— hquF'd “OFd
OBOF,u OBOF,u (420)
_ (wvs+1)(tes+1) 1 B 1
11 nvs(testD) KBS 1 gs(test 1) o

and from Equations4(19 and @.20), the resulting change in the inventory with
perfect bottleneck control is:

o —TclyS n Ty
T lrtys(testl) BT I s(test 1

=g OBs+ Mgy Ord

y R

We note that a feed disturbangeq has a steady-state effect on the volume (level)
because we use a P-only level controller. However, these should bie with
allowed bounds when we use an averaging (smooth) level controller géien
Kv = 1/1v = |Ado|/|AVmax (Skogestad2006 Eq.25). A bottleneck flow change
Og,s has no steady-state effect\of but there will be dynamic variations, as studied
in more detail below.

4.5.2 Required inventory volume for single unit

The following results are for a single unit (Figuted).

Requirements for bottleneck flowgg s

From @.21), the transfer function from bottleneck flow changgsd) to volume
changes\() with “perfect” bottleneck control is

—1%s 1 [ty
=——————wh =,/ (== — 4.22
v g 2 21757 1 wheret cly ; ( 2\ 1o ( )
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The peak magnitude fdm, g, occurs at frequencypeak = 1 1/\/Tclv (see

T
Appendix4.A for details) and we get

2
’AvpeakB’ = ! wpeak ’ |AqB,s‘ = ZL : ’AQB,S‘ =TG- ’AQB,S‘
V(L @Reai®)? + (20peai 02 ¢

(4.23)
This means that the peak pf| is equal totg - |Agss| and is independent of the
level tuningty. This somewhat surprising result follows because of the assumption
of perfect bottleneck control, which means that the bottleneck flow contreile
counteract the level controller actions.

Requirements for upstream disturbances 4

Consider next unmeasured disturbances in the feed rate. Brad), @ssuming no
overshoot (i.e{ > 1 or ty > 41g), the largest volume change is found at steady-
state and is given by

Kr TV

AV, =
| peakd | 1+ wvs(1tes+1) -0

- |Ageg| = K Tv - |AGE g (4.24)

Note here that the volume variation depends directly on the level tugingp we
may use 4.24) to derive the slowest allowed level tuning.

Acceptable variations in feed rateqr

We want to avoid too large variations in the feed rate caused by bottleneck se
point changes. The transfer function fraygs to gry is given by ¥hggqe,(S)
(Equation 4.20). Let us assumegs can vary sinusoidally and that we do not
want more than 50% overshoot in the manipulated feed rate, theg ig,0r ss| <

M = 1.5 at all frequencies, where the steady-state changeds= ggs/K:. To
achieve this we must require

G

Ty >
V=M-1

=21 (4.25)

as derived in Appendi®.B.

4.5.3 Required inventory volume for units in series

We here consider units in series, for example, as shown for the distillatiomne

in Figure4.3. In this case, the above expressions do not strictly hold, even for the
case when we can approximate the flow dynamics in each part of the pioges

a first-order response with time constagt Consider three units in series, where
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1 is the first unit, 2 is the intermediate unit, and 3 is the last unit upstream of the
bottleneck.

The above expressions do not hold because the counteractingoétieeievel
control in upstream units is neglected. Nevertheless, let as assume thpe vttt
bottleneck control the resulting feed rate change is giver80, except that we
must use the dynamics for the last unit (unit 3). We then have for thet effeg s
ONgF.u:

% _ (TV73$—|— 1)(1'(5’33—{— 1) i (426)

Oss 1+ TvsS(Tess+1) Kig
This is the flow rate change into the first unit (unit 1). Note that if we assume
thatty 3 >> 13 then this transfer function approache(%), which means that
gr.u changes to its steady-state value (whichids/K 3) and stays there (with no
overshoot). We assume in the following that this holds, that is

Or1u=0ru= (1/Kr3)dBs (4.27)

For the other units we similarly get if we neglect the counteracting effecteof th
upstream level controller.

Or2u = 0o = (Kr1/Kr3)0Bs (4.28)
Or3u=0o2= (Kr,Z/Kr,S)QB,s (4.29)
Or4u=0o3=0Bs (4.30)

Requirements for bottleneck flowgg s

In (4.23, Aggs is the flow into the next bottleneck unit (unit 4 in our case). With
our assumptions of immediate flow changes, the same expression applies also to
the other units and we have that the expected maximum change in inventory vol-
ume is

|AVpeaks,i| = T, - AQg; (4.31)

whereAdgs; = (K, /K 3) - Aggs is the steady-state flow change in tamesulting

from a change in the bottleneck flow. We note from the derivation that tmsuia

is only approximate, but nevertheless we find by comparing with simulations that
it holds quite well (see below).

Requirements for upstream disturbances

The maximum volume change for disturbances occurs at steady state nadacis
that @.24) will hold well also for units in series. The general expression for fank
becomes

|AVpeakd,i| = Tv,i - Al (4.32)



4.5. Analysis of single-loop with ratio control 95

whereAqq; is the effect of a disturbance on the flow in tainkFor a feed flow
disturbance we haulqq; = K - AQr g.

Acceptable variation in feed rategg

The feed rate change is primarily determined by the dynamics in the last unit,
see 4.26. Equation 4.25 therefore applies to the last unit only, that is, for the
last unit (here denoted 3) we must require to have an overshoot indtedte of

less than a factdvl for sinusoidal variations ing s:

Ty3 > 1G3 (4.33)

M-1

which is equal to 2 3 whenM = 1.5 (50% overshoot).

4.5.4 Example of required inventory size using single-loop ith ratio
control

To check the required inventory, we compare for the introductory exathple
observed volume variations with the estimated volume variation deriveti3d) (

and @.32.

Example 4.1(continued). Required buffer volume for four distillation columns

in series. The relevant flow dynamics for each column is approximated by a first-
order transfer function K/(1gs+ 1) wherertg is found from simulations. The time
constantrg was found as the time for the flow rate into the inventory to reach 63%
of its steady-state change following a step change in column feed rate (oafflow
previous inventory). The time constants and gains are summarized l@4.8b

Inventory Tg [min] | v [min] Kr

1. Deethanizer sumpMg) 0.85 2.7 0.602
2. Depropanizer sumpg) 3.9 3.3 0.254
3. Debutanizer condensevif)) 1.2 7.7 0.209

Table 4.3: Time constant flow changes( approximated), inventoryr¢) and the
static ratio gainK;) for the distillation columns in Exampl. 1

The observed variations in the volumes (deethanizgrddpropanizer M and
debutanizer M) are normalized to findV /Agr ¢ andAV /Agg s and are compared
with the estimated volume variations given (@y31) and (4.32. For example,
for the deethanizer the estimate frqgh31) is |AV|/|AGes| = Te1 - Ki1/Kiz =
0.85min-0.602/0.209= 2.4 min, and from(4.32) the estimate i$AV|/|Adr q| =
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Ty,1Kr 1 = 2.7 min-0.602= 1.6 min. From Tablet.4we see that the estimated vol-
ume variations compare well with the observed variations. There is sdfee d
ence for the bottleneck set point change, but this is expected since thetistard

T is only an approximation. For the feed rate disturbance the steady-statseolu
is the same as estimated, but there are slight overshoots in the volumeis This
caused by the overshoot in the manipulated feed rate(see Figuret.4(b).

1. Deethanizen 2. Depropanizen 3. Debutanizer
Mg [min] Mg [min] Mp [min]

Observed at = o 0 0 0.026
Zol: | Observed max 0.69 1.4 1.8
Estimated max4.31) 2.4 4.7 1.2
Observed at = o 1.6 0.83 1.6
o | Observed max 17 0.97 1.8
' Estimated max4.32 1.6 0.84 1.6

Table 4.4: Calculated and observed volumes variations in Exadnpfer single-
loop with static bias adjustment (Alternati¢® in Section4.2).

The corresponding volume variations with MPC are given in Tabte The
inventory usage is about the same initially for the two control alternativeshieut
MPC has integral action so the inventories return to their set points. Hogveve
note that the variations depend on the specific set points weights and penalty
MV moves used in MPC.

1. Deethanizer] 2. Depropanizer 3. Debutanizer
Mg [min] Mg[min] Mp[min]
lav| | Observed at = o 0 0 0
lAges/ | Observed max 2.2 3.7 3.0
lav| | Observed at = o 0 0 0
[Aaral | Observed max 1.2 0.86 1.6

Table 4.5: Observed volumes variations in Examplewith MPC (Alternative4
in Section4.2).

The advantages of including dynamic degrees of freedom in througigmxx
imization are clear. Including buffer volumes leads to tighter control at tlie bo
tleneck unit and less back off is required under presence of distcebaleading
to improvement of the plant throughput. The simple formulas developed hare c
be used to determine the buffer tank volume in plant design. For upstreaum dis
bances the required buffer volume is given By3@), and for bottleneck set point
changes the required buffer volume is given #)8(Q); see also the discussion.
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4.6 Discussion

Effect of level control tuning

In the above simulations, the level controllers were actually quite tightly tuned
(Figure4.4. Atightinventory controller counteracts the bias added to the inventory
output Qo) and this leads to poorer bottleneck control. It may also lead to some
overshoot irge, because the flow controller must generate a larger sigigl ©On

the other hand, with a smoother tuning there is a risk for overfilling or emptying
the tank. Thus, tuning of the level controller is a trade-off. This is illustrated
by simulation in Figure4.6 where smoother level tunings are used débout 7
times larger). The results are summarized in Tab& We see, as expected, that
the volume variations are significantly larger, but the control of the bottleisec
better. There is now no overshootdga for the ratio structure. Again, the observed
and estimated volume variations are close (TdbGe

1. Deethanizen 2. Depropanizen 3. Debutanizer
Mg [min] Mg [min] Mp [min]

Observed at = o 0 0.02 0.05

el | Observed max 1.42 3.2 25
' Estimated max4.31) 2.4 4.7 1.2
Observed at = o 12 5.1 10

o | Observed max 12 5.1 10
' Estimated max4.32 12 5.1 10

Table 4.6: Calculated and observed volumes variations for the introdustang-
ple with smooth inventory tunings. The control structure is single-loop with static
bias adjustment.

Finally, note that with smoother level tunings, manual or single-loop bottle-
neck control is poorer, because it then takes longer time for the flow hatege
to move through the system. An important conclusion is that for manual or single
loop bottleneck control we should have tight the level control on the path fr
the feed (TPM). However, the conclusion is opposite of we make use tdthks
as dynamic degrees of freedom. In practice, this may imply that we may need to
detune the level loops if we want to use the levels as dynamic degreesdbine

Bias or set point adjustment?

Use of the inventories as dynamic degrees of freedom can be realizedithigh
bias adjustment (used here for the ratio scheme) or with set point chéarspss
here in MPC). Use of bias adjustment does not affect the control syditeotly,
and the inventory set point is still available to operators. However, it map@o
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possible in practice to include bias adjustment because it is not available in the
digital control system (DCS). On the other hand, with use of set poinsadgnt,
the use of inventories is very dependent on the inventory tuning.

Placement of the buffer volume

When the feed is the throughput manipulator, the inventory must be plandd (a
exploited) upstream the bottleneck on the path from the throughput manipulato
Alternatively, they may be placed at the path from important disturbantése |
bottleneck is fixed, then all inventories should be upstream the bottlenkttie |
bottleneck is moving, then inventories should be distributed in the plant.

Variations in static ratio gain

The single-loop with ratio control scheme is sensitive to errors in the static ratio
gains. This follows because the static ratio gain gives a feedforwattbtaation

and feedforward is in general sensitive to modelling errors. In particwith a

too small value oK;, one will get an overshoot in the feed ratg ).

4.7 Summary: Implications for design of inventory tanks

We have derived two formulas4.@1) and @.32), for the expected volume varia-
tions when inventories are used as dynamic degrees of freedom toebbitthe-
neck control. The validity 0f4.32 and to some exten#(31) have been confirmed
by simulations. We here summarize the practical use of these formulas fgndes
of inventory tanks.

Tank size

A desired change in tank throughplitis results in a volume variatioAV and
from (4.31) we have

|AV | = 16 - |Agg| (4.34)

where1g is the time constant for "refilling” the tank. In practice; is the time

for the flow rate intdv to reach 63% of its steady-state change following a step in
flow rate out of the (closest) upstream inventory. This is for the nornsa wdoen

the TPM is upstream the bottleneck; the same formula applies also when it is
downstream. For design purposes, the flow chaigg| is the (steady-state) flow
change through tank resulting from the largest expected throughptitetieck

flow) change. (Here, "largest change” should be evaluated over apéaried
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shorter tharrg, approximately, because slower changes do not pose a problem in
terms of dynamic changes in tank volume).

Equation 4.34) is useful for sizing the tank (inventory volume). In words,
(4.34) says that the expected volume variation for an inventory used for batkene
control v [m?]) is approximately the expected variation in flow through the unit
(Agg [m*/min]) multiplied by the time constanir¢ [min]) for the flow dynamics
for "refilling” V from the upstream inventory. As expected, a large tank is required
if g is large.

For our distillation columns process, we get from34) the following mini-
mum inventories if we assume a 5% desired change in the throughput (bcktlene
flow). Note that we here give the inventorykmol (M) rather than im® (V).

DeethanizerMg = 0.85min- 29.4 kmol/min-0.05= 1.2 kmol
DepropanizerMg = 3.9 min- 11.6 kmol/min- 0.05 = 2.3 kmol
DebutanizerMp = 1.2 min- 8.1 kmol/min- 0.05 = 0.49 kmol

For comparison, the actual holdups are k2iol, 38 kmol and 62kmol, respec-
tively, which is from about 40 to 200 times larger than the minimum. This explains
why the variations in the inventories for the first 20 in the simulations (Fig-
ure4.4and Figured.6) are so small for the cases 3 and 4 where the inventories are
used as degrees of freedom for bottleneck control.

Level control tuning

Next consider 4.32), which involves the closed-loop time constan) for the
level control loop in the inventory tank. We get

wherelAqq is the flow rate change through the tank in question. Equatddb(

can be used to tune the level controller, and then gives the well-knowrufarfor
smooth (averaging) level control. To see this, note that for a nominallyfii&lf-
tank we must requir@\Vpead < 0.5 Viank to avoid overfilling or emptying. If we
furthermore assume that the maximum expected change in flow through the tank
is 50% of the nominal flow, thegq = 0.5 g. Inserting into 4.35 then gives

< Viank (4.36)

wherety is the closed-loop time constant for the level control loop. This, selecting
Ty = Viank/q (the well-known value for smooth level control, (e.&kogestad
2006, gives the slowest possible controller tuning subject to not overfilling or
emptying the tank for 50% flow rate changes.
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Applying the formulaty = Viank/q to our distillation column example gives
(the factor 2 is because we assume that the tank is nominally half full).

Deethanizerry = 2-121kmol/(29.4+ 15.8) kmol/min= 5.4 min
Depropanizerry = 2-38kmol/11.6 kmol/min= 6.6 min
Debutanizerry = 2-62kmol/8.1 kmol/min= 15.3 min

The actual values used in the simulations wefr2in, 3.3 minand 77 min,
respectively, which is half of the values given above and results in snvaltir-
tions in the volumes. In addition, the flow rate disturbance was only 8%, and this
is why the variations in the inventories for the last 20iin the simulations were
so small. In the later simulations (Figudef), 7y was increased by about a fac-
tor 7 in all three level loops. As expected, this resulted in much larger vargtio
in the inventories (about 7 times larger for the last 20 of simulations), but
it also resulted in better bottleneck control (for ratio control and MPC eriies
inventories are used as dynamic degrees of freedom).

We have also derived a formuld.83 which applies for the level tuning in the
last tank upstream of the bottleneck. It says that we should haver the last
tank significantly larger tharns. In our case we haves = 1.2 minfor the last unit
upstream of the bottleneck (debutanizer), whemgas 7.7 min for the last tank,
so this is satisfied.

By comparing Figureél.4(a)and4.6(a)we note that bottleneck control is only
weakly dependent on the inventory control tuning (valugdffor cases 3 and 4
where the inventories are used as degrees of freedom for bottleoetkldbot-
tleneck control is slightly better in Figuse6(a)with smoother inventory control).
This is good, because it means that the inventory controllers (valug oan be
tuned independently of the plantwide issue of throughput control.

On the other hand, for cases 1 and 2 where we only use the feed rate as a
degree of freedom, bottleneck control is much better with tight inventoryralon
(Figure4.4(a) because the effective deadtime from the feed flow to the bottleneck
is then reduced. On the other hand, tight inventory control results in little ih@mp
of flow disturbances. Thus, there will be a trade-off between wanting ithgkn-
tory control (for good bottleneck control) and slow inventory controld@mpen
flow disturbances).

4.8 Conclusion

Tight bottleneck control is important for maximizing throughput and avoidotg e
nomic losses. However, achieving tight bottleneck control in practice isqsitn-
ple because the throughput manipulator is often located away from the leattlen
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unit (with a large effective dela@zs). In this paper we propose to reduce the effec-
tive delay by using dynamic degrees of freedom. The main idea is as follaws:
change the flow through the bottleneck, for example, to increase it, we tampor
ily reduce the inventory in the upstream holdup volume. However, this insento
needs to be kept within bounds, so if we want to increase the bottlenechéiow
manently, we need to increase the flow into this part of the process and ath on
the way back to the feed (throughput manipulator). The simplest appisdch
make a control system where all flows upstream the bottleneck are iadreas
multaneously by the same relative amount, like a single-loop bottleneck controller
that adjusts the feed flow, combined with ratio controllers that adjust thergna
degrees of freedom. In this paper a static bias adjustment is studied. fivwalés
(4.3) and @.32 are derived for the expected volume variations when inventories
are used as dynamic degrees of freedom to achieve bottleneck coititeske fwo
formulas can be used for inventory design purposes.
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4.A Derivation of the peak frequency for second order
transfer function

4.A.1 Peak frequency for a second order system

The transfer functiomy o, is of second order. To analyze the transfer function,
consider first a general second order system

K
G(s) = 1282 4-21{s+1

whereK is gain of the second order modelis the system time constant agds
the damping factor. The magnitudi®| as a function of frequency is given by
(e.g.,Seborget al. (1989 eq. 14-35a))

G =

(4.37)

K
V(11— w?12)2 4 (20wT()?

The transfer functioty ¢, = (—TcTvS)/(1+ tvS(Tes+ 1)) has a differentia-
tion (s) in the numerator and a second order system in the denominator. The differ
entiation has a slope af1 in the whole frequency range. The peak frequencies of
hvg s is where the derivative with respect to frequency are zero, thus tielsea-
tor should have slope1 in this point, since the integrator in the numerator always
has the slope-1.

The phase to a second order system is alwe® atw = % seeSeborget al.
(1989 Figure 14.3). For stable minimum-phase systems the slope is approximately
—1 at ¢ = —90° (Skogestad and Postlethwai2005 Eq. 2.12), and this is a
commonly used approximation. Thus, the peak frequendy,gf, is located at
the break frequencypeak= % The peak frequency can also be found analytically
by differentiating 4.22 with respect taw and let the derivative be zero, as shown
in Appendix4.A.2. Note that in this case the peak frequency is independent of the
damping factor .

(4.38)

4.A.2 Analytic derivation of peak frequency

Here the peak frequency for EquatieghZ?) is derived analytically and we confirm
the arguments in SectighA.1 To evaluate the magnitude by, ,, replaces with
jwin (4.22

—T?jw

Ve = 2(jw)2+2{tw+1 (4.39)
The magnitude is given by
T’w
I g | = (4.40)

V(11— 1202)2 + (2{ Tw)?
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Differentiation with respect too

dhvg, ,uy U-v—V-.u
S = (V) = where (4.41)
u=T1’w
v=[(1-?w?)?+ (21{w)?% = n2
du
dw
dv. 1 1dn
— = —Nn2z—
dw 2 dw
dn 2,212 2y
%:[(1—r W)+ (2001)7]
— —AT?w+ 41w + 81°%w
dv. 1 2 4,3 272
do = 2" 2. (4170w + 41" w” 4+ 81°(“w)

= (—2r%w+ 21%w® + 41202w) -1 2

Inserting foru andv in (4.41) gives

dhvg. 1203 — (—212w+ 214w + 4120%w) - 1T % - T?w

= 4.42
dw n ( )
Multiply numerator and denominator withe gives
d °n— (—21%w+ 21%W3 + 41°0%W) - T?w

dw nz

We want to find the peak frequency, which corresponds to setting thaties to
zero. Here it is sufficient to evaluate the numerator in Equado4d. This yield

2n— (—21%w+ 21% w3+ 41%20%w) - 2w =0
1-21%0° + Tt + 412070 + 21%0% — 21%w* — 41°%0? = 0

1-*w*=0
1
4
-
1
w==
T
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4.B Analytic derivation of acceptable variations in feed
rate

The variations in feed rate caused by bottleneck set point changestistiyivé.20
and we havedr u/dr ss = |0 uKr/gs s| where

Orukr TS+ (Tv + Tg)s+1

= 4.44
Os.s TvigS + Tys+1 ( )
which can be written as a second order system
Orukr 1S4 21¢ps+1 with
Os T+ 2145+ 1
T=+1Icly
Ty + Tg 1 /tvv+T1g (4.45)
=g e = o o 2
/Iy 2\ 1 Tg
1 /vy
o= 51/ o
The magnitude of a second-order system is given in Equadi@®)(
‘ qF,U ) KI’ — \/(17 wZTZ)Z + (ZWTZn)Z (4 46)
OB.s V(1 - @?12)2 4 (2wty)? '

From Sectiomt.A.1, a stable minimum-phase, second-order system has its magni-
tude peak at frequenay = 1/1 = 1/,/Tc Ty and inserting this gives:

K Tv+Tg I
‘ OFu- Ky _ VIcly _ 1+£ (4_47)
OBs  [max \ /;—V v
G

Let M denote the allowed overshoot (e.lyl = 1.5 if us allow 50% overshoot).
Then we must require

’ OFu- Kr <M (4.48)
qB,s
and from @.47) we get
1+ 8 <m (4.49)
Tv
G
>
RV

For example, withtMl = 1.5 we getry > 21¢.



Chapter 5

Coordinator MPC for
maximizing plant throughput

5.1

Comput. Chem. Eng2(1-2), 195-204 (2008)

In many cases economic optimal operation is the same as maxim
plant throughput, which is the same as maximum flow throughbtbt-
tleneck(s). This insight may greatly simplify implemeimat In this
paper, we consider the case where the bottlenecks may mdatepav-
allel flows that give rise to multiple bottlenecks and witbgsover flows
as extra degrees of freedom. With the assumption that thetfflamugh
the network is represented by a set of units with linear flomneztions,
the maximum throughput problem is then a linear programn{iti®)
problem. We propose to implement maximum throughput byguain
coordinator model predictive controller (MPC). Use of MRLsblve
the LP has the benefit of allowing for a coordinated dynamiglé@&men-
tation. The constraints for the coordinator MPC are the mann flows
through the individual units. These may change with timeakely idea
is that they can be obtained with almost no extra effort utiiegmodels
in the existing local MPCs. The coordinator MPC has beeretesh a
dynamic simulator for parts of thedfsta gas plant and performs well
for the simulated challenges.

Introduction

Real-time optimization (RTO) offers a direct method of maximizing an economic
objective function. Most RTO systems are based on detailed nonlinedysitzte
models of the entire plant, combined with data reconciliation to update key param-
eters, such as feed compositions and efficiency factors in units, seadomle
Marlin and Hrymak(1997. Typically, the RTO application reoptimizes and up-

107



108 Coordinator MPC for maximizing plant throughput

dates on an hourly basis the set points for the lower-layer control systhich

may consists of set points of local MPCs based on simple linear dynamic mod-
els. A steady-state RTO is not sufficient if there are frequent chaingastive
constraints of large economic importance. For example, this could be thé case
the throughput bottleneck in a plant moves frequently, which is the cagbdor
application studied in this paper. At least in theory, it is then more suitable to use
dynamic optimization with a nonlinear model, which may be realized using dy-
namic RTO (DRTO) or nonlinear MPC with an economic objecti@sikhowong

et al, 2004 Kadamet al, 2003 Strand 1991). However, a centralized dynamic
optimization of the entire plant is undesirablai( 2003. An alternative is to use
local unit-based MPCs, but the resulting steady-state target calculatioharfay
from optimal Havlena and Lu2005. Coordination of multiple local MPCs has
been studied by several autho&henget al. (2004 2006 2007 have suggested to
approach this “coordination” problem by identifying appropriate interastior
linking constraints to find the steady-state targets for the local MAR2svlings

and Stewar{2007) discuss a cooperative distributed MPC framework, where the
local MPC objective functions are modified to achieve systemwide contjetob
tives. Ying and Josepl{1999 propose a two-stage MPC complement that track
changes in the optimum caused by disturbances. The approach pernataidyn
tracking of the optimum which is not achievable with a steady-state RTO used in
conjunction with a single-stage MPC.

In this paper, we present a different and simpler solution that achieees e
nomic optimal operation without any of these complexities. This solution applies
to the common case where prices and market conditions are such thatrécono
optimal operation of the plant is the same as maximizing plant throughput. The
main objective is then to maximize the feed to the plant, subject to achieving fea-
sible operation (satisfying operational constraints in all units). This insiglytbe
used to implement optimal operation, without the need for dynamic optimization
based on a detailed model of the entire plant.

The max-flow min-cutheorem Ford and Fulkersgnl962 from linear net-
work theory states that the maximum throughput in a linear network is limited by
the “bottleneck(s)” of the networkAske et al, 2007). In order to maximize the
throughput, the flow at the bottlenecks should always be at their maximum. In
particular, if the actual flow at the bottleneck is not at its maximum at any given
time, then this gives a loss in production that can never be recoveredt{smse
referred to as a "lost opportunity”).

The throughput manipulators (TPMs) are the degrees of freedom laesfita
implementing maximum throughput. They affect the flow through the entire plant
(or at least in more than one unit), and therefore cannot be used toicantin-
dividual unit or objective. Ideally, in terms of maximizing plant productiom an
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R . c— =
— »| Coordinator e =TPMs , y=R
Plant
Y's s .| Local u . y
“| controllers "

Figure 5.1: The coordinator uses the throughput manipulatérs: (TPMs) to
control the remaining capacity{= R) in the units.

minimizing the back off, the TPM should be located at the bottlenAskéet al.,
2007. However, the bottleneck may move depending on plant operating condi-
tions (e.g. feed composition), and it is generally very difficult to changd B,

once a decision on its location has been made. The reason is that the lo€#tm®n o
TPM affects the degrees of freedom available for local control, ansl strongly
affects the structure of the local control systems and in particular theateuaf

the inventory control systenB(ckley, 1964 Price and Georgakisl993. The

TPM will therefore generally be located away from the bottleneck, fomgpta at

the feed. For dynamic reasons it will then not be possible to achieve maximum
flow through the bottleneck at all times, and a loss in production is inevitable.

The use of a coordinator controller that uses the throughput manipu{atoers
TPMs) to control the remaining local capacitf & R= F|,,— F') in the units as
illustrated in Figures.1 In the simplest case with a fixed bottleneck and feed rate
as the TPM, the coordinator may be a single-loop PI-controller with the ged r
as the manipulated variable®f and the bottleneck flow as the controlled variable
(Y°) (Skogestad2004). However, more generally the coordinator must be a mul-
tivariable controller. Note from Figurg.1 that the “coordinator” and the “local”
controllers for the individual units are actually on the same level in the dontro
hierarchy, like in decentralized control. Nevertheless, the term codadiizaused
because the TPMs strongly affect all the units and because in gereecaldidina-
tor controller must be designed based on a flow network model of the el#ire p
An alternative to the decentralized structure is to combine all the local MPCs into
a large combined MPC application that include the throughput manipulators as
degrees of freedom.

Optimal operation correspondsfo= 0 in the bottleneck, but if the maximum
flow through the bottleneck is a hard constraint, then to avoid infeasibiRity Q)
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u®=TPMs Coordinator
MPC
T T TR
Local Local Local Local
MPC MPC MPC MPC
| f
Local Local Local
MPC MPC MPC u',y
A
\ 4 \4 I y Y \ 4 y

Plant (process and instrumentation)

Figure 5.2: Proposed control structure where the coordinator MR&vescinfor-
mation from the local MPC about the remaining capadRyif the units.

dynamically, we need to “back off” from the optimal point
Back off () = Rs = F 5, — F. (5.1)

More generally, the back off is the distance to the active constraint déed@oid
dynamic infeasibility in the presence of disturbances, model errors, dethgther
sources for imperfect controNarraway and Perkind 993

Govatsmark and Skogesta2D05. The back off is a “safety factor” and should
be obtained based on information about the disturbances and the expected
performance.

In this paper, we consider cases where the bottlenecks may move and with
parallel trains that give rise to multiple bottlenecks and multiple throughput ma-
nipulators. This requires multivariable control and the proposed caatatiiviPC
both identifies the bottlenecks and implements the optimal policy. The constraints
for the coordinator MPC are non-negative remaining capaciies Iy > 0) in all
units. The values oR may change with time and a key idea is that they can be
obtained with almost no extra effort using the existing local MPCs, as illudtrate
in Figure5.2

The paper is organized as follows. Economic optimal operation and thiakpec
case of maximum throughput is discussed in Sechgh Section5.3 describes
the coordinator MPC in addition to the capacity calculations in the local MPCs.
Sectionb.4describes a dynamic simulation case study for a gas plant. A discussion
follows in Sections.5before the paper is concluded in Sectm6.



5.2. Maximum throughput as a special case of optimal operation 111

5.2 Maximum throughput as a special case of optimal op-
eration

Mathematically, the optimum is found by minimizing the cdst.e., maximize the
profit (-J)), subject to satisfying given specifications and model equatibasQ)
and operational constraintg € 0). At steady-state:

muin J(x,u,d) (5.2)
s.t.f(x,u,d)=0
g(x,u,d) <0

Hereu are the degrees of freedom (or manipulated variables, M she
disturbances anxithe (dependent) state variables. The degrees of freedom are split
into those used for local contrall) and the TPMs used for throughput coordinator

(u°), |
u= [H (5.3)
A typical profit function is
(_‘J):zppj'Pj_IZpH'Fi_Zka'Qk (5.4)

whereP; are the product flowss; the feed flowsQy the utility duties (heating,
cooling, power), angb denote the prices.

In many cases, and especially when the product prices are high, optimal o
eration of the plant (maximizeJ) is the same as maximizing throughput. To
understand this, lgk denote the overall throughput in the plant, and assume that
all feed flows are set in proportion B,

F =keiF (5.9)

Then, under the assumption of constant efficiency in the units (indepenfle
throughput) and assuming that all intensive (property) variables arstant, all
extensive variables (flows and heat duties) in the plant will scale with tbeghr
putF e.g,Skogestad199]). In particular, we have that

P =kpjF; Qk =kokF (5.6)

where the gainkp; andkg kx and are constants. Note fro%.§) that the gains may
be obtained from nominal (denoted 0) mass balance data:

kej = Pjo/Fo; ki = Fio/Fo; Kok = Quo/Fo (5.7)
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Substituting $.5) and 6.6) into (5.4) gives

(-J) = (Z ij'kRj—sz:.'kFJ—Zka'kQ,k)F:pF (5.8)
] i

where p is the operational profit per unit of fedel processed. From the above
derivation,pis a constant for the case with constant efficiencies. We aspusie
such that we have a meaningful case where the products are worth raorthéh
feedstocks and utilities. Then, frorb.8) it is clear that maximizing the profit J)

is equivalent to maximizing the throughpit However,F cannot go to infinity,
because the operational constraimgs<(0) related to achieving feasible operation
(indirectly) impose a maximum value fét.

In practice, the gainkp; andkg x and are not constant, because the efficiency
of the plant changes. Usually, operation becomes less efficienp aletreases
whenF increases. Nevertheless, as longasmains positived(-J)/dF = p >0
is nonzero, and we have a constrained optimum with respect to the thraughp
From (6.8) we see thap will remain positive and optimal operation is the same as
maximum throughput if the feed is available and product prggsare sufficiently
high compared to the prices of feeds and utilities.

5.3 Coordinator MPC for maximizing throughput

The overall feed rate (or more generally the throughput) affects all umitise
plant. For this reason, the throughput is usually not used as a dedreeadm for
control of any individual unit, but is instead left as an “unused” degrfefreedom

to be set at the plant-wide level. Most commonly, the throughput manipulators
(u®) are set manually by the operator, but the objective here is to coordireate th
to achieve economic optimal operation.

It is assumed that the local controllers (e.g. local MPCs) are implemented on
the individual units. These adjust the local degrees of freedosuch that the
operation is feasible. However, local feasibility requires that the fetedtoathe
unit F, is below its maximum capacitﬁk'ma)a and one of the tasks of the plant-
wide coordinator is to make sure that this is satisffgd, ., may change depending
on disturbances (e.g. feed composition) and needs to be updated castjnuo
One method is to use the already existing models in the local MPCs, as discussed
in Section5.3.2

5.3.1 The coordinator MPC

The steady-state optimization problethd) can be simplified when the optimal
solution corresponds to maximizing plant throughput. Consider the stéaiy-s
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optimization problem

nlgx(-\]) s. t. (5.9)
F' =G (5.10)
R=Fl.F >b>0 (5.11)
u?nin Suc < u?nax (5-12)

HereF' is a vector of local feeds to the units aRdk a vector of remaining capaci-
ties in the units. If the objective is to maximize throughput with a single feed, then
(-J) = F. More generally, with different values of the feedstocks and prodtiws
profit function in 6.4) is used.G is a linear steady-state network model from the
throughput manipulatons® (independent feed and crossover flows) to all the locall
flowsF'. In order to achieve feasible flow through the network, it is necessaty th
R > 0 in all units. However, to guarantee dynamic feasibility, an additional back
off from the capacity constraint may be required, which is representéuevec-

tor b in (5.11). The main difference from the original optimization problebm)

is that onlyu® (TPMs) are considered as degrees of freedom for the optimization
in (5.9-(5.12 and that the original constraints for the unifs=€ 0,g < 0) are
replaced by a linear flow network and flow constraifiRs>(b).

It is assumed that the local controllers generate close-to optimal valugefor
remaining degrees of freedomh, while satisfying the original equalityf(= 0)
and inequality constraintg (< 0). This implies that no coordination of the local
controllers is required, or more specifically that constant set points éolottal
controllers give close to optimal operation. In other words, it is assumedviha
for the local units can identify "self-optimizing” controlled variabl8&ogestad
(200). If this is not possible then centralized optimization (RTO or maybe even
DRTO) is required.

With the linear profit functior{-J) in (5.4), the optimization problem irg(9)-
(5.12 is an LP problem. The optimal solution to an LP problem is always at
constraints. This means that the number of active constrain&sid) @nd 6.12
must be equal to the number of throughput manipulatgtsNote that an active
constraint in .11 corresponds to havingx = F!_ . — F} = by, that is, unitk is
a bottleneck. This agrees with the max-flow min-cut theorem of linear network
theory. However, to solve the LP problem, we will not make use of the max-flo
min-cut theorem.

The steady-state optimization problem 519)-(5.12 can be extended to the
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dynamic optimization problem:

min (J —Jo) 2+ AUCTQAL s, t. (5.13)
F' = Gaynt® (5.14)

R=F  ~F' >b>0 (5.15)

uﬁﬁin < u° < urcnax (5-16)

AUS i < AUC < AUS Ly (5.17)

Maximum throughput under the presence of disturbances is dynamic irepaiul
here,Ggyn is a linear dynamic model fronf® (manipulated variables, MVs) to the
remaining capacity in each uni. Obtaining the dynamic models may be time
consuming. However, it is possible to use simple mass balances to calculate the
steady-state gains @gyn, see §.7).

The dynamic cost functiorb(13 includes penalty on the MV moves to ensure
robustness and acceptable dynamic performance. The constraintaekenff on
capacity to each unig(15, MV high and low limits 6.16 and MV rate of change
limits (5.17). MV rate of change is mainly a safeguard for errors and is normally
not used for tuning.

The termAucT Q Au® makes the objective function quadratic, whereas the ob-
jective function in the original problend(9) is linear. To obtain a quadratic ob-
jective function that fits directly into the MPC software used here, we hagd u
a common trick of introducing a quadratic tefd— Js)2. The profit set poings
is high and unreachable with a lower priority than the capacity constraints. An
alternative approach would be to include a linear term in 5ih3).

Standard MPC implementations perform at each time step two calculations
(Qin and Badgwell2003. First, the steady-state optimization problem with all
the constraints is solved to obtain a feasible steady-state solution. Secend, th
dynamic problem is solved using the feasible targets obtained from the steady
state calculation. In our case, the steady-state part gives a feasilpeirsietor
the profit (or total flow) that replacek in the subsequent solution of the dynamic
problem. The dynamic terms involvingu® do not matter in the steady-state part,
so the steady-state solution is identical to the LP problerb.g+(5.12.

Itis assumed that the local controllers (including local MPCs) are clostealdy
obtaining the dynamic flow mod@&yyn. To ensure stability, itis then advisable that
the coordinator operates with a longer time horizon than the local MPCs.

5.3.2 Capacity calculations using local MPCs

An important parameter for the coordinator is the maximum flow for the individua
(local) units,F! .. A key idea in the present work is to obtain updated values
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using on-line information (feedback) from the plant. Note that it is not ciitrcat
the estimate of the maximum capacity is correct, except when the unit is actually
approaching its maximum capacity and the corresponding capacity con&eain
Fl.«—F' > bbecomes active. The use of on-line information from the actual plant
will ensure that this is satisfied.

In simple cases, one may update the maximum capacity using the distance
(Aconstraint> 0) to a critical constraint in the unit,

Fl .= F'+c-Aconstraint

wherec is a constant anB' is the present flow through the unit. For example, for
a distillation columnAconstraint= Apmax— Ap could be difference between the
pressure drop corresponding to flooding and the actual pressape dr

In more complex cases, there may be more than one constraint that limits the
operation of the unit and thus its maximum capacity. MPC is often implemented
on the local units to improve dynamic performance and avoid complex logic. The
maximum feed for each unik can then be easily estimated using the already ex-
isting models and constraints in the local MPC applications. The only exception
may be that the model must be updated to include the feed to thnglan an
independent variable. The maximum feed to the kintthen obtained by solving
the additional steady-state problem:

Fmax= max Fy (5.18)
U Fie

subject to the linear model equations and constraints of the local MPC, vghech
LP problem. Herey, is the vector of manipulated variables in the local MPC, and
the optimization is subject to satisfying the linear constraints for the unit. To in-
clude past MV moves and disturbances, the end predictions of the varsitaald

be used instead of the present values.

5.4 Karstg gas processing case study

The Karstg plant treats gas and condensate from central parts of the Nanweg
continental shelf. The products are dry gas, which is exported thrpipgtines,

and natural gas liquids (NGL) and condensate, which are exportekiy. sThe
Karstg plant plays a key role in the pipeline structure in the Norwegian Sea and
therefore is maximum throughput usually the main objective. Also, from an iso
lated Karsta point of view, the plant has relative low feed and energy costs and
high product prices that favor high throughputs. There are no lesjrcthe plant.
Usually, feed is available and can be manipulated within given limits.
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Figure 5.3: The simulated parts of thé@ista plant

The feed enters the plant from three different pipelines and the feagan-
tion may change frequently in all three lines. Changes in feed compositions ca
move the main bottleneck from one unit to another and affect the plant tfwoug
put. The coordinator MPC approach has been tested with good resulgstiisin
Karstg Whole Plant simulator. This is a dynamic simulator built in the software
D-SPICE®.

5.4.1 The case

To demonstrate the applicability of the coordinator MPC, we use a detailed sim-
ulator model of parts of the & sta plant. To avoid the need for large computer
resources to run the process simulator, only parts of the whole plansadeim

the case study, see Figuse3. The selected parts include two fractionation trains,
T100 and T300. Both trains have a deethanizer, depropanizer, detaitand

a butane splitter. In addition T300 has two stabilizers in parallel. There are six
throughput manipulatoraf) as indicated by valves in Figu&e3: two main train
feeds, two liquid streams to the trains from the dew point control unit (DRP&U)
crossover from train T100 to T300, and a flow split for the parallel stadvgin

train T300.

The local MPCs and the coordinator are implemented in Statoils SEPTIC
MPC software $trand and SaglR003. Data exchange between the simulator and
the MPC applications is done by the built-in D-SPICE® OPC server. The ditaile
dynamic simulator was used to obtain “experimental” step response m&eh (
in the coordinator MPC. This approach has been found to work well ictipea

*Statoil Estimation and Prediction Tool for Identification and Control
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(Strand and SaglR003.

5.4.2 Implementation of the local MPCs

The main control objective for each column is to control the quality in the top
and bottom streams, by manipulating boil-up (V) and reflux flow (L). In addlitio
the column must be kept under surveillance to avoid overloading, which is an
important issue when maximizing throughput. Column differential presgyse (
is used as an indicator of floodinKigter, 1990. The remaining feed capacity for
each columnRy) is calculated in the local MPC.

The LV-configuration with a temperature loop is used for regulatory cbofro
the columns $kogestad2007), and the local MPCs are configured as follows:

« CV (set point + constraint): Impurity of heavy key component

» CV (set point + constraint): Impurity of light key component

CV (constraint): Column differential pressure

MV: Reflux flow rate set point

MV: Tray temperature set point in lower section
e DV: Column feed flow

These MVs correspond i (local degrees of freedom), and CVs are the same
asy. The feed rate is a disturbance variable (DV) for the local MPC, andeid us
as a degree of freedom when solving the extra LP problem to obtain théiaga
capacity R) to be used by the coordinator. Some of the columns have additional
limitations that are included as CVs in the local MPC. The product qualitieseare d
scribed as impurity of the key component and a logarithmic transformationds use
to linearize over the operating regioSkogestad1997. The high limits on the
product qualities are given by the maximum levels of impurity in the sales speci-
fications and the differential pressure high limit is placed just below theifigod
point.

The control specification priorities for solving the steady-state feasibildkpr
lem for the local MPC are as follows:

1. High limit differential pressure
2. Impurity limits

3. Impurity set points
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where 1 has the highest priority. The priority list is used in the steady stetapa
the MPC solver and leads to relaxation of the impurity set points (and in wasst ¢
limits) to avoid exceeding the differential pressure high lindtrand and Sagli
2003. By quality relaxation the column can handle the given feed rate without
flooding the column. The low-priority quality set points are not used whingp
the extra steady-state LP problem to obtain the remaining cafaditgcause set
point deviations are acceptable if the alternative is feed reduction. Inytientc
optimization part the constraints violations are handled by adding penalty terms to
the objective function.

The local MPC applications are built with experimental step response models
as described i\ske et al. (2005. The prediction horizon is 3 to 6 hours, which
is significantly longer than the closed-loop response time. The sample time in
the local MPC is set to 1 minute. From experience this is sufficiently fast ér th
distillation column applications and is the actual sample time used in the plant
today.

5.4.3 The design and implementation of the coordinator MPC

The objective function for the coordinator is to maximize the total plant feed,
-J =F = S K, which is the sum of the train feeds and the flows from the DPCU
(FEEDT300VWA + 21FC5288VWA + 21FC5334VWA + 21FR1005VWAhE
CVs and MVs for the coordinator MPC are:

» CV (high set point): Total feed flow to the plant (PLANT FEED).

* CVs (constraints): Remaining feed capadfyin columns, 10 in total (R-
ET100, R-PT100, R-BT100, R-BS100, R-STAB1, R-STAB2, R-B03R-
PT300, R-BT300, R-BS300)

e CV (constraint): T100 deethanizer sump level controller output (LC OUT
LET)

* MV: Feed train 100 (21FR1005VWA)

* MV: Feed train 300 (FEEDT300VWA)

e MV: Feed from DPCU to train 100 (21FC5334VWA)

e MV: Feed from DPCU to train 300 (21FC5288VWA)

* MV: Crossover flow from T100 to T300 (24FC5074VWA)

* MV: Stabilizers feed split (27FC3208VWA)
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These MVs correspond taf (coordinator degrees of freedom). The deetha-
nizer sump level controller output CV (gives the feed to PT100) is useuddiol a
emptying or overfilling up the sump level in ET100 when manipulating the cross-
over. The total plant feed has a high unreachable set point with lowitgridihe
remaining feed capacity low limits, and high and low limits of the level controller
output have high priority.

Note that each train has two feeds; one train feed and one from the dieiv po
control unit (DPCU). The two feeds have different compositions, aischtlakes it
possible for the coordinator to adjust the feed composition, and thus gulsad
to specific units. The two stabilizers are identical in the simulator, so the stabilizer
split (27FC3208VWA) will ensure equal load to the stabilizers. The doatdr
uses experimental step response models, obtained in the same way addoalthe
MPCs. The models were obtained at 80-95% of the maximum throughput, which
is typical for the current plant operation. The coordinator executitaissslower
than in the local MPCs to ensure robustness and is here chosen to be 3sminute
The prediction horizon is set to 20 hours.

The coordinator attempts to maximize the total feed rate while satisfying the
capacity constraints for the units. Since the capacity constraints are’/"fitaisd
necessary to introduce at steady-state a badktofensurdr > 0 also dynamically.
Tuning of the coordinator MPC is a trade-off between robustness andf&d)
variation on the one side and keeping the flows through the bottleneckglogise
maximum on the other side. The required backioffeeds to be obtained after
observing over some time the performance of coordinator MPC. In thestizdhg
the value ot is about 1-2% of the feed to the unit.

5.4.4 Results from the simulator case study

The coordinator MPC performance is illustrated with three different cases

1. Take the plant from unconstrained operation (with given feed ratepto-
mum throughput (at= 0 min)

2. Change in feed composition tat 360 min)
3. Change ina CV limitin a local MPC (&t= 600 min)

All three cases are common events at thar¥g plant. Feed composition
changes are the most frequent ones. The coordinator should albtelie handle
operator changes in the local MPCs as illustrated by changing a local CV limit.

The most important CVs in the coordinator MPC are displayed in Fi§ute
and the corresponding coordinator MVs are shown in Figuge CVs far from
their constraints are omitted. The vertical lines in the Figures indicate the time
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Component| Nominal [mol%] | Points change [%]
Ethane 37.3 -1.1
Propane 354 0.71

Iso-butane 5.64 5.6

N-butane 11.3 -0.34

Iso-pentane 1.79 0.09

N-pentane 1.79 0.10

Table 5.1: The feed composition change in the T100 fe¢d==360 minutes

where disturbances are introduced (Cases 2 and 3). The bacéroftlie capacity
constraints is indicated by dashed horizontal lines in FigudeFigure5.6 shows
the response of a local MPC application (BS100).

Case 1: Take the plant to maximum throughput

Initially, the plant is not operating at maximum throughput, and Figugshows
that all four feed rates are ramped up over the first hour. The cres$oamed
24FC5074VWA in Figures.5) is reduced to unload train 300 where BS300 is
close to its capacity limit even initially (the plant is not steady state-a0 min).
From Figure5.4, ET100 and the T300 stabilizers (Stabl and Stab2) impose a bot-
tleneck upstream of the crossover, whereas BS300 is a bottleneclktieam the
crossover, at least for some period. The remaining capacity in BS3@esats
lower limit of b= 1.6 t/h, and is actually just below zero for some time. Hence the
back offb is not sufficiently large to keep the remaining capacity just above zero
in this case. From FigurB.6, we see that the local MPC application for BS100
relaxes the quality set points because the column reaches the differeasislipe
high limit.

Case 2: Change in feed composition

A feed composition step change is introduced to the train 100 feed (whicimis su
of 21FR1005VWA and 21FC5335VWA). The composition change is ginéera-
ble5.1and occurs at time= 360 minutes, at the first vertical line in Figurgd,
5.5and5.6. The reduction in ethane content leads to an increase in the remaining
feed capacity in ET100, which is a bottleneck at that time, and the coordisator
increase the train feed. However, the increase in iso-butane contkresethe
remaining feed capacity in the further downstream butane splitter (BSd8@h
becomes a new bottleneck. The coordinator increases the crossoveketoiseaof
some remaining capacity in train 300.
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Figure 5.4: The most important CVs in the coordinator MPC (solid) with CV limits

(dotted)



122 Coordinator MPC for maximizing plant throughput

T100 T300
130
= = 540
=, = T N
g M S
g 3 520
0 110 S
S = 500
4 a)
LL 100 [T
— L
N LL 480
90
0 500 1000 0 500 1000
DPCU-T100 DPCU-T300
130 50
= =
= =
< 120 /f\,,\f < %0
= =
3 %
S 110 R 30
(92] (9N}
L0 Lo
O O
LL 100 LL 20
— —
N N
90 10
0 500 1000 0 500 1000
Crossover
60
=
= 50
<
=
>
X 40
(@]
L0
O
% 30
(9\) /
20
0 500 1000
minutes

Figure 5.5: MVs in the coordinator MPC. Vertical lines indicate new case.



5.4. Karstg gas processing case study

123

5
150f e
4 . 140
=) ><£
<= 52,130
02° =
c & Lo
=3 X5 120
S -8 L
0L [ N 2= 110
i =3
= %)
2 Y oM 100
90
1
0 500 1000 0 500 1000
5
53p
= o
S 3 —52
35 \‘/\m_ 2%
q) (=S
o— o= 51
_E e Eg j\\_/w—_
52 0 & 50
o =
= p B 49
T T T T T T 48 ““““““““““““““““““““
1
0 500 1000 0 500 1000
50
650
TT 45 ™\
2E £ “—
D= 600 35S 40
oo o=
£S oo
[}
03 So 35
>0 550 o
o
O 30
500 25
0 500 1000 0 500 1000
minutes

Figure 5.6: CVs, MVs and DV in BS100 MPC. Horizontal lines are set points

(dashed) and limits (dotted).



124 Coordinator MPC for maximizing plant throughput

Case 3: Change ina CV limitin a local MPC

The bottom quality high limitin BS100 is reduced at a time where BS100 is already
operating at its capacity limit, as can be seet=a600 minutes in Figuré.6. This
leads to a reduction in the remaining feed capacity in BS100 of about 2 t/h. The
coordinator MPC responds by increasing the crossover flow frond Td0300 in
addition to T100 feed reduction. The two butane splitters (BS100 and B&880
now the bottlenecks together with the stabilizers. As expected, the ovéeal ef

the stricter quality limit is reduction in the total plant feed. The reduction takes a
long time, however, because the bottleneck in the butane splitters is quiterfar fr
the plant feeds.

5.5 Discussion

The main assumption behind the proposed coordinator MPC $&8-(5.17)),

is that optimal operation corresponds to maximum throughput. This will always
be the case if the flow networlagyn) is linear because we then have a LP prob-
lem. However, as discussed in Sect®2, even a nonlinear network will have
maximum throughput as the optimal solution provided the product pricesikre s
ficiently high. Thus, the use of a linear flow network mod8éy,) in the coordi-
nator MPC is not a critical assumption. The coordinator identifies the maximum
throughput solution based on feedback about the remaining capacityiitdibiel-

ual units, and the main assumption for the network model is that the gains (from
feed rates to remaining capacities) have the right sign. Neverthelesedangts
work model, both static and dynamic, is desired because it improves the dynamic
performance of the coordinator MPC.

In this application, the remaining capacity is obtained for individual units.
However, in some cases, for example, reactor-recycle systems, it magttee
to considersystem bottleneakaused by the combination of several unAsKe et
al., 2007.

By using a decoupled strategy based on the remaining feed capacity in each
unit, the coordinator MPC exploits the already existing models in the local MPCs.
This leads to a much smaller modelling effort compared to alternative apg®ach
like RTO based on a detailed nonlinear model of the entire plant. The computation
time in the coordinator MPC is small, and facilitates fast corrections of distur-
bances, model errors and transient dynamics. The coordinator MBQiedly
solves the DRTO problem with acceptable accuracy and execution fregue

An alternative coordinator MPC strategy would be to combine all the local
MPCs into one large combined MPC application including the throughput ma-
nipulators. However, for a complete plant the application will be over-caxnple
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leading to challenging modelling and maintenance. The improvement by using a
combined approach compared to our simple coordinator MPC is expected to be
minor since the set points to the MPC are not coordinated. Set point caticdin
would require a nonlinear model for the entire plant, for example, RTO.

A back off from the maximum throughput in the units is necessary due to
unmeasured disturbances and long process response times. Thdflautd
be selected according to the control performance and acceptableaiangiola-
tions. In general, the back off can be reduced by improving the dynariorie
model and including more plant information to allow for feed-forward cdntro
For example, feed composition changes could be included in the coordhator
to improve performance. Due to the lack of fast and explicit feed composition
measurements in the plant, feed composition changes are treated as uetheasur
disturbances in the simulations in the current concept. However, the moree
be extended by using intermediate flow measurements as indicator for fapd-co
sition changes. Therefore, the use of alternative model structuresithgimplify
and propagate model corrections from intermediate flow measurementd bleou
evaluated.

The most effective way of reducing the back off is to introduce throughp
manipulators that are located closer to the bottlenecks. This reduces tmidyn
response time and gives tighter control of the flow through the bottlenadkel
case study, the crossover flow introduces a throughput manipulator imithe
dle of the plant, which improves the throughput control of the units dowaistre
the crossover. It is also possible to include additional dynamic throughput ma
nipulators that make use of the dynamic buffer capacity in the various urdts an
intermediate tanks in the network.

The coordinator requires that the local MPC are well tuned and work Vell.
the local MPC is not well tuned, a larger back off is needed to avoid ainstr
violation in the coordinator MPC. In the case study, the BS300 MPC should be
retuned to give less oscillation at high throughputs.

The term "coordinator” is used by authoidefikatet al. andChenget al) to
describe coordination of multiple MPCs where the coordinator is at the lbegka
and generates set points to the local MPCs. In this work the term "cotodins
used in the meaning of coordinating the flow through the plant, and the caerdin
tor at the same level in the control hierarchy as the local MPCs (see FBdl)re
However, the tuning is assumed to be done sequentially, with the local MRs be
closed before obtaining the flow network model and tuning the coordina®.M



126 Coordinator MPC for maximizing plant throughput

5.6 Conclusion

In many cases, optimal operation is the same as maximum throughput. In terms of
realizing maximum throughput there are two issues, first identifying bottiégec

and second, implementing maximum flow at the bottleneck(s). The first issue is
solved by using the models and constraints from the local unit MPC applisdation
obtain an estimate of the remaining feed capacity of each unit. The secoadsissu
solved using a standard MPC framework with a simple linear flow network model.
The overall solution is a coordinator MPC that manipulates on plant featdls an
crossovers to maximize throughput. The coordinator MPC has been tested o
dynamic simulator for parts of thedsta gas plant, and it performs well for the
simulated challenges.



Chapter 6

Industrial implementation of a
coordinator MPC for maximizing
throughput at a large-scale gas
plant

Based on a paper submitted to International Symposium on Advancew(Cafn
Chemical Processes, July 2009, Istanbul, Turkey.

A coordinator MPC has been earlier proposed as a way to ingiem
maximum throughputAske et al., 2008. The coordinator manipulates
feed rates, crossovers and flow splits that affect the flonsuthh the
units, but which are not used as degrees of freedom by theNiR&s
on the individual units. In this paper, an industrial impkmtation of a
coordinator MPC at the large-scal@i$ta gas plant is described, includ-
ing design, modelling and tuning. The local MPC applicatiestimate
the remaining capacity of each unit. Although not fully irplented,
the coordinator MPC is found to be a promising tool for impéaing
maximum throughput.

6.1 Introduction

In this paper, we describe an actual industrial implementation of the method for
maximum throughput proposed earlier Agke et al. (2008. The application is

the Karstg gas processing plant, which plays a key role in the transport atd tre
ment of gas and condensate from the Norwegian continental shelf. rodaqts

from the plant are dry gas, which is exported in pipelines, and natusdiggads
(NGL) and condensate, which are exported by ships. The planvescach gas
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and unstabilized condensate through pipelines from more than 30 prgdigtifs.

This set high demands, not only to the plant efficiency and its regularitg|soito

the plant throughput. Limited gas plant processing capacity means that moee

fields must reduce production or even shut down. Therefore, it is ipothat

the Karstg plant does not become a “bottleneck” in the Norwegian gas transpor
system. The Rirsta plant has no recycles or reactors, but it has several indagtend
feeds and parallel flows that make it possible to have multiple bottlenecks at the
same time. In addition, the bottlenecks may move due to disturbances. The coor-
dination problem of maximizing the throughput is thus a challenging multivariable
problem.

The overall feed rate (or more generally the throughput) affects all e
plant. For this reason, the throughput is usually not used as a degreeadm for
control of any individual unit, but is instead left as an “unused” degriefreedom
(u®) to be set at the plant-wide level.

The throughput at the &sta plant is presently set by the operators who ma-
nipulate the feed valves to satisfy orders from the gas transport systarafed
by another company). The orders may be given as pipeline prestegdg,ates
and export gas rates, which may change on an hourly basis. The wbjetthis
work is to coordinate the throughput manipulatar® o achieve economic opti-
mal operation.

In general, to optimize the economic operation of a plant, one may use real-
time optimization (RTO), normally based on (rigorous) steady-state models. Stan-
dard RTO methods require the plant to be close to steady state beforaniego
a reoptimization based on data reconciliation or parameter estimdianirf and
Hrymak 1997. However, many plants are rarely at steady state or important eco-
nomic disturbances occur more frequent than the controlled plant respiomes.

At least in theory, it is then more suitable to use dynamic optimization with a
non-linear model, which may be realized using dynamic RTO (DRTO) or non-
linear model predictive controller (MPC) with an economic objective, Ergell
(2007); Kadamet al. (2003; Backxet al. (2000; Strand(1991.

In this study, a different approach is used. We assume that optimal mtno
operation is the same as maximizing plant throughput, subject to achieviitgdeas
operation (satisfying operational constraints in all units) with the availakeléste
This corresponds to a constrained operation mode with maximum flow through
the bottleneck(s). At maximum throughput, all throughput manipulatdisafe
used to satisfy active constraints (bottleneck). Thus a nonlinear motted ehtire
plant is not needed, and instead linear MPC may be usski(et al., 2008. One
option is to combine all the MPCs in the plant into a single application. However,
here we choose to decompose the problem by keeping the local MPC &ppkca
and introducing a coordinator MP@gke et al,, 2008 to maximize throughput.
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Figure 6.1: Plant decomposition by coordinator MPC. The local MPC apiglica
usesu' to control the local targetg, whereas the coordinator uses the throughput
manipulators© = TPMs) to control the remaining capacity & R) in the units.

The coordinator uses the remaining degrees of freedSjnd maximize the flow
through the network subject to satisfying given constraints. The remaieiqges

of freedom () include feed rates, feed splits and crossovers. The constraints are
the feasible remaining capacities of the individual unig £ 0). The feasible
remaining capacityr is how much more feed unit can receive while operating
within its constraints. For most unitB is not a quantity that can be measured,
because it depends on the operation of the unit. For example, the capagibema
increased by producing less pure products. A key idea in the appod@dke et

al. (2008 is to use the local MPC to estimaRg. By estimatingRy for each unit,

the plant-wide control problem is decomposed. The main advantage ahgeeo
sition is that the application becomes smaller in size and hence easier to undlersta
and maintain. The plant decomposition is illustrated in Figlide

All MPC applications at the Krstg plant use the in-house SEPTIEchnol-
ogy (Strand and Sagl2003. SEPTIC minimizes a quadratic objective function
using linear models and constraints and handles relaxation of the constiaiets
though SEPTIC is capable of using non-linear models, linear SISO stepnss
models are used in all applications described here.

This paper considers about half of thé@rdste gas processing plant. The ap-
plication presently includes 12 distillation columns, 2 compressor stagesd4 fee
valves and 2 crossovers (splits). The main reason for not includingitire plant
is that local MPC applications are yet not implemented on all units.

This paper is organized as follows. The local MPC controllers for the indi-
vidual units are discussed briefly in Secti®r2 The local MPCs adjust the local
degrees of freedomul) such that the operation is locally feasible. However, local

*Statoil Estimation andPredictionTool for | dentification andControl
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feasibility requires that the feed rate to the Ll?iiﬁs below its maximum capacity,

Ft mawe @Nd one of the tasks of the plant-wide coordinator is to make sure that this
is satisfied Rq = F o — F¢ > 0). The maximum capacity for a unf, .,) may
change depending on disturbances (e.g. feed composition) and néedsgitdated
continuously. A key idea of this work is to use the already existing models in the
local MPCs to estimatg} ..., and is discussed in Sectiér8. Sectiorb.4discusses

the coordinator MPC, including control design choices, model developriuem

ing issues and test runs. Experience from the implementation atatretg<site is
summarized in Sectiof.5. All the time series displayed in this paper are from
closed-loop operation of the coordinator MPC at thd€e plant. The experience
with the coordinator MPC is so far limited, but it seems to be a promising tool for
implementing maximum throughput (Sectiére).

6.2 Local MPC applications

Presently, all the local MPC applications for the coordinator are on twdymt
distillation columns. A short description of these applications is given below.

The main control objective for each distillation column is to control the qual-
ity of the distillate- D) and bottomsB) products. In addition, the column must
be kept under surveillance to avoid overloading, which is an importang i&su
maximizing throughput. Column differential pressuf#) is used as an indicator
of flooding (Kister, 1990, but so far the differential pressure is controlled for only
a few of the columns. The LV-configuration is used for the distillation columns,
which means that refluik and boilupv remain as degrees of freedom after closing
the level loops usin@ andB. In addition, column temperature is controlled using
boilupV in the regulatory control layer.

The local MPCs are configured with the following controlled variables (CVs
manipulated variables (MVs) and disturbance variables (DVSs):

CV (set point + max constraint): Impurity of heavy key component iD.
CV (set point + max constraint): Impurity of light key component ifB.
CV (max constraint): Column differential pressuré\f).

MV: Reflux flow rate set point.).

MV: Tray temperature set pointd).

DV: Column feed flow.

These MVs correspond to the local degrees of freeddjrad the CVs corre-
spond to the local outputg'}), see Figuré.1 Some of the columns have additional
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CV constraints, like valve opening, temperatures and levels. One colunmamhas
additional MV and some columns have additional DVs, but in principle, all the
columns have the same control configuration.

The product qualities are given by the mole fraction of the key component ra
tios and a logarithmic transformation is used to linearize over the operatingiregio
(Skogestad1997). The high limits on the product impurities follow from the sales
specifications and the differential pressure high limit is set to avoid flooding

The local MPC problems are solved at each sample time using a standard two-
step approach, where first a steady-state problem is solved with dohstlax-
ation until the predicted final steady state is feasible, and then the “stdrjard
namic MPC problem is solved with the possibly recalculated (reachabledises p
and constraints. The priority order for solving the steady-state feasibiltylegm
in the local MPC Gtrand and SaglR003 is:

1. High limit differential pressure
2. Impurity limits
3. Impurity set points

This priority hierarchy may lead to a relaxation of the impurity set points (and in
worst case the limits) to avoid exceeding the differential pressure high limit. By
using relaxation, the column can handle the given feed rate without flodlakéng
column, but note that the exceeding the limits may result in an unsellable product.
In the dynamic optimization part, constraints are handled by adding penalty terms
to the objective function.

The local MPC applications are based on experimental step responsésmode
as described in Appendi&. The prediction horizon is 3 to 6 hours, which is
longer than the closed-loop response time. The sample time is 1 minute, which is
sufficiently fast for the distillation column applications.

6.3 Estimate of remaining capacity

In this section, the procedure used by the local MPCs for estimating the riegain
capacity in each unitRy) is explained.

The remaining capacity for uriitis the difference between the current fe‘éd
and the feasible maximum fe&y, .,

Re = Rimax— Fx (6.1)

The feed to the local unk} is assumed to be a DV in the local MPC application.
The maximum feed to the urlitis then easily obtained by solving an additional
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steady-state LP-problem:
Fkl.max: max I:kl (6.2)
T UA

subject to the present initial state, linear model equations and constradet$nus
the local MPC. HereJL is the vector of manipulated variables in the local MPCs,
and at the optimal solutioR,, .., all these degrees of freedom) are used to
satisfy constraints (feasibility limit). Note thEﬂ max IS Calculated using the end
predictions (steady-state model) for the variables. This is to include bathvipas
moves and disturbances and future MV moves for the local MPC. This ailyire
assumes that the closed-loop response time for the local MPC is fasteottihe f
coordinator. The algorithm included in the MPC software uses a Simplex method
to solve the LP problem.

Note thatF} .. can change due to updated measurements, disturbances (e.g.
feed compositions changes), changes in the constraints and modedsiftrag is,
the steady-state gain in the models) in the local MPCs. The current feedunithe
(Fll) is measured, either by a flow transmitter or by a level controller outputdvalv
opening) if a flow transmitter is not available.

The accuracy of the estimated remaining capacity depends on:

» The validity of the models used in the local application. The algorithm uses
the end prediction; hence, the steady-state gain in the models is important.

» The appropriate use of gain scheduling for CV-MV pairs with largetinen
earities, in particular, for distillation column flooding indicators (differential
pressure). Here “gain scheduling” means that the model gain is updated
(scaled) based on the current operation point. Gain scheduling oredife
tial pressure is included for some columns.

» The CV constraints must reflect the true operational limits and the MV con-
straints must be reasonable.

Let us explain the first two points in more detail. An incorrect steady-state ga
leads to a poor estimate of the remaining capacity (controlled variable) and be-
cause the coordinator MPC has slow dynamics, it will take a long time before the
feedback can correct for the error. A too high remaining capacity esti(taie
small steady-state gain) lead to a oscillating behavior because of the logg toela
the flow network. In such cases, detuning may be necessary (high raoa#ypon
MVSs) to avoid amplifying the oscillations. Another issue is that the operators will
not trust the remaining capacity estimates if the estimates are far away compared
to their own experience.

Ideally, the calculation of remaining capacity uses directly the model and con-
straints used in the existing local MPC. However, in some cases “artificiaii-(n
physical) constrains are added for tuning reasons in the local MPCshard
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should not be included. For example, in the demethanizer MPC application there
is a temperature constraint in the column mid-section (high limit) with the same
priority as the CQ content in distillate (high limit). Here, only the G@ontent
should be a limiting factor on the feed rate. The temperature high limit is in-
cluded to obtain better boiler distribution in the column and should not limit the
throughput. In this case we choose to replace the “artificial” constraintsawith
wider constraint, since our version of the LP algorithm does not hanidieatson

of constraints and may risk infeasibility. Another option would be to omit the con-
strained variable from the remaining capacity calculation, but for the temperatu
variable mentioned above, it has a low limit that must be considered in theityapac
calculation and the variable must therefore be included.

For distillation columns that frequently operate close to their capacity limit,
the estimated capacity is generally good. For these units we have more experi-
ence in the actual operation range, and the models in the local MPC applécation
are typically obtained in this range. For some columns, the differentialyness
is included in the remaining capacity calculation, and for these columns, the es-
timate of remaining capacity is better. Another issue is that the estimate uses the
CV constraints and not the CV set points. For a distillation column, the distillate
and bottoms quality constraints are used instead of the CV set points beedause
point deviations are acceptable if the alternative is feed reduction. Tlis tean
estimated capacity that is larger than expected by the operators.

For units with several feeds, the LP optimization will maximize the feed with
the smallest steady-state gain (smallest predicted effect on capacitypasttbe
other feeds will go to zero. However, some feeds cannot be set tolrrause
they are outlet from an upstream unit with no possibility for routing it elseehe
In this case, the LP optimization is set to maximize the feed from the flow line the
unit must process and the other feeds are held constant in the optimization.

The estimation of remaining capacity described above is given for distilla-
tion columns. However, compressors are also included in the applicatioat but
present, there are no MPC applications implemented on these. To estimate the re-
maining capacity of the compressors one option could be to consider trenperc
load (given by the speed). However, it may not always be possibleth rE00%
load due to other constraints, for instance the turbine exhaust gas téeunpefi@
consider several constraints, we therefore use “dummy” MPC applicatidtis
only CVs and DVs and models between them to estimate the remaining capacity
for the compressors.

The use of the local MPCs to estimate the remaining capacity decomposes the
control problem to a large extent, and the coordinator MPC has a “rab&dn
size, even though if it is a plantwide controller. At present, the estimate islbase
on experimental models. However, rigorous models for local units canbalso
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used to predict the remaining capacity. This is attractive for units whereriexp
mental modelling is difficult, for example, due to nonlinearities. This illustrates
the flexibility with this decomposition where the best available model can be used
to predict the remaining capacity.

6.4 Coordinator MPC

In this section the objective, variables, modelling and tuning of the coordina-
tor MPC is described. Note that the coordinator MPC coordinates the rietwor
flows and not the local MPC applications. Its main objective is to maximize plant
throughput subject to achieving feasible operation.

6.4.1 Objective, variables and constraints

The Karstg plant is shown in Figu2where most of the CVs, MVs and DVs for
the coordinator MPC are indicated. The coordinator MPC maximizes sum of the
total plant feed which is the sum of the feeds to train 100 (T100), train 220OQ),

train 300 (T300), train 400 (T400) and the dew point control unit (DRP.Clthe
application consists of:

* 6 MVs: 4 feed rates, 1 crossover, 1 feed split.

» 22 CVs: Remaining capacity of 12 distillation columns and 2 compressors
steps, 7 other constraints plus the main objective: total plant feed with a
high, unreachable set point with lower priority.

e 7 DVs: 3 feed rates, 2 feed compositions, 1 crossover, 1 feed split.

The MVs (throughput manipulators) are the feed rates, a crossotweede
parallel trains (from T100 to T300) and a feed split to T300. Other thipug
manipulators that affect the CVs in the sub-application are included asl2r,
if the coordinator MPC is extended to the whole plant, most of these DVs will
become MVs. The feed compositions (DVs) reflects the gas/liquid split, and de
termine the split between gas flow to the compressors and liquid flow to the frac-
tionation and are estimated from flow- and temperature measurements.

The CVs are the remaining capacities of the units, in total 2 compressor stages
and 12 distillation columns. Even though there are three compressor$iatage,
the remaining capacity of each stage is used as a CV, because local bantties
the distribution between parallel compressors (equal distance to the gsopre
control line). The “other” 7 CV constraints are related to the use of M\, iff)
levels constraints to avoid filling or emptying of buffer tanks and sump volumes,
pressure constraints in the pipelines and pressure controller outputs.
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Each variable (CV, MV and DV) belongs to one or more sub-groups tiidiev
deactivated if one critical variable in the sub-group is deactivated. Btarne, if
a local MPC application is turned off, the corresponding remaining cap@vitis
deactivated, and this critical variable suspends the whole sub-grougsiBg this
condition-based logic, the coordinator MPC can operate even if parte qiamt
are not running or not available for throughput maximization. For thedinator
MPC, each MV defines a sub-group with corresponding CVs as members.

The CV “total plant feed” is the sum of the plant feeds and is given by

TOTALFEED = 20FC1001A+ 20FC2001A+ 27FC3108
+ 27FC3208+ 21FC4125A+ 21FCA4225A+ 21FC5219  (6.3)

where the variables are marked in Fig@2 In general, the feeds could have
different weighting, but at present, their weights are equal. Of the 28 CNkly
the total plant feed is set point controlled; the other CVs are constrairtte. T
objective function in the SEPTIC MPC algorithm is quadratic, while the objectiv
function for the the maximum throughput problem is linear

J= —TOTALFEED (6.4)

To obtain a quadratic objective function that fits directly into our quadrati€CMP
algorithm, we have used the common trick of introducing a quadratic set point
deviation term with a high and unreachable set point TOTALFE®[h a lower
priority than the capacity constraints= (TOTALFEEDs — TOTALFEED)?. (Of
course, the actual case function used by the coordinator MPC has adtiitaons
and weights). The first step of the coordinator MPC solution will then résualt
recalculated (reachable) set point for the total feed.

The MV feeds have ideal values (V) for dynamic reasons that areiskscl
in Section6.4.3 The crossover has an ideal value to keep its flow in the middle
of the operation range when constraints do not determine the crossmwveifie
detailed control structure including priorities (CV limits, CV set points and MV
ideal values) and groupings is summarized in T&ble

The decompoaosition requires that the coordinator receives three variate
each of the 12 local MPC applications:

 Estimated remaining capacity (value)
» Quality of the remaining capacity value (good/bad)
« Status of the local MPC (on/off)

If the estimated remaining capacity has a bad value, that is, the LP formulation is
not feasible, then the status of the remaining capacity CV is set to ERROR and
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MVs
Name Description Priority Sub-group
20FC1001A Feed T100 3 1*
24FC5074 Crossover T100 to T300 4 2*
27FC3108 Feed Stabilizer 1 T300 3 3*
27FC3208 Feed Stabilizer 2 T300 3 4*
21FC5219 Feed DPCU (T500) 3 5*
21FC5288 From DPCU to T300 3 6*
CVs
Name Description Priority Sub-group
RemCapMT100 R demethanizer T100 1 1* 2
RemCapET100 R deethanizer T100 1 1*x 2 5% 6*
RemCapPT100 R depropanizer T100 1 1* 2% 5%  6*
RemCapBT100 R debutanizer T100 1 1x 2 5*  6*
RemCapBS100 R butane splitter T100 1 1x 2% 5%  6*
RemCapSTB1 R stabilizer 1 T300 1 3* 5 6
RemCapSTB2 R stabilizer 2 T300 1 4% 5 6
RemCapET300 R deethanizer T300 1 3* 4 5 6*
RemCapPT300 R depropanizer T300 1 2 3 4 5 6*
RemCapBT300 R debutanizer T300 1 2* 3* 4 5 6*
RemCapBS300 R butane splitter T300 1 2 3 4 5 6*
RemCapDPCU RDPCU 1 5
RemCapSTPSGC| R Statpipe sales gas compressors 1 1* 2
RemCapSTPCC | R Statpipe booster compressors 1 1* 2
15P10039 Pressure Statpipe 1 1*
15PCO0002VYA Pressure control output Statpipe 1 1*
24LC1001VYA Sump level output deethanizer T10Q 1 1 2 5
36L13054 Level buffer volume 1 1 3* 4 6*
36L13914 Level buffer volume 2 1 3* 4 6*
15P12025 Pressuref\sgard pipe 1 5*
15P12028VYA Pressure control outplétsgard pipe 1 5*
TOTALFEED Total plant feed 2 1 3 4 5
DVs
Name Description Sub-group
FEEDCOMPT100| Feed composition T100 1 2 5
FEEDCOMPT200| Feed composition T200 1 2 5
20FC2001A Feed T200 1 2 5
24FC5071 Crossover T200 to T300 2 3 4 5
21FC5334DEV From DPCU to T100 1 2 5 6
21FC4125A Feed T410 5
21FC4225A Feed T420 5
Table 6.1: MVs, CVs and DVs in coordinator MPC with its 6 subgroups. ti-Cr

cal variable for the sub-group.
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the corresponding MVs, given by the sub-grouping in the coordinaterthen
suspended. If a local MPC application is deactivated, then the unit rergaiain
pacity CV is set to OFF in the coordinator and the sub-group in the coordinato
is suspended. The coordinator still runs, but the MVs in the sub-graupeac-
tivated. This is done because we require that the local MPC applicatiotive ac
before the coordinator can operate.

6.4.2 Dynamic modelling for the coordinator MPC

The model for the coordinator MPC is a linear dynamic model for the flowsigiro

the plant network with the local MPC applications in service. The current im-
plementation of the coordinator uses individual (SISO) step responselsnad

more precisely a single-input multiple-output representation of a multi-input multi-
output system. The advantage with SISO models is that it is easy to adjust the
models independently for input-output pairs. However, SISO models impty tha
the structure of the model is lost and, for instance, disturbances mayamm-p

gate as they would in a state-space model. The loss of structure leads to some
additional work around the DPCU. The feed to the DPCU is an MV, and fham
DPCU there are three liquid streams, where two are DVs and one is a MV in the
coordinator. The two DVs need to be corrected for the changes caygbd two

MVs, to avoid modelling the same effect twice. This is done by let the two DVs be
the difference between measured and modelled response instead of theenea
ment directly. In other words the changes in the DVs caused by the two MVs a
“subtracted”.

The models are obtained from step tests and historical plant data. Theg-stead
state gains found from step-tests are verified by calculating the gainstypioagl
feed compositions.

The sampling time for the coordinator MPC is 3 minutes. The prediction and
control horizon are set to 6 hours, whereas the longest responselsmredch
steady state at approximately 4.5 hours.

6.4.3 Tuning the coordinator MPC

The tuning of the coordinator MPC is a trade-off between robustnessigne.g.

feed) variations on one side and keeping the flows through the bottledeslksto

their maximum on the other side. The coordinator MPC was gradually operating
in closed-loop and tuned in several tests in February 2008.
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Figure 6.3: From test run 05 Feb. 2008: why IV is needed on MV fetbraMV
and CV values (solid), high and low limits (dashed) and ideal values (dotted)

MV tuning

From the early tests, it became clear that the trick of using a CV of total madt f
with a high, unreachable set point to maximize throughput, requires ideais/an
the MV plant feeds to obtain satisfactory dynamic performance. This is iltestra
from a plant test using two MVs and a CV in Fig8e3. The buffer tank level CV
(Figure6.3(a) is predicted to reach its low limit (prediction not shown here), and
the recalculated (reachable) set point for the CV total plant feed is ¢ueiced. To
reach the new recalculated set point for CV total plant faidylVs that constitute
the CV total plant feed (see Equatidhd)) are reduced dynamically (two of them
shown in Figure$.3(c)and6.3(b)), even though only the latter affects the buffer
tank level. This leads to the “jagged” use of the MV$ at215 min (marked with
a circle). In this case, only the MVs that effects the CV that meets its corstrain
should be used to reach the recalculated set point for CV total plant fE@d.
is solved by introducing ideal values on the MV plant feeds. The dottditakr
line in the MV plots indicates the time where ideal values are turned on and then
the MV Feed T100 are increased up to its high limit. The reduction in MV Feed
T100 at around = 270 min is due to another constraint not shown here. The ideal
values that are added to the MV plant feeds are high and unreachabke lvitier
priority than the total plant feed set point and have a low penalty on thetagvia
from the ideal value.

When ideal values (IV) for the MVs are introduced, the rate of changartis
the ideal value is specified to obtain ramping rate independent of the penalty o
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the deviation from ideal valuesfrand and SaglR003. The ideal ramping rate is
set to typical 500-750 kg/h. Maximum increase and decrease of the M¥cht
sample is chosen based on typically rate changes operators choose to inmpleme

CV tuning

The most important tuning variables for the CVs are the penalties on constrain
violation (see Appendird) used in the dynamic step of the MPC algorithm. The
constraint violation is “balanced” by using penalties on MV moves to obtait-a sa
isfactory dynamic behavior when CV constraints are violated. Even thaugji
constraint is violated, the use of MVs should not be too aggressive id awe
necessary throughput variations. Importantly, the CV constraints ar@bsolute
because back off is included to handle disturbances and imperfecbc@yecif-
ically, the lower value of the remaining capacities is not set to zero, butrriatize
positive back off valueRL > back off, > 0. The value of the back off is a tuning
parameter decided by disturbance handling and model accuracy.

The coordinator MPC has four integrating CVs; two buffer volumes (I¢vels
and two pipelines pressures. For an integrator, the horizon length is @ toain
rameter. To see this, consider an increase in feed rate that draws narfetios:
controlled volume, hence the derivative to the integrating CV is negativee Th
maximum allowed change in level (CV) or slope (the derivative) is givemhily
current distance to the level constraint divided by the horizon lengthhokter
horizon length will give a larger slope and allow for larger feed rate ghanThe
integrating variables have a prediction horizon of 3 hours, which is haffreaic-
tion length to the other variables. The prediction horizon is shortened &edau
is likely that disturbances occur within the 6-hour period that counteraeigvel
change.

6.5 Experience from implementation

Some experiences from the implementation at tixesks site are summarized in
this Section.

6.5.1 Estimate of remaining capacity

To estimate the remaining capacity in each unit, the corresponding local MPC
application requires, in general, acceptable product quality control wsthine
operational constraints. One observation is that when a large disterbanars,
the predicted steady-state values may violate their limits and, if this violation is
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sufficiently large, the LP optimization does not find a feasible solution andsthe e
timate of maximum capacity:ﬁ.’max) fails. The end prediction values are in such
cases often not reasonable because the MPC application assumes thstuthe
bances will maintain constant (possible reduced with a low-pass filter)ghoau
the prediction horizon, which is rarely the case.

We have observed oscillations in the estimated capacity with periods of 1-2
hours. These variations are challenging because this corresponds dmsled-
loop time constant of the coordinator; hence, these variations cannetibeed
by signal filtering. The variations in the estimated capacities usually arise due to
model errors from the feed to the unit (DV). A systematic evaluation of thex-inf
ential models (estimators of product quality) and models in the local MPC appli-
cations is necessary to obtain satisfactory performance of the coomdMRIO.
Since some of the local MPC applications were commissioned several ygars a
a validation of the models was found necessary.

To improve the estimation of remaining capacity, several approacheseate us

» With a known, measured, short-time disturbance: The maximum capacity
(F} o is held constant during the period of the disturbance. For example,
this is used for the disturbances that occur at each dryer exchange.

« For each unit, a minimum value of the maximum capachy,{,) is in-
cluded. ’

» CV constraints included in the local MPCs that should not limit the through-
put were replaced with wider constraints. This applies to “non-physical”
constraint that may have been added in the MPC for tuning reasons.

« Gain scheduling is included for some differential pressure models.

During implementation and test-runs of the coordinator MPC, the local MPC
applications were followed up closely and some changes were made. dingesh
include updating inferential models, updating response models and adgling n
models in the local applications (mostly for differential pressures).

The main structural weakness in the estimation of remaining capacity is that
the LP solver may “give up” to find a solution because there is no possibility fo
relaxation of constraints. When the LP solver does not find a solutionuing
a “bad quality” value to the coordinator and its variable subgroup is turffedt o
would be preferable that the coordinator finds the best possible solusitgathof
“giving up”. This can be realized with a LP solver that includes relaxatioihe
constraints. This improvement of the LP algorithm is planned to be included in the
future.
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6.5.2 Experience with the coordinator MPC

A test run of the coordinator MPC from 07 Feb. 2008 is displayed in Figute
The coordinator is turned on &= 18 min and the coordinator starts to increase
the feed to T100 (Figuré.4(a) until the pipeline pressure in Statpipe reaches
its low constraint (Figuré.4(b). During this start-up period, the crossover flow
ramps towards its ideal value (FigwBel(c). The remaining capacity in the butane
splitter T100 reaches its low constraint (Figérd(d) and the crossover increases
again to avoid reduction in the throughput. However, the use of the a@sso
is “aggressive” and actually generates oscillations in the downstreamniama
capacities because of the delays in the flow network if the model gain wasnoo lo
To avoid this, the model gain was almost doubled ardua®50 minutes and the
crossover is now able to control the remaining capacity towards its low edmistr

The accuracy of the estimate of remaining capacity for demethanizer T100
(Figure6.4(e) was poor. This column has operation problems like gas flooding
(that occurs at different differential pressures), and large duynges in side boil-
ers because of large shift in the column temperature profile. In this test, el mo
gain from column feed to differential pressure was increaseéd-a820 minutes,
and the new value seems to give a more correct estimate of the remainingycapac
for the column. Note that the remaining capacity of the demethanizer T100 be-
came close to zero at abdut 330 min. To avoid this, the lower constraint value
(back off) was increased ait= 500 min.

A key idea with the coordinator MPC is that the coordinator should maintain
maximum throughput in spite of feed composition changes. Feed composition
changes are important disturbances and affect the remaining capacigyuniti.

The feed composition in the Statpipe (T100) (Figaré(f)) is rather stable until

t = 580 min when the feed becomes significantly heavier and thereafterat
610 min) significantly lighter. In this case, the coordinator uses the cressov
(Figure 6.4(c) and the T100 feed rate (Figuf4(a) to control the remaining
capacity for the butane splitter T100 (Fig@(d) at its constraint.

In another test run of the coordinator MPC (08 Feb. 2008), one of tlee th
booster compressors was not running due to maintenance, so the capaby
booster compressor was a bottleneck. During the test period, the fegubsition
became slightly lighter (increased gas content) and this change was langghen
to affect the capacity of the booster compressors. The back off in tbstdro
compressors was reduced to be able to maintain the production with higher gas
content in the feed. Running the compressors at this high load is possibis, b
not recommended over longer periods.

The guidelines from the gas pipeline network manager are typically given as
“reduce the feed 40 t/h to keep the pipeline pressure above 134 baweudq
while testing the coordinator it became clear that these two values do noidinc
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For the gas pipeline network operation, it is the pressure profile in the pgpelin
which is most important, but for the gas plant operators it easier to relate to the
feed flows. With the coordinator MPC, it is possible to specify a low limit on the
pipeline pressure, and let the feed to the plant be given by the pipelissupe(if

the plant itself is not limiting the feed).

When in closed loop, the coordinator MPC manipulates directly on the plant
production. This directly involves the shift manager d@rtg and also close co-
operation with the manager at the gas pipeline (which is operated by another ¢
pany) is necessary. The plant is operated by three control pan@s|ese dialog
between the operator personnel and the shift manager is crucial.

The operators are familiar with the MPC interface from several yearsoafre
ence with local MPC applications. This is a big advantage because theratord
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MPC has the same interface and operates in the same manner, so it is easier to
get operator acceptance. However, the coordinator MPC introdutresnaway
of thinking” for both operators and shift managers. The coordinatavdiuires the
back off constraint as a new handle, in addition to pressure pipelindraons,
instead of the feed valves.

Using an in-house MPC tool has the advantage of allowing for quick and ap
propriate software changes, which has been very useful, for exaimgleanging
the algorithm for estimate remaining capacity. In addition, the use of owniperso
nel, from the research center and the plant site, keeps the knowledde thigh
company. A successful implementation also requires that the project gmisypr
by the managers, especially since this application is plant-wide and involveés mos
of the control room operators.

6.6 Conclusion

A coordinator MPC to maximize production is currently under implementation on
a large-scale gas plant. Thestg gas plant is an important part of the Norwegian
gas transport system and the plant should process as much as possiabédto
being a bottleneck in the gas transport network. There are frequangeh in feed
composition, pipeline pressures and other disturbances which requyreaait
model for optimization, and a coordinator MPC was earlier proposed ay éowa
implement maximum throughpufékeet al., 2008.

A key factor in the implementation is the estimate of the remaining cap@gity
for each unit, which tells how much more feed ukitan receive while operating
within its constraints. The remaining capacity for each unit is estimated by the
local MPC applications and is treated as CVs in the coordinator MPC. This de-
composition leads to a plantwide application with “reasonable” size. The &irst p
of the implementation includes about half of the plant and has 22 CVs, 6 M¥s an
7 DVs. A future coordinator that includes the whole plant will have aboigegw
as many CVs and MVs. The coordinator MPC is built with SISO step response
models, similar to the local MPC applications.

There are some pitfalls in estimating the remaining capacity. The estimate re-
lies on the accuracy of the steady-state models in the local MPC applicatien, cor
rect and reasonable CV and MV constraints and the use of gain schgtiutiope
with larger nonlinearities. We have found that it is crucial to inspect the mode
and tuning of the local applications in a systematic manner. The estimate of the re-
maining capacity was found to be reasonable for the distillation columns wheere th
differential pressure is included as a CV and the flooding point is appeigly
known.

Although the experience with the actual implementation of the coordinator
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MPC is limited, it is nevertheless clear that this is a promising tool for implement-
ing maximum throughput at thedstg gas plant. The implementation leads to
more focus among operating personnel on the capacity of each unitlzechine
clearer that several units were operating far from their constrainegddition, the
coordinator provides a plant-wide perspective which is required togplppdjust

the plant- and crossover flows.

6.7 Acknowledgment

The implementation at the &sta gas plant was performed together with Kjetil
Meyer, Roar Sgrensen, shift managers and operating personhelStatpipe and
Sleipner panels. All are gratefully acknowledged. The plant operadss€» and
technical services provider StatoilHydro is acknowledged for plant data



Chapter 7

Conclusions and directions for
further work

7.1 Conclusions

This thesis has discussed plantwide control configuration with focus omaixe
imum throughput case. In the general case, an important task for thigviglan
control system, if not the most important, is to maintain the plant mass balances.
The proposedelf-consistency rulen Chapter 2 fills this lack of a general rule

that applies to all cases. It may be regarded as an obvious rule, bternsfofgot-

ten in a plantwide perspective.We believe the self-consistency rule statesisise
balances in a clear manner and will be very useful for students ancnasys in

the field.

In Chapter 3 we have shown that “maximum throughput” is an optimal eco-
nomic operation policy in many cases. This occurs when product prieesués
ficiently high and feed is available and the throughpus a degree of freedom.
Optimal economic operation then corresponds to maximizing the throudghput
subject to achieving feasible operation.

From a literature search and based on our own industrial experiesegnts
like the feed valve (or more general the throughput manipulator) is veejyra
used in practice for closed-loop control, in spite of its great importance ®n th
plant economics in cases where maximum throughput is optimal. The reason is
probably the large effect of feed rate on the operation of the entire fdahthe
result may be a loss in economic performance.

This thesis has discussed several methods for implementing maximum through-
put in the control layer. The nature of maximum throughput simplifies the im-
plementation because the optimum is constrained and corresponds to maximum
throughput in the bottlenecks(s). Maximum throughput can then be implethente

147
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in the control layer and the approaches discussed in this thesis are:

Chapter 3: To obtain tight bottleneck control, move the throughput manipulator
to the bottleneck unit and control the bottleneck flow with single-loop con-
trol. The approach requires the bottleneck to be fixed in one unit. The-disad
vantage is that the inventory loops upstream the bottleneck must be recon-
figured when moving the throughput manipulator to ensure self-consjstenc

Chapter 4. In cases where it is not desired to move the throughput manipulator,
dynamic degrees of freedom can be included to shorten the effective time
delay from the throughput manipulator to the bottleneck. With dynamic
degrees of freedom, we mean manipulated variables with no steady-state ef-
fect. The most common examples are liquid levels and buffer tank levels.
To include dynamic degrees of freedom in single-loop control, the struc-
ture single-loop with ratio controis proposed. This control structure uses
the original location of the throughput manipulator (usually the feed rate)
and use inventories dynamically by adding bias to the inventory controller
outputs. The structure can be used for cases with fixed bottleneck. The
single-loop with ratio control structure has no need for reconfigurafidmeo
inventory loops, even the control parameter tunings can remain undahange
(except if the inventories are poorly tuned). An multivariable controllgy. (e
MPC) can also be used to include dynamic degrees of freedom with through
put manipulator (feed rate) and inventories (inventory controller set poin
directly manipulating the valve) as manipulated variables.

Chapters5 and 6: In larger plants, there are often independent feeds and parallel
trains with crossovers and splits between them that give rise to multiple bot-
tlenecks and multiple throughput manipulators. This requires multivariable
control and the proposed coordinator MPC both identifies the bottlenecks
and implements the optimal policy. The coordinator uses the remaining de-
grees of freedomuf) to maximize the flow through the network subject to
given constraints. The remaining degrees of freeddginiiclude feed rates,
splits and crossovers and the local MPCs provide estimates of the available
capacity constraintd¥ > 0) in each node for the network. The constraints
for the coordinator MPC are non-negative remaining capacigddr each
unitk, that is, how much more the unit is able to receive within feasible op-
eration. The values d& may change with time and a key idea is that they
can be obtained with almost no extra effort using the existing local MPCs.

In the latter approach, coordinator MPC for maximizing throughput, the plant-
wide control problem is decomposed by estimating the remaining capacitytof eac
unit in the local MPC applications. The remaining capadry) (s estimated from
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the present initial state, linear model equations and constraints used in #ghe loc
MPC. To calculate the current maximum feed for each unit, the end prediction
(steady-state gain) for the variables are used. In this thesis, the estimatsed b

on experimental models, most of them linear (some are gain scheduledgveiow
rigorous models for local units can also be used to predict the remainirag-cap
ity and makes decomposition flexible where the best available model candbe use
to predict the remaining capacity. The major advantage of decomposition is that
the overall plant application becomes smaller in size and hence easier t6 unde
stand and maintain. The coordinator MPC can also easily be built in steps with
successive local MPC applications included in the coordinator.

The coordinator MPC is an effective tool for plantwide dynamic optimiza-
tion. It uses simple models and by estimating remaining capacity of each unit, the
plant is decomposed in an effective way. Dynamic optimization with simple mod-
els and decomposition of the plantwide control problem is satisfactorily in many
cases compared to traditional (steady-state) RTO. This thesis discussbge
tive function equal to maximum throughput and dynamic optimization using linear
models. However, the coordinator MPC is not imitated to this. The objective fun
tion can be economic, for example with a price weighting between the feeds. The
coordinator can also use non-linear, rigorous models when it is negessa

To implement maximum throughput, the key is to achieve maximum flow
through the bottleneck unit(s). However, to achieve feasible operationgtilly
necessary to “back off” from the optimally active constraints. Back @ftiteto a
lower flow through the bottleneck and an unrecoverable economic lossleBlls
to the obvious conclusion that “throughput maximization requires tight botilene
control”. It is important to know (or estimate) the expected back off in otder
guantify the possible benefits of moving the throughput manipulator (chgutiggn
inventory control system), adding dynamic degrees of freedom, chagine-
tuning the supervisory control system etc. The magnitude of the backaiilc
be obtained based on information about the disturbances and the expected
performance. In practice, determining the expected dynamic variation isudtiffi
In this thesis, we obtain a rough estimate of the necessary back off bas®ed-o
trollability analysis. In summary, the requirement that that the effective time dela
in the bottleneck controller loop should be less than 1/4 of the disturbance time
constant to have benefit of control. This implies that the throughput manipula
tor must be located very close to the bottleneck to have any benefit of intprove
control and reducing back off.

7.2 Directions for further work

Within the scope of this thesis, some issues for further work are listed below.
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Uncertainty in the static ratio gain

In the single-loop with ratio control, the bias adjustment is considered cdnstan
(static). However, this gain may change, for example due to feed compaosition
changes. The performance of the control structure is not considfettes static

ratio changes significantly. An alternative implementation can be a nonlinear bia
adjustment to account for significant gain changes, but this structuo¢ ssudied

in detail.

Information loss in plantwide control decomposition

In the estimate of the remaining capacity of a unit, only a single unit is consid-
ered in the local MPC application. Thus, some information between the units is
therefore lost in the decomposition. For example, the capacity of one unit may
depended on how an another unit is operated. Are there any effeci®to add
cross-information between the units but still be able to decompose the ptant an
not include all variables? How large is this loss in cross-information in terms of
economics? How much more effort must be added to avoid this loss?

Further implementation of the coordinator MPC

The coordinator MPC is implemented at tharktg gas plant, covering about half

of the processing units. This should be extended to cover the whole pidnt a
include export gas quality to achieve the real maximum plant throughput.eln th
estimation of remaining capacity, an LP solver that includes relaxation of tire co
straints should be implemented. It is preferable that the estimate returns the bes
possible solution instead of “giving up” and this improves the robustne#iseof
coordinator MPC.

Throughput maximization in recycle systems

The maximum throughput case in production systems is closely related to the max-
imum flow problem in networks considered in operations research. Theasain
sumption for applying network theory is that the mass flow through the netiswork
represented by linear flow connections. The main process unit tha¢smanlin-
earity in terms of flows between the units is a reactor. Another important decisio
that affects composition, and thus flows, is the amount of recycle. In ttsssthe
these sources of nonlinearity are viewed as a single combined unit afreeen
maximum throughput (bottleneck) point of view. Combined units are not tleate
in detail and should be understand better in terms of maximum throughput. How-
ever, such systems with reactors will often be in Mode 2b, optimized thratghp
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with an unconstrained optimum with no bottlenecks, but there might be cases wh
such plants are in Mode 2a, maximum throughput.

Obtain an back-off estimate on more realistic example

In Chapter3, controllability analysis is used to obtain necessary back off to en-
sure feasibility in spite of disturbances. The controllability analysis should be
performed on more realistic example.
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Appendix A

Implementation of MPC on a
deethanizer at Karstg gas plant

Presented at
16th IFAC World Congress, July 2005, Prague, Czech Republic

Model predictive control (MPC) is implemented on severatidation
columns at the Brstg gas processing plant, Norway. The paper de-
scribes the procedure in the implementation of MPC at a de&thr
using the SEPTICMPC tool, including design, estimator development,
model development and tuning. For the deethanizer, thanegiin the
product quality has been reduced with about 50%. The nuniiftare

ing episodes has also been reduced. An increase in imguhiéig not
been challenged yet, so the average reflux flow and steam roptistn

to feed ratios are almost unaltered.

*SEPTIC: Statoil Estimation and Prediction Tool for Identification and Con-
trol

A.1 Introduction

A.1.1 Plant description

The Karstg gas processing plant plays a key role in the transport and treatment
of gas and condensate from central parts of the Norwegian contirstredél This

plant receives rich gas and unstabilized condensate through pipelithesparates

the feed into its various components. The products from the plant aregsdes
which is exported in pipelines, and ethane, propane, iso-, normal hutapktha

and condensate, which are exported by ships. The rich gas praréssign ca-
pacity at Karstg is today at 74 MSm3/d. The facility had 575 ship calls in 2002 to
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load the liquid products, and is one of the largest producers of liqueditedipum
gases (LPG) in the world.

A.1.2 Model predictive control

MPC is sometimes defined as the family of controllers where there is a direct use
of an explicit and separately identifiable model, where the model provigetcpr
tions of the process response to future changes in the manipulativelearéatu

to predicted process disturbanc&a(ciaet al, 1989. In practice, MPC is char-
acterized by its ability to handle constraints in both manipulated and controlled
variables. MPC techniques provide the onigthodologyo handle constraints in

a systematic way during the design and implementation of the controller. More-
over, in its most general form MPC is not restricted in terms of the model, ob-
jective function and/or constraint functionality. These are the primargoreafor

the success of these techniques in numerous applications in the chemasdpro
industries Garciaet al, 1989 Qin and Badgwe]l2003.

The most important issues for theaksta processing plant are regularity and
capacity, to avoid being a bottleneck in the large gas transportation system in th
Norwegian Sea. While several extension projects gradually increaptattiesize
and complexity, the resulting regularity challenges are met with MPC implemen-
tation. Moreover, large value creations take place, and pushing theityapaits
requires a control tool like MPC to handle the varying set of active caimss:

A.2 SEPTIC MPC

SEPTIC is an in-house software system for MPC, real-time optimization (RTO)
dynamic process simulation for simpler case studies, and off- and on-liampa
eter estimation in first principle based process models. &isis, SEPTIC was
selected as a tool for MPC. The MPC issues of SEPTIC are describ8ttrdnyd
and Sagli(2003.

Currently, most SEPTIC MPC applications in Statoil use experimental SISO
step response models. SEPTIC is also capable of running generalljnean-
models implemented in a compact model object. However, the SISO models rep-
resent to a large extent the process dynamics sufficiently accuratei¢oeagood
controller performance.

The SEPTIC MPC is configured with

« controlled variables (CV), specified with setpoint (SP), high limit and low
limit,
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* manipulated variables (MV), specified with rate of change, high and low
limit and ideal value (1V),

« disturbance variables (DV).
The control specifications are explicitly prioritized by:
1. MV rate of change limits
2. MV high and low limits
3. CV hard constraints, hardly ever used
4

. CV setpoints, CV high and low limits and MV ideal values with priority
level 1

5. CV setpoints, CV high and low limits and MV ideal values with priority
leveln

6. CV setpoints, CV high and low limits and MV ideal values with priority
level 99

MV rate of change and MV high and low limits are always activated and re-
spected unless there is a dynamic conflict between those two specificatimrs.
a sequence of steady-state quadratic programs is solved to respesintiaing
specifications 3) - 6), giving the achievable steady-state targets. Ti@lspec-
ifications are adjusted accordingly for the dynamic optimization problem.

A.3 Deethanizer MPC

The implementation of MPC for the Sleipner train deethanizer is described in the
following chapter.

A.3.1 Column description

The deethanizer has 34 trays, a partial condenser with propane Gaolaflux
drum, and a reboiler with LP steam as heating medium. The gas from the reflux
drum goes to the steam boilers as fuel gas, and the liquid splits to refluxsnd d
tillate. The column feed is the top product from two stabilizers that consists of
butane and lighter components. The feed passes through the gastdmgrove
water before it enters the column.

The deethanizer basic control structure can be summarized as follows:

« Reflux drum level control with distillate
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Reflux flow control

Column bottom level control

Tray 1 temperature control with condensate

LP steam pressure control
e Column pressure control by reflux drum gas valve

The column including the basic control structure is displayed in figude
The performance to the PID controllers around the column is verified asedl ifin
necessary before any MPC modelling take place.
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Figure A.1: The deethanizer including the basic control

There are three main disturbances to consider in operation. First, theateed
may be reduced to the half of its nominal value in less than 15 minutes. This
occurs when one of the two stabilizers are taken out of production. n8etoe
feed flow composition may change. There are analyzers on both feachstrbut
the sampling time is about 15 minutes, so the column responds to the variations
before the analyzers. The third disturbance is feed temperature vasidiiento
the 1-2 days gas drier regeneration cycle.

A.3.2 MPC design

The MPC design starts with MV, CV and DV selection. The system components
are the column, condenser, reflux drum and reboiler, while the inpubatplit
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MV:Reflux | MV: Temperature| DV:Column Feed
CV:C3inC2 - + +
CVv:C2inC3 + - +
CV: PC output + - 0

Table A.1: The selected variables in the MPC including steady state gain

streams are feed and products. The main control objective is to contrapl#thity
of the top and bottom streams, by manipulating boil-up and reflux flow.

The temperature controller set point is selected as an MV. An option is to
manipulate the steam flow, which is a direct manipulation on the energy input.
However, the original configuration is kept and leaves the basic costht@me
unchanged for the operators. Manipulating the temperature controll@oset
requires that the temperature controller dynamics must be included in the MPC
models.

Also, the column must be kept under surveillance to avoid overloading. The
differential pressure is a good indicator for flooditdster, 1990, but is not mea-
sured for the actual column. In addition, limitations in the basic level contil an
in the process equipment must be considered. The pressure contugpet
included as a CV to avoid the flare valve opening when the controller egceed
65%.

Only the feed flow is included as a DV in the MPC. The unmeasured feed com-
position changes are suppressed by the MPC feedback action. Thiefegera-
ture is measured and may be used as a DV if some special gas drier catisiger
are made.

Manipulating the column pressure is a trade-off between energy saviadgs a
flooding limit. The pressure is not included as an MV, but could have lead to a
more optimal operation of the column.

The steady state gain between the reflux flow and the bottom quality is positive.
The temperature controller is in closed loop and to some extent compengates fo
the reflux flow. However, if the temperature controller was located hightran
column, the steady state gain may have been negative. The other stdadjasta
are as expected. The deethanizer MPC design including the steady statésga
summarized in tabla.1.

The top and bottom product qualities must be measured in some way. The top
quality is expressed in propane mol% in ethane (C3 IN C2), whereas therbotto
quality is expressed in ethane mol% in propane (C2 IN C3). There are ®gdis
chromatographs (GC) at the deethanizer distillate and at the depropdisidkate.

The GC sample rate is 10 minutes, which from a control point of view is too in-
frequent. In addition, the GC is occasionally inoperative due to maintendhee
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product qualities are therefore estimated by the temperature profile in tharcolu
A more detailed description of the quality estimators is found in se&i8tB.
The CV prioritizing for the deethanizer application is as follows:

1. High and low limit pressure controller output, high limit top and bottom
quality

2. Set point top and bottom quality

where 1 is the highest priority. The priority list leads to relaxation of the qusdity
points when the application predicts on one of the limits to the pressure controller
output.

Application subgrouping must be considered in the design. In this MPC, the
top quality and the reflux flow are in one subgroup and both are criticelhlas.
The bottom quality and the temperature are in another subgroup and bactitiare
cal members of the group. The pressure controller output and the cokedrafe
members of both subgroups but are stated as non-critical members. This mea
that top quality is still allowed to be controlled with reflux but not with tempera-
ture if bottom quality is deactivated and vice versa.

A.3.3 Obtaining estimators

The deethanizer data history had sufficient variance in the produlitiesieso no
test period was needed to enrich the data. The calibration data repteadnie
month period with 20 minute averages.

The deethanizer and depropanizer GC values are time shifted 10 and 25 min-
utes respectively, to account for sampling delay and process dynamics.

Distillation columns are known to be strongly nonlinear due to the vapor-liquid
equilibrium (VLE). Logarithmic compositions reduce the nonlinearity and the be
havior becomes much less dependent on the operation [gkogéstad1997).
Different quality transformations were tried for the estimator calibration,thad
square root gave the best fit.

The least squares regression gave that to describe the top prodlitst galy
the tray 28 and top temperatures are needed, whereas the tray 10 and teotto
peratures are needed for the bottom product quality.

A.3.4 Dynamic modelling

The deethanizer modelling took two days with step testing, with the MV steps and
DV (feed rate) variations shown in figuke2. The resulting CV’s are displayed

in figureA.3. The GC is compared with the estimator and shows a satisfactory
match, illustrated by the top quality in figufe4.
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Figure A.3: Resulting CV'’s from the step test period
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Figure A.4: Top quality, GC (dotted) versus estimator (solid)

The dynamic models are identified by Tai-Ji IRhy, 1999. The Tai-Ji ID
identification is based on the asymptotic method (ASYM), which calculates time
domain parametric models using frequency domain criterion. The step s&spon
models from the Tai-Ji ID tool is displayed in figufe5. The grading A to D is
determined from the upper error bounds in a frequency plot. The sgtaidygains
in the models are as expected, except the column feed influence on theatiby qu
that turns out to be negative. A positive steady state gain effect for thieinm
found from data with more variations in the feed. The model fit is displayed in
figureA.6.
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Figure A.5: Step response models for the deethanizer application

Experience from other MPC applications have shown that using the logarith
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Figure A.6: The model fit. Measured CV'’s (solid) and simulated CV's (deh

mic qualities gives better adaption to step response models. The logarithmic com-
position is defined as the logarithm between the ratio of the key compor8kats (
gestad1997 and is written as

X —log 20y

~¥1-001y A1)

wherey is the impurity component in mol% . The step response models and the
model fit of the transformed CV'’s are displayed in fig.& andA.8 respectively.

The improvement by using logarithmic quality is not that clear in this applica-
tion. There is reduced error in the models between the logarithmic qualitiassvers
the column feed, leads to an improvement from C to B model for the top and D
to C model for the bottom, indicating a better initial response. Changes in reflux
have a small effect on the bottom quality, and the identification found only a D
model in both cases. The frequency plot of the error bounds showeptable
initial response, which is caused by the temperature controller do not cs@ee
for the reflux change immediately, so the D model is kept in the application.

The models between the CV’s and the column feed are verified through a new
data set with more variation in the feed. In the new models from column feed, the
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Figure A.7: Step response models with logarithmic transformation of the qualities
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Figure A.8: The logaritmic model fit. Measured CV's (solid) and simulated CV'’s
(dashed)
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steady state gain for the top quality and the pressure controller outletexhaigg.
The column feed have a small influence on the pressure controller outkténay
so the model is omitted from the application.

A.3.5 MPC tuning

Several tuning parameters must be decided to obtain a rational use of tkddviV
reach the control targets. The available set of SEPTIC MPC tuning pteesaee:

CV and MV span internal scaling reflecting the "acceptable” standard deviation
of each variable

CV Fulf set point deviation penalty

MV Fulf ideal value deviation penalty

CV HighPnlty/ LowPnlty high and low limit violation penalty

CV SetpTref time constant for first order low pass filtering of set point changes

CV ConsTfilt time constant for first order low pass filtering of high and low limit
changes

MV MovePnlty change penalty
MV MaxUp/ MaxDown rate of change limits
MV IVROC desired rate of change for IV fulfillment

All penalties are quadratic, including the ones for deviation, violation andemov
penalty.

A summary of the MPC tuning parameters are given in té&b® TheHigh-
Pnlty andLowPnltyfor the pressure controller output are lower than for the qual-
ities to avoid too aggressive use of the MV’s when pressure controltéet ap-
erates close to its limits. The scaling have already proportionate the varigbles,
the MovePnltyparameter is set to 1SetpTreand ConsTfiltare not used in the
application. Also typical operation values are listed in tadl2. The qualities
are specified with a set point value and a high limit value, while the pressare c
troller output is specified with a high limit and a low limit. The bottom quality high
limit is lower than the product specification because of too high ethane d¢anten
propane leads to condensation problems in the depropanizer condems@res-
sure controller output high limit is the limitations in the fuel gas system whereas
the low limit is introduced to provide a minimum fuel gas stream.
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Cv: CV: CV: MV: MV:

Parameter || C3inC2 | C2inC3 | PCoutput| Reflux flow | Temperature

[mol%] [mol%] [%] [ka/h] [°C]
SP/IV 1.2(2) 1.2(2)
High Limit 4(1) 25(1) 60 (1) 110000 86.3
Low Limit 15(1) 55000 84.5
Span 0.3 0.3 1 2000 0.2
Fulf 0.5 0.5
HighPnlty 5 5 2.5
LowPnity 25
MovePnlty 1 1
MaxUp 2000 0.15
MaxDown -500 -0.15

Table A.2: Typical operation values and MPC tuning parameters for thibalee
nizer, CV priority level in parenthesis

At last, the parameters that specify the model updating are determined. The
bottom quality has some noise and the deviation between the model and the CV is
filtered through a 2 minutes low pass filter. Both the top quality and the pressure
controller outputs have non-modeled disturbances that influence onriablega.
Letting the MV's react fast suppresses these disturbances, so biathlga have a
first order prediction of the disturbances with 5 minutes time constant. Théscos
a more aggressive use of the reflux flow.

A.4 Results from implementation

A.4.1 Column operation without MPC

As opposed to other distillation columns ahista, the deethanizer did not operate
with particularly high purity in both ends. However, the deethanizer is orleeof
most sensitive columns with respect to disturbances and changes irfl@fhand
boil-up. The basic control scheme gave large variations in product quaaiéyo
feed disturbances.

Finding the right combination of temperature set point and reflux flow rate
was not easy. This combination changes with feed flow and feed compgsition
the operator must be awake and adjust the temperature and the reflueienals
times during a shift.

A.4.2 Column operation with MPC

A 20 days period with 20 minutes interval have been sampled, to compar- oper
tion before and after MPC implementation. The most distinctive improvement is
the variance in the product qualities. The standard deviation for the tolugirs



A.5. Conclusions 173

reduced with 46% for the collected data series, whereas the standaatadefor
the bottom product is reduced with 56%. The top and bottom quality without and
with MPC operation is displayed in figue9.
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Figure A.9: Product quality from the column without (left) and with(right) MPC

The product qualities have not been changed significantly. The impuréres c
be increased 1-1.5 mol%, but the limits have not been challenged yet. Oieeref
the average changes in reflux flow and steam consumption are small. Feom th
data period, the reflux flow per unit feed is unaltered. The steam conEummer
unit feed has decreased with 2%. The average bottom impurity is slightlyrhighe
which can explain the steam consumption reduction.

With too much methane in the feed, flaring is unavoidable since the fuel gas
system has limited capacity. However, data from a two months period indicates
a 20-40% flaring frequency reduction and the flaring episodes haveafies a
shorter duration.

A.5 Conclusions

A successful MPC implementation at th@iktg gas processing plant has been de-
scribed in detail. Reduced variance in the product qualities and less flaairey
been obtained. Also the opportunity to specify the product qualities directly is
an advantage gained with MPC. The product qualities have not beegethaiy-
nificantly after implementation of MPC and therefore the average reflux fimv a
steam consumption to feed ratios are almost unaltered.
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