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Abstract

The paper focuses on the operation of simple refrigeration cycles. Wiipragnt given,
there are, from a control or operational point of view, five steady stedeees of freedom;
the compressor power, the heat transfer in the condenser and &waptire choke valve
opening and the active charge in the cycle. With a given load (e.g. go@ing duty) the
compressor power is set. Furthermore, it is usually optimal to maximize the haafdr.
The two remaining degrees of freedom (choke valve and active chargge be used to
set the degree of super-heating and sub-cooling. It is found that-$figating should be
minimized, but sub-cooling is found to be optimal. For a simple ammonia cycle, saving
compressor power are about 2%. In this paper, refrigeration (cQaiyuies are considered,
but the same principles apply to heat pumps.
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1 Introduction

Cyclic processes for heating and cooling are widely used bheid power ranges
from less than 1 kW to above 100 MW. In both cases vapour corsioresycle is
used to “pump” energy from a low to a high temperature level.

The first application, in 1834, was to produce ice for storaig®od, which led to
the refrigerator found in most homes (Nagengast, 1976)theravell-known sys-
tem is the air-conditioner (A/C). In colder regions a cyclexgting in the opposite
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direction, the “heat pump”, has recently become populaes€htwo applications
have also merged together to give a system able to operatetiinheating and
cooling mode.

In Figure 1 a schematic drawing of a simple cycle is shownttogrewith a typical
pressure-enthalpy diagram for a sub-critical cycle. Traecworks as follows:

The low pressure vapour (4) is compressed by supplying Wérto give a high

pressure vapour with high temperature (1). The vapour isedoi its saturation
temperature in the first part of the condenser, condensedeimiddle part and
possibly sub-cooled in the last part to give the liquid (2)the choke valve, the
pressure is lowered to its original value, resulting in a-ph@ase mixture (3). This
mixture is vaporized and possibly super-heated in the e@dmo(4) closing the
cycle.
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Fig. 1. Simple refrigeration or heat pump cycle with typical pressure-fttdiagram
indicating both sub-cooling and super-heating

The choke valve may be replaced by an expander for improvedeeicy, but this
is not considered here. The coefficient of performance fefréggeration cycle (re-
frigerator, A/C) is defined as

Qc _ m(hs —hg)

cop= - 43/
Ws m(h]_— h4)

(1)

The COP is typically around 3 which indicates that 33 % of that loeity is added
as work (e.g. electric power).

In this paper, the objective is to optimize the operation ghan cycle (Figure 1)

in terms of maximize the COP, or specifically to minimize thenpoessor power
W for a given cooling load).. We consider only steady state operation. The model
equations are summarized in Table 1. Note that pressuredaspiping and equip-
ment are neglected. We also assume that the temperature lbbttily) and cold
(Tc) source are constant throughout the heat exchanger. T8usnasion holds for

a cross flow heat exchanger. In practice, there may be somatmpel constraints,



Table 1
Structure of model equations

Heat exchangers (condenser and evapor ator)
Q=U " [ATdA =" (hout— i)

P = Psat(Tsat)

m=p/V

Valve

m=2z-Cy\/AP-p  hoy = hiy

Compressor

Ws = M(hoyt — hin) = M- (hs—hin) /n

for example, maximum and minimum pressure constraintsghvare not consid-
ered here.

In industrial processes, especially in cryogenic processeh as air separation
and liquefaction of natural gas (LNG process), more compésgeration cycles
are used in order to improve the thermodynamic efficiendieese modifications
lower the temperature differences in the heat exchangersnatude cycles with
mixed refrigerants, several pressure levels and cascadézscOur long term ob-
jective is to study the operation of such processes. Howeasgea start we need to
understand the simple cycle in Figure 1.

An important result from this study is the degree of freedomalysis given in Sec-
tion 2. We find that the “active” charge plays an importaneroi operation of
cyclic processes. This is also directly applicable to mamglex designs. Unlike
an open process, a closed cyclic process does not have guwuatalitions on
pressures imposed by the flows in and out of the system. bhehegpressure level
is indirectly given by the external temperatures, heat arger sizes, load and the
active chargeThe active charge is defined as the total mass accumulatée joro-
cess equipment in the cycle, mainly in the condenser andeaiap, but excluding
any adjustable mass in liquid receivers (tanks)

The effect of a change in active charge on operation depenttsespecific design.
Intuitively, it seems that an increase in active charge nmstease the pressure,
and indeed this is true in most cases. For example, this isake for the mod-
els used in this paper with plug-flow in the heat exchangehgnTmore liquid
in the condenser gives more sub-cooling which, effectivelyuces cooling and
pressure increases. Similarly more liquid in the evapomgites less super-heating
effectively increasing heat transfer and pressure ineseddowever, there may be
designs where the effect of charge on pressure is oppositeexample, consider
a well-mixed flooded condenser where the heat transfer caeftU to liquid is
larger than to vapour. An increase in charge (liquid) may ih&rove cooling and



pressure decreases. In any case, the main point is thatdhee*acharge is a de-
gree of freedom that affects the operation of the systemttaagbaper focuses on
how to use it effectively.

Although there is a vast literature on the thermodynamidyaisof refrigeration
cycles, there are very few authors who discuss their operatnd control. Some
discussions are found in text books such as Stoecker (1R88yley (2002) and
Dossat (2002), but these mainly deal with more practicateisp Svensson (1994)
and Larsen et al. (2003) discuss operational aspects. A owmprehensive re-
cent study is that of Kim et al. (2004) who consider the openadf trans-critical
CO; cycles. They discuss the effect of “active charge” and aw®rsalternatives for
placing the receiver.

The paper also discuss super-heating and sub-coolingelfiténature, it is gen-

erally taken for granted that there for a given cycle sho@db sub-cooling and
super-heating/Tsyp = 0°C andATs,p= 0°C) in optimal operation. For example,
Stoecker (1998, page 57) states that

The refrigerant leaving industrial refrigeration condemns may be slightly
sub-cooled, but sub-cooling is not normally desired sirtcmdicates that
some of the heat transfer surface that should be be used fatetsation is
used for sub-cooling. At the outlet of the evaporator it isatal for protection
of the compressor that there be no liquid, so to be safe itesgpable for the
vapor to be slightly super-heated.

In this study, we confirm that super-heating is not optimak sue of sub-cooling
is less clear. Of course, sub-cooling in itself is alwaysropt, as less refrigerant
needs to be circulated. The issue is whether sub-coolingtishal for a given cold
source temperature and a given condenser area, becausedingrwill reduce the
temperature driving forces which must be compensated bgasing the pressure.
We find, contrary to popular belief, that with given equipmeub-cooling in the
condenser may give savings in energy usage (compressor)piowibe order of
2%. An ammonia case study is presented to obtain numersaltse

2 Degreesof freedom in simple cycles

2.1 Design versus operation

Table 2 shows typical specifications for the simple refragien cycle in Figure 1 in
design (find equipment) and in operation (given equipmditig fivedesign spec-
ifications include the load, the two pressures, and the éegfesub-cooling and
super-heating. Based on these five design specificatiorsnektonditions and an



assumed isentropic efficiency for the compression, we magiobhe following

four equipment parameters which can be adjusted during operatmnpression
work (Ws) valve opening (z) and effective heat transfer (includimg-lhlues) for

the two heat exchangers. Initially, we were puzzled becagseould not identify
the missing fifth equipment parameter to be adjusted dumpegation. However, we
finally realized that we can manipulate the "active chargethe cycle, which af-
fects the operation. The fact that the charge is an indep¢ndeable is unique for
closed systems since there is no (external) boundary ¢onddr pressure which
would otherwise set the active charge.

Table 2
Typical specifications in design and operation

Given #
Design Load (e.gQn), B, B, ATsypandATgsyy 5

Operation W (load), choke valve opening (z),
effective heat transfer (e.glA) in two

heat exchangers and active charge 5

2.2 Active charge and holdup tanks

For the simple cycle in Figure 1 we have the following ovenaditerial balance:

Mot = Inevap‘F Mcon+ Myvalve + mcomE)‘i‘mtanks 2)

Vo
Mactive

Normally the holdups in the valve and compressor are nesgglesnhd we get:

Mot = Mevap+ Meon+Mkanks (3)
—————
Mactive

With no filling, emptying or leaks, the total masgy is fixed. We have not included
a holdup tank in Figure 1, but in practice it is common to idewa tank or receiver
with variable liquid mass. It is assumed that a changeiaks (€.9. by filling or
leaking) with a constant active chargeative) does not affect the operation of the
cycle. This implies that the tank must contain both liquidl @as in equilibrium
(saturated). Then we can move mass to or from the tank withiterdting the pres-
sure, and thus without affecting the rest of the cycle. Thesliguid tank makes
operation independent of the total charge in the system.

More importantly, the extra tank introduces an additioregree of freedom. This
can be seen from Equation 3: Withy; constant, we can by changing the mass
(liquid) in the tank {nani), change the active chargediive). This shows thatnank



has an indirect steady state effect on the active chargecamdherefore be used
for control purposes, of course provided that we have mebcisamging it.

Although it is possible to introduce several tanks in a cyale only have one
material balance for each cycle, so from Equation 3 this moli add any steady-
state degrees of freedom with respect to the active charge.

Rule 1l In each closed cycle, we have one degree of freedom relatée tactive
charge, which may be indirectly adjusted by introducing aiatale liquid level
(tank; receiver) in the cycle.

Rule 2 In each closed cycle, there will be one liquid holdup that doatsneed to

be explicitly controlled, because the total mass is fixeds Busually selected as
the largest liquid volume in the closed system. The remgiigaid levels (holdups)

must be controlled (to avoid overfilling or emptying of tanks

Remark 1 Note that in Rule 2 it says “does not need” rather than “must not”. Thuke R
2 does not say that we cannot control all the liquid volumes in the systetading the
largest one), but it just states that it is not strictly necessary. In factraling all the liquid
volumes, provides a way for explicitly controlling the active charge in théecfRule 1).
Remark 2 Introducing additional liquid tanks may be useful for operation, but & fea
pure fluids, these will not introduce any additional steady-state degféeedom because
we can move mass from one tank to another without affecting operation, #lswoid
that tanks fill up or empty, these additional levels must be controlled (RuleitBgr by
self-regulation or feedback control.

Remark 3 In mixed refrigerantcycles two tanks may be used to indirectly change the
composition of the circulating refrigerant. In this case the two tanks hawereiift compo-
sition so moving mass from one tank to another does affect operation. Tiii§ized in
the auto-cascade process (Neeraas et al. (2001)). For more coryples the maximum
number of degrees of freedom related to tank holdups is the number oboemis in the
refrigerant.

2.2.1 Adjusting the active charge

In order to freely adjust the active charge, we need to iniceda liquid tank (re-
ceiver) plus an extra valve. Kim et al. (2004) discuss a#ttve locations for the
variable tank holdup (liquid receiver). In Figure 2, we shoygles for the two main
cases where the tank is placed (a) on the high pressure sté¢hef condenser and
(b) on the low pressure side after the evaporator. Otheeplaats and combina-
tions are possible, but these are only variations of theseatvd will not add any
steady-state degrees of freedom for pure refrigerants.

The most obvious way of introducing a means for adjustingtaim& holdup is to
add an extra valve before the tank as shown in Figure 2. Inr€ig(a), the liquid
tank is located at an intermediate presdbyeafter the condenser. Since the extra
valve is on the “same side” as the expansion valve (choke)ptassure drop over
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pressure side valve on low pressure side

Fig. 2. Simple cycle with variable active charge

the extra valve will not effect the efficiency of the cyclen& R, is assumed to be
the saturation pressure at the tank temperature, the sdtnstfrom the condenser
must be sub-cooled. Thus, in Figure 2(a), the pressure @rogsithe valve may be
used to adjust the degree of sub-cooling in the condensamderstand how the
extra valve creates sub-cooling, consider the pressubaipy diagram in Figure
1. The receiver (tank) with saturated liquid operates atratibn pressuré&p,, and
the pressure drop for the extra valve introduces a pressopEeR] — Py. As seen
from Figure 1, the corresponding operating point 2 at theahthe condenser must
then be at a sub-cooled state.

Another possibility is to place the tank after the evaparaas shown in Figure
2(b). With this design the stream exiting the evaporatoras fally evaporated
and by lowering the pressure through the extra valve thewagxiting the valve
becomes saturated (see pressure-enthalpy diagram). dnwethis case the valve
introduces a pressure drop that must be compensated bgsiogehe compression
power, so a valve here is generally not optimal.

A low pressure tank may not be desirable from a practicaltpafiniew, since the
vapour velocity will be highest at this point in the cycle ahé extra equipment
will increase the pressure drop.

2.2.2 Extra valve removed

An extra valve is generally required to freely adjust thaevaotharge. However, in
many practical cases the extra valve in Figure 2(a) and ff@moved. What effect
does this have?

e High pressure tank without valve. Without the valve we haveteady state the
same thermodynamic state at the exit of the condenser aseatittirom the tank.



Thus, the exiting stream from the condenser will be satdrhdgiid. The most
common design is shown in Figure 3, where the tank and coedans merged
together so that the saturated liquid from the condensénginato the receiver.
As we will show, this is not generally optimal. Thus, in thessign we have used
a degree of freedom (“fully open valve”) to set the degreeuttsooling to zero

(not optimal).

—

=

=
Ul

[\

Fig. 3. Condenser with saturation at outlet (non-optimal)

e Low pressure tank without valve (Figure 4(a)). This givetussted vapour to
the compressor. Fortunately, this is generally optimaltfier cycle as a whole,
because the inlet temperature to the compressor shouldlbe as possible to
minimize vapour volume and save compression power. Thujsndesign we
have used a degree of freedom (“fully open valve”) to set thgreke of super-
heating to zero (optimal). Two designs are shown in Figue,4gne with a
separate receiver and one using a flooded evaporator. Thms@se equivalent
thermodynamically, but the heat transfer coefficient aresgure drop will be

different.

In summary, removing the valve gives saturation at the dxit@ heat exchanger.
In the case of high-pressure liquid tank we get a sub-optaasign if we remove
the valve, whereas for the low-pressure tank we get an optleggn if the extra

valve is removed.

2.3 Degrees of freedom for operation

In summary, we have the following five operational or conttegjrees of freedom

for a simple refrigeration cycle (Figure 1):

1 Compressor powahs. We assume here that it is used to set the “load” for the

cycle.

2, 3 Effective heat transfer. There are two degrees of freeddated to adjusting
the heat transferred in the condenser and evaporator. Tdydmdone in many
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(a) With separate receiver (b) Flooded evaporator

Fig. 4. Evaporator with saturation at outlet (optimal)

ways, for example, by introducing bypasses, changing thedles of coolant or
using a flooded condenser or evaporator to change the e#fiddfi-value. How-
ever, we generally find that it is optimal to maximize the efifee heat transfer in
the condenser and evaporator. There are exceptions wimeay ihot be optimal
to maximize the heat transfer in the condenser and evappfat@xample be-
cause, of costs related to pumps, fans or coolants, but tleegees of freedom
are not considered in the following.

4 Choke valve opening (z)

5 Active charge (see Section 2.2)

In practice, we are then with a given load and maximum heatstea left with

two steady state degrees of freedom. These are the choleodwing (z) and the
active chargerfuciive). These may be used to set the degree of super-heating and
degree of sub-cooling. The pressure levElsandR) are indirectly determined by

the given (maximum) value of the heat transfer.

3 Discussion of some designs

As discussed in more detail in Section 4, we find that the tbhegmamic efficiency
is optimized by having no super-heating and some sub-apdiith this in mind,
we next discuss some alternative designs.

3.1 Optimal designs

Two potentially optimal designs are shown in Figure 5. Treson we say “poten-
tially optimal” is because they will only be optimal if we ues optimal value for
the sub-cooling and super-heating.

To avoid super-heating, we have in Figure 5(a) and 5(b) ado»gsure tank (re-
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(a) Optimal with 1 tank (b) Optimal with 2 tanks
Fig. 5. Two potentially optimal designs that allow for sub-cooling

ceiver) after the evaporator. This tank will give saturatedour out of the evapo-
rator at steady state (optimal), and also by trapping thedig will avoid that we
get liquid to the compressor during transient operationavi@d super-heating we
must have vapour-liquid equilibrium in the tank. This mayawohieved by letting
the vapour bubble through the tank. An alternative desigineslooded evaporator
in Figure 4(b).

At the high-pressure side, we show optimal designs with fatho receiver and (b)
a receiver and an extra valve. In (a) the choke is used toadht degree of sub-
cooling ATsup). Also other control policies are possible, for examplesfiag the
choke valve position at its optimal value or controlling gressure, but controlling
ATgyp Was found by Jensen and Skogestad (2005) to be a good selfopy
controlled variable.

The design in Figure 5(b) is thermodynamically equivalenfEigure 5(a), but the
addition of the tank may prevent that we get two-phase flovin wépour “blow

out” through the choke. We here have two adjustable holdsgp&om Rule 2 one
of them must be controlled. In Figure 5(b) is shown the caserevthe choke valve
is used to control the level in the high pressure tank, batméitively it could control
the level in the low pressure tank.

3.2 Non-optimal designs

Three non-optimal designs are shown in Figure 6. Figure $tajvs the design
used in most applications except that the tank and condansesften integrated
as shown in Figure 3. This common design has two errors cardgarthe optimal
solution: 1) There is no sub-cooling in the condenser anti&tis super-heating
in the evaporator. The super-heat control is in practicemptished with a ther-
mostatic expansion valve (TEV). In theory, one could getroglity by setting the

10



setpoint for super-heating to zero, but in practice thisospossible because this
could give liquid out of the evaporator. The setpoint foresupeating is typically
about 10C.

In Figure 6(b) we have two liquid tanks, one after the evajgorand one after the
condenser. This design is better since there is no supénrbea the evaporator,
but one error remains: There is no sub-cooling in the coreteNmte that we need
to control one of the liquid levels in accordance with Rule 2.

Another non-optimal design is shown in Figure 6(c). Here waeehintroduced the
possibility for sub-cooling, but we have super-heatingakihs generally not opti-
mal.

QH Ph
* w /) o | W
QX fffffffff . Super-heat 'R -
z . control

Qc

(&) Non-optimal 1. This design has two
errors: 1) No sub-cooling and 2) Super-
heating

o] — 1

X
Sub-cooling ;
control We
ZQ% 77777777 |

| Super-heat
. control

Qc

(c) Non-optimal 3, This design has one
error: Super-heating

Qc

(b) Non-optimal 2. This design has one
error: No sub-cooling

Fig. 6. Three non-optimal designs
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4 Optimality of sub-cooling

We have several times made the claim that sub-cooling mayptmal. To justify
this somewhat controversial claim, we start by consideaiisgecific example.

4.1 Ammonia case study

The objective is to cool a storage building by removing h&€d)(as illustrated
in Figure 7. The cycle operates between a cold medium of sidénthe building
(Tc = Troom) @and hot medium of ambient aif = Tamp). The steady state heat
loss from the building is 20kW and the cooling lo@d is indirectly adjusted by
the temperature controller which adjusts the compressak ;) to maintain
Tc=TS

Qn

Fig. 7. Cold warehouse with ammonia refrigeration unit

Some data for the cycle:

Ambient temperaturéy = 25°C

Indoor temperature setpoiff = —12°C

Isentropic efficiency for compressor is 95%

Heat transfer coefficients (U) are 1000 and 500 W&#n! for the evaporator and
condenser, respectively

e Heat exchangers with areas given in Table 3

e Thermodynamic calculations based on SRK equation of state

The equipment is given and we have 5 steady-state operktiegeees of freedom
(Section 2). With a given load and maximum heat transfer, axeltwo remaining
steady state degrees of freedom, which may be viewed asghesdef sub-cooling

12



(ATsup) and the degree of super-heatiddup). The performance of the cycle, mea-
sured by the compressor pow&, was optimized with respect to the two degrees
of freedom. We find as expected that super-heating is notagptbut contrary to
popular belief, the results in Table 3 show that sub-codting.66°C reduces the
compression work\s by 1.74% compared to the case with saturation out of the
condenser. The high pressiggincreases by .@5 %, but this is more than compen-
sated by a 22 % reduction in flowrate. The sub-cooling increases thelenser
chargeMcon by 5.01%. Figure 8 shows the corresponding pressure enthalpy dia
gram for the two cases and Figure 9 shows the temperaturéeprofine condenser.
Similar results are obtained if we use other thermodynaraia,df we change the
compressor efficiency or if we let UA be smaller in the sublicmpzone.
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(Figure 6(b)) lowed (Figure 5)

Fig. 8. Pressure-enthalpy diagrams with and without sub-cooling
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@) Temperatureppc?ﬁlﬁ'lg%"&hout sub-cooling(b) Temperatu@opﬁjgﬁlré[\'/l/ith sub-cooling
Fig. 9. Temperature profile in condenser

The improvement of 2% would be larger if the pressure droghén giping and
equipment was accounted for in the model, because the viaigrflewrate in the
low pressure side of the cycle is reduced by having sub-egolihe pressure losses
on the high pressure side will also be slightly reduced (bsea@f smaller flowrate

13



Table 3
Optimal operation with and without sub-cooling

No sub-cooling Optimal sub-cooling

Ws [W] 4648 4567
Qc (kW] 20 20
mlkgs?] 0.0177 0.0173
Mcon * [kg] 0.301 0.316
ATsub[°C] 0.00 4.66
ATsup["C] 0.00 0.00
ATmin, con[°C] 5.00 0.491
P [bar 11.63 11.68
R [bar 2.17 2.17
Acon[m?] 8.70 8.70
Avap[m?] 4.00 4.00

* Evaporator charge has no effect because of saturation (no kegeng) in the evaporator

and higher pressure), but this is less important for theieffay of the cycle.

4.2 Explanation

The irreversible isenthalpic expansion through the chateevgives a thermody-
namic loss. The reason for the improvement in efficiency tycapling is that loss
is reduced because less vapour is formed, see Figure 8. Bhisthmn compensates
the increased irreversible loss due to larger temperatfiezehce in the condenser.
To understand this in more detail consider Figure 10 whiatwsha conceptual
pressure enthalpy diagram of a typical vapour compressiole cWe have indi-
cated a cycle without sub-cooling (solid line) and the sagmtecwith sub-cooling
(dotted line). Note that since we in the latter case have lagnigondenser pressure
(and therefore also a higher temperature in the condensicigpa) we will with
given equipment (UA-values) have more heat transfer, whices a lower outlet
temperature. The condenser outlet will follow the line “Cont” with increasing
pressure. The line will asymptotically approach the horsetemperaturéy and
we want to find the optimal operating point on this line.

If we consider moving from one operating point to another aguire an increase

14
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Fig. 10. Pressure-enthalpy diagram for a cycle with and without sobAgp

in the COP for the change to be optimal:

Acop:w_$ ~0 (4)
Ws+AWs W
COP-Aws < Agc (5)

wherege -m= Qc andws- m=Ws. We assume tha@c [Js?] is given, and that
m[kgs?'] andgc [Jkgl] may vary. We us@&Tg,pas the independent variable and in-
troduce differentials. The requirement for improving efficy is then from Equa-
tion 5:

dqc [AS
(‘7ATsub> UA > COP: <‘9AVTVsub) UA (6)

According to Equation 6, for an initial COP of 3, the increasspecific duty in the
evaporator £igc) should be 3 times larger than the increase in specific cagapre
power (Aws) to give improved performance. In Figure 10 we have tk@gt ~ Aws,
so the optimal degree of sub-cooling is clearly less thantigcated by this figure.
Note however, that the “Con. out” line is much flatter for sraaflgc, so a small
degree of sub-cooling may be optimal. The optimum is locatethe degree of
sub-cooling where the inequality in Equation 6 becomes araldg. In the case
study we found that the optimum outlet temperature from trelenser (289°C)
is closer toTy (25°C) than the saturation temperature .(G&C).

Similar considerations on optimizing the pressixehave been made earlier for
trans-criticalCO,-cycles (Kim et al., 2004). However, for sub-critical cyxliéke
the ammonia cycle studied above, it has been assumed thaietsure is fixed by
a saturation condition.
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4.3 Discussion of sub-cooling: Why not found before?

The above results on optimality of sub-cooling is contrarptevious claims and
popular belief. Why has this result not been found before?

4.3.1 Reason 1: Not allowed by design

The design of the condenser is often as shown in Figure 3,enter saturated
liquid drains into a liquid receiver. In this design it is nodssible to have sub-
cooling.

4.3.2 Reason 2: Infinite area case

The optimal degree of sub-cooling becomes smaller as weaserthe heat transfer
(UA-values). In particular, with an infinite heat transfeea, sub-cooling is not
optimal. In this case the temperature at the condensertastigual to the hot
source temperatur®y. Neglecting the effect of pressure on liquid enthalpy, the
enthalpy is also given. We then find tiisdc = 0 and sub-cooling is not optimal as
illustrated in Figure 11.

P

" Ty-line
(TC-Iine
/ h[Jkg*]
"
Agc dc ws  Aws

Fig. 11. Pressure-enthalpy diagram for infinite area case whereosedoutlet is at hot
source temperaturBy

In practice, the enthalpy depends slightly on pressuren@isated by the curved
constant temperature lines in Figure 11)Ysg might be larger than zero, but this
effect is too small to change the conclusion that sub-cgabmon-optimal with
infinite area.
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4.3.3 Reason 3: Specifying HRAT

The minimum approach temperatufelf,i, or HRAT) is commonly used as a spec-
ification for design of processes with heat exchangers. déa iis to specifATmin

in order to get a reasonable balance between minimizingatipgr(energy) costs
(favored by a smalhT,in) and minimizing capital costs (favored by a lady&yin).
Although specifyingATmin may be reasonable for obtaining initial estimates for
stream data and areas, it should not be used for obtainimgalptesign data - and
especially not stream data (temperatures). This folloveabge specifying\Tmin
results in an optimum with no sub-cooling. This can be seeretiing the Tc-
line in Figure 11 represey + ATmin. The condenser outlet temperature is then
Ty 4+ ATmin and similarly to the infinite area case we @gej: = 0 (neglecting the
effect of pressure on liquid enthalpy), and sub-coolingasaptimal.

The results can also be understood because specifyipg favors designs with
AT being as close as possible Adin throughout the heat exchanger, and this
clearly disfavour sub-cooling.

A third way of understanding the difference is that we end uih wvo different
optimization problems for design (Equation 7) and operafequation 8).

min (W) (7)
subjectto Tc—TE=0
AT; —ATmin,i >0

min (W) (8)
subjectto Tc—TS=0
Ama>gi —-A > 0

For the ammonia case study, solving 7 Wifjnin = 5°C gives the data for “No sub-
cooling” in Table 3. Setting the resulting area®asy and solving the optimization
problem 8 results in AAyaxand the data for “Optimal sub-cooling” in Table 3. We
see that specifyindTmin gives no sub-cooling, whereas fixing the heat exchanger
areas to the same value give6@°C sub-cooling.

5 Discussion

5.1 Sub-cooling by internal heat exchange

Some sub-cooling in the condenser was found to be optimdlwenhere discuss
whether other means of obtaining sub-cooling, in particintgernal heat exchange,
may be beneficial.

17



Two possibilities are shown in Figure 12. In Figure 12(a) wd a heat exchanger
to super-heat the vapour entering the compressor and silthediquid before ex-
pansion. The sub-cooling is beneficial because of redugeahsion losses, whereas
the super-heating is undesirable because compressor pmveases. Depending
on the properties of the fluid, this design may be desirab#me cases, even for
pure refrigerants (Radermacher, 1989). In the ammonia tadg gresented below
it is not optimal with internal heat exchange, but for a trantical CO, cycle it is
optimal (Neksaa et al., 1998).

In Figure 12(b) the liquid out of the condenser is sub-coblgtieat exchange with
the evaporator. For pure fluids this has no effect (apart fitwarfact that increased

heat transfer area is needed). However, for mixed refrigsriamay be beneficial,
and this configuration is frequently used in LNG process#izing mixed refrig-

erants.
Qa

QH QH

| | W || W/
PN S

Qc
(@) Internal heat exchange after (b) Internal heat exchange inside
evaporator (sometimes beneficial for evaporator (no effect for pure fluids)
pure fluids)

Fig. 12. Two possible configurations with internal heat exchange

5.2 Selection of controlled variable

We have found that it is generally optimal to have no supeait-@€ls,, = 0°C) and
some sub-cooling/Tsyn > 0°C). In practice, no super-heating is easily obtained
by use of a design with a low pressure tank as shown in Figuagakd Figure
5. It is less clear how to get the right sub-cooling. In Figreve show a strat-
egy where a valve is used to control the degree of sub-codligg, However, the
optimal value ofATg,, will vary during operation, and als&yTg,, may be difficult
to measure and control, so it is not clear that this strategyobd. More gener-
ally, we could envisage an on-line optimization scheme wlwre continuously
optimizes the operation (maximizes COP) by adjusting theegalHowever, such
schemes are quite complex and sensitive to uncertainty, @@ctice one uses sim-
pler schemes, like the one in Figure 5, where the valve clsrgmme other variable.
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Such variables could be:

Valve position setpoints (that is, the valve is left in a constant position)
High pressureH},)

Low pressureR)

Temperature out of condensdp)

Degree of sub-cooling\Tsyp= T2 — Tsat(Fh))

Temperature out of evaporatdizf

Degree of super-heatindTsup= T4 — Tsat(R))

Liquid level in storage tank (to adjust charge to rest of exygt

Pressure drop across the extra valve if the design in Figime$used

The objective is to achieve “self-optimizing” control wieeast constant setpoint for
the selected variable indirectly leads to near-optimalaipen (Skogestad, 2000).
The selection of “self-optimizing” controlled variablesr fsimple refrigeration cy-
cles is the main topic in Part Il (Jensen and Skogestad, 20ppear).

6 Conclusion

The “active charge” in a closed cycle has a steady stateteffacs is unlike open
systems, where we have boundary conditions on pressuraljidst ahe degree of
freedom related to the “active charge” one needs a liqui#t {aeceiver) in the

cycle. The key to make efficient use of this degree of freedotn allow for sub-

cooling in the condenser. So far it has been assumed thathmgdsavoid sub-
cooling in the condenser to maximize the efficiency. Howewer find that some
sub-cooling may be desirable. For the ammonia case studyetveagings in the
order of 2%, by using the design in Figure 5 that allows for-sabling. The sav-
ings would be even larger if we compared with the common aeisig-igure 6(a)

which in addition to having no sub-cooling, also gives stipeating.

Nevertheless, the savings in them self are not very largeeNtoportantly, the
results show that the active charge is a degree of freedahtharsub-cooling gives
some decoupling between the high presfrand the hot source temperatuig
similar to that found for other cycles, including transtical CO, cycles.
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