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Abstract

The paper addresses control related design issues for neutralization plants. Mainly for control reasons, the neutralization is usually performed
in several steps (mixing tanks) with gradual change in the concentration. The aim is to give recommendations for issues like tank sizes and
number of tanks. Assuming strong acids and bases, we derive linearized relationships from the disturbance variables (e.g. inlet concentration
and flow rate) to the output (outlet concentration), including the scaled disturbance gain,kd . With local PI or PID control in each tank, we
recommend to use identical tanks with total volumeVtot, where we giveVtot as a function ofkd , the time delay in each tankθ, the flow rateq,
and the number of tanksn. Forkd � 1, which is common in pH-neutralization, this givesVtot = 2qnθk1/n

d .
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1. Introduction

The pH-neutralization of acids or bases has significant
industrial importance. The aim of the process is to change
the pH in the inlet flow, theinfluent (disturbance,d), by
addition of areagent(manipulated variable,u) so that the
outflow or effluenthas a certain pH. This is illustrated in
Fig. 1as a simple mixing, but normally it takes place in one
or more tanks or basins, seeFig. 3. Examples of areas where
pH control processes are in extensive use are water treatment
plants, many chemical processes, metal-finishing operations,
production of pharmaceuticals and biological processes. In
spite of this, there is little theoretical basis for designing such
systems, and heuristic guidelines are used in most cases.

Textbooks on pH control include(Shinskey, 1973)and
(McMillan, 1984). General process control textbooks, such
as (Shinskey, 1996; Balchen & Mummé, 1988), have sec-
tions on pH control. A critical review on design and con-
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trol of neutralization processes which emphasizes chemical
waste water treatment is given byWalsh (1993).

Our starting point is that the tanks are installed primarily
for dynamic and control purposes. In our paper, process de-
sign methods using control theory are proposed. We focus
on the neutralization ofstrongacids or bases, which usually
is performed in several steps. The objective is to find meth-
ods to obtain the total required volume for a given number
of tanks, and discuss whether they should be identical or not.
Design of surge (buffer) tanks is generalized to other pro-
cesses in(Faanes & Skogestad, 2003). Clearly, the required
tank size depends on the effectiveness of the control sys-
tem, and especially with more than one tank there are many
possibilities with respect to instrumentation and control
structure design. This is discussed in(Faanes & Skogestad,
1999).

Section 2motivates the problem. Since time delays are im-
portant design limitations,Section 3contains a discussion on
delays. From the models presented inSection 4, in Section 5
we follow Skogestad (1996)and derive a simple formula
for the required tank volume, denotedV0. In Section 6, the
validity of the simple formula forV0 is checked numeri-
cally, and improved rules for sizing are proposed. Whether
equal tanks is best or not is discussed inSection 7. Discus-
sions on measurement noise, feedforward control and the
pH set-point to each tank are found inSection 8. The main
conclusions are summarized inSection 9.

0098-1354/$ – see front matter © 2003 Elsevier Ltd. All rights reserved.
doi:10.1016/j.compchemeng.2003.11.001
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pHC

pHI

BaseAcid

pH 7 ± 1

pH - 1

q=5 l / s    ∆cinfl,max =
±5 mol / l

∆c max =±10-6 mol / l

kd ~ 106

Fig. 1. Neutralization of strong acid with strong base (no tank).

2. Motivating example

We use a simple neutralization process to illustrate the
ideas.

Example 1. We want to neutralize 5 l/s of a strong acid
(disturbance) of pH= −1 (cH+,infl = 10 mol/l) using a
strong base (input) with pH= 15 to obtain a product of
pH = 7 ± 1 (10−8 mol/l < cH+ < 10−6 mol/l).

We present a model for the process inSection 4, and
we find that it is convenient to work with the excess
H+-concentration,c = cH+ − cOH− (mol/l). In terms of this
variable, the product specification isc = 0 mol/l, and the
variation requirement±1pH corresponds to a concentra-
tion deviation�cmax = ±10−6 mol/l. We assume that the
maximum expected disturbance is�cin,max = ±5 mol/l,
corresponding to a pH variation from−0.70 to−1.18.

We first try to simply mix the acid and base, as illustrated
in Fig. 1(no tank). The outlet concentration is measured (or
calculated from a pH measurement), and the base addition is
adjusted by a feedback PI- controller assuming a time delay
of 10 s in the feedback loop. A step disturbance in the inlet
concentration of 51 mol/l, results in an immediate increase
in the product of 2.5 mol/l (to pH−0.4), since the total flow
is half the acid flow. After a while the PI controller brings
the pH back to 7, but for a period of about 700 s the product
is far outside its limits. This can be seen from the simulation
in Fig. 2 (solid line).

This is clearly not acceptable, so, next, we install one mix-
ing tank to dampen the disturbances. For a tank with resi-
dence timeτ, the response is (for the case with no control):

c(t) = 2.5(1 − e−t/τ) (1)

Now the pH of the product does not respond immediately,
and providedτ is sufficiently large, the controller can coun-
teract the disturbance before the pH has crossed its limit of
6. Solving forc(t) = 10−6, we get

t ≈ 4 × 10−7τ (2)

For example,τ = 1000 s givest = 4 × 10−4 s, that is,
for a tank with residence time of 1000 s the pH goes out-
side its limits after 0.4 ms. However, no control system can
respond this fast. With a time delay of 10 s (typical value),
the feedback controller needs at leastt = 10 s to counteract
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Fig. 2. Mixing capacity is required to dampen the disturbance. Closed-loop
responses in outlet pH to a step change in inlet acid concentration from
10 to 15 mol/l with time delay of 10 s in the PI-control loop. (Controller:
PI with kd tuning.)

Fig. 3. Neutralization in three stages.

the disturbance, which gives a minimum required residence
time ofτ = 10/4×10−7 s = 2.5×107 s. In practice, a larger
tank is required, and inFig. 2we also show the closed-loop
response for the case withτ = 8 × 107 s (dashed line).
With a flowrate of 10 l/s this corresponds to a tank size of
800 000 m3. This is of course unrealistic, but inSection 5we
will see that the total tank size can be reduced considerably
by adding several tanks in series as illustrated inFig. 3.

3. Time delays

Time delays provide fundamental limitations on the
achievable response time, and thereby directly influence the
required volumes. The delays may result from transport de-
lays or from approximations of higher order responses for
mixing or reaction processes and from the instrumentation.
For pH control processes, the delays arise from

1. Transport of species into and through the tank, in which
the mixing delay is included (θp)
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2. Transport of the solution to the measurement and approx-
imation of measurement dynamics (θm)

3. Approximation of actuator and valve dynamics (θv)
4. Transport of the solution to the next tank (θn)

In this paper, we mainly consider local feedback control,
and the total effective delay is the sum of the contributions
from the process and instrumentationθ = θp + θm + θv. If
the influent (disturbance) and the reagent addition (manip-
ulated variable) are placed close, they will have about the
same delayθp, but for feedback control only the delay for
manipulated variables matters.

Both the volume and the mixing speed determine the mix-
ing delay, which is the most important contribution toθp.
If the volume is increased, then the mixing speed is also
usually increased and these two effects are opposing.Walsh
(1993)carried out calculations for one mixer type and found
θp ∼ V 0.07. Since the exponent of 0.07 is close to zero he
concludes thatθp is constant (typically about 7 s), indepen-
dent of the tank size. On the other hand,Shinskey (1973,
1996)assumes that the overall delayθ is proportional to the
tank volume (this is not stated explicitly, but he assumes that
the ultimate or natural period of oscillation, which here is
4θ, varies proportionally with the volume). In this paper, we
mainly follow Walsh and assume that the overall effective
delay isθ = 10 s in each tank.

4. Model

The model is derived inAppendix A. pH-control involving
strong acids and bases is usually considered as a strongly
“nonlinear” process. However, if we look at the underlying
model written in terms of the excess H+ concentrationc =
cH+ − cOH− :

d(cV)

dt
= cinflqinfl + creagqreag− cq (3)

then we find that it is linear in compositionc (the overall
model is bilinear due to the product of flow rate (q) and
concentration (c)). The fact that the excess concentration
will vary over many orders of magnitude (e.g. we want|c| <
10−6 mol/l to obtain 6< pH< 8, whereasc = 1 mol/l for a
strong acid with pH= 0), shows the strong sensitivity of the
process to disturbances (withkd � 1; see below), but has
nothing to do with non-linearity in a mathematical sense.

In Appendix A, we have derived a Laplace transformed
linearized scaled model for the process illustrated inFig. 4:

y(s) = G(s)u(s)+Gd(s)d(s) (4)

wherey = �c/cmax is a scaled value of the effluent excess
concentration,u = �qreag,u/qreag,u,max is a scaled value
of the reagent flow rate, andd = (�cinfl/cinfl,max, �qinfl/

qinfl,max, �creag/creag,max, �qreag,d/qreag,d,max)
T is a distur-

bance vector. The subscripts max denote the maximum tol-
erated (y), possible (u) or expected (d) variation; see also

pHc

qinfl
cinfl

qreag
creag

c, q

V, c

Fig. 4. Neutralization tank with pH control.

Table 1. Note that we have included a reagent flow rate,
qreag,d , as a disturbance, since it may also have uncontrolled
variations due to, e.g. inaccuracies in the valve or upstream
pressure variations.G is the transfer function from the con-
trol input, andGd a vector of transfer functions from the
disturbances. Normally, it is convenient to consider the ef-
fect of one disturbance at a time, so from now on we con-
sider d as a scalar andGd as a (scalar) transfer function.
The reason for the scaling is to make it easier to state crite-
ria for sufficient dampening, and we scale the model so that
the output, control input and the expected disturbances all
shall lie between−1 and 1.

For a single tank, the transfer functionsG(s) andGd(s)

are represented as

G(s) = k

τs+ 1
e−θs, Gd(s) = kd

τs+ 1
e−θs (5)

where τ is the nominal residence time in the tank (τ =
V ∗/q∗, whereV ∗ is the nominal volume andq∗ the total
flow rate), andθ is effective time delay, due to mixing, mea-
surement and valve dynamics (seeSection 3).

In Appendix A.2, we derive a linear model for a series
of n tanks. Neglecting reagent disturbances (except in the
first tank) and changes in outlet flow-rates of each tank, we
obtain for any disturbance entering in the first tank,

Gd(s) = kd

((τh/n)s+ 1)n
e−nθs (6)

whereτh is the total residence timeVtot/q. Vtot is the total
volume andq is the flow rate through the tanks, and we here
assumeθ1 = . . . = θn = θ.

Table 1
Steady-state gain for different disturbances

Concentration disturbance Flow disturbance

Influent kd,infl,c = cinfl,max

cmax

q∗
infl

q∗ kd,infl,q = c∗infl − c∗
cmax

qinfl,max

q∗

Reagent kd,reag,c = creag,max

cmax

q∗
reag

q∗ kd,reag,q = c∗reag− c∗
cmax

qreag,d,max

q∗

Superscript symbol (∗) denotes nominal values, and subscript max denotes
maximum tolerated (cmax) or expected (the other variables) variation.
qreag,d,max is maximal expecteduncontrolledvariation in reagent flow.
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With the above-mentioned scalings, the gain from the con-
trol input is (Appendix A.1)

k = c∗reag− c∗
cmax

qreag,u,max

q∗
(7)

while kd for various disturbances is given inTable 1. We
will assume thatkd � 1 (typically kd is 103 or larger for
pH systems).

Example 1 (continued from Section 2). We consider the
influent disturbances. Nominally,q∗infl/q

∗ = 0.5 (acid flow
rate is half the total flow rate),cmax = 10−6, c∗ = 0 mol/l,
andcinfl,d,max = 5 mol/l (maximum inlet concentration vari-
ation). This giveskd,infl,c = (5/10−6)× 0.5 = 2.5× 106 (as
found earlier).

Furthermore,qinfl,d,max/q
∗ = 0.5× 0.5 (maximum varia-

tion in acid flow rate is±50%) sokd,infl,q = (10/10−6)0.5×
0.5 = 2.5 × 106.

5. A simple formula for the volume and number
of tanks

The motivating example inSection 2showed that the con-
trol system is able to reject disturbances at low frequencies
(including at steady state), but we need design modifica-
tions to take care of high-frequency variations. Based on
(Skogestad, 1996)a method for tank design using this basic
understanding is presented.

The basic control structure is local control in each tank,
as illustrated inFig. 3 (flowsheet) andFig. 5 (block di-
agram). We assume no reference changes (r1 = r2 =
. . . = 0), and the closed-loop response of each tank then
becomes

yi(s) = 1

1 +Gi(s)Ki(s)Gdi(s)di(s) = Si(s)Gdi(s)di(s) (8)

whered1 = d, and fori > 1, di = yi−1. Si(s) is the sensi-
tivity function for tank i. Combining this into one transfer
function from the external disturbanced to the final output

Gd1

G1K1 Gd2

G2K2 Gd3

G3K3

d

y1

y2

y3

-

-

-

r1

r2

r3

Fig. 5. Block diagram corresponding toFig. 3 with local control in each
tank.

y leads to

y(s) =
(
n∏
i=1

Si(s)Gdi(s)

)
d(s)

=
(
n∏
i=1

Si(s)

)(
n∏
i=1

Gdi(s)

)
d(s) (9)

y(s) = S(s)Gd(s)d(s) (10)

whereS(s) = ∏n
i=1 Si(s). The factorization ofS is possible

since the tanks are SISO systems.
We assume that the variables (y andd) have been scaled

such that for disturbance rejection the performance require-
ment is to have|y| ≤ 1 for all |d| ≤ 1 at all frequencies, or
equivalently

|S(jω)Gd(jω)| ≤ 1, ∀ω (11)

Combining (11) and the scaled model ofGd in (6) yields an
expression for the required total volume withn equal tanks:

Vtot ≥ qn

ω

√
(kd |S(jω)|)2/n − 1, ∀ω (12)

Assuming(kd |S(jω)|)2/n � 1 (sincekd � 1 and the design
is most critical at frequencies, where|S| is close to 1) this
may be simplified to

Vtot ≥ qnk1/nd
|S(jω)|1/n

ω
, ∀ω (13)

We see that|S(jω)| enters into the expression in the power
of 1/n. This is becauseGd is of the same order asS. This
gives the important insight that a “resonance” peak in|S|,
due to several tanks in series, willnotbe an important issue.
Specifically, if the tanks are identical and the controllers are
tuned equally, the expression is

Vtot ≥ qnk1/nd
|Si(jω)|
ω

, ∀ω (14)

whereSi is the sensitivity function for each locally controlled
tank. This condition must be satisfied at any frequencyω and
in particular at the bandwidth frequencyωB, here defined
as the lowest frequency for which|S(jωB)| = 1. This gives
the minimum requirement(Skogestad, 1996)

Vtot ≥ qn

ωB

√
k

2/n
d − 1 (15)

Since|Gd(jω)| decreases asω increases, this volume guar-
antees that

|Gd(jω)| ≤ 1, ∀ω ≥ ωB (16)

In words, the tank must dampen the disturbances at high fre-
quencies where control is not effective. With only feedback
control, the bandwidthωB (up to which feedback control is
effective), is limited by the delay,θ, and from (Skogestad
& Postlethwaite, 1996, p.174) we haveωB ≤ 1/θ (the exact
value depends on the controller tuning), which gives

Vtot > V0 (17)
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Table 2
Total tank volume,V0 from (18)

Number of tanks,n Total volumeV0 [m3]

1 250000
2 316
3 40.7
4 15.9
5 9.51

Data: q = 0.01 m3/s, kd = 2.5 × 106 and θ = 10 s.

where(Skogestad, 1996)

V0(n)
def=qnθ

√
k

2/n
d − 1 (18)

is a “reference value” we will compare with throughout the
paper. Forkd � 1, we have

V0 ≈ qnθk1/n
d (19)

(19) gives the important insight that the required volume in
each tank,V0/n, is proportional to the total flow rate,q,
the time delay in each tank,θ, and the disturbance gainkd
raised to the power 1/n. Table 2givesV0 as a function of
n for Example 1. With one tank the size of a supertanker
(250 000 m3) is required (as we got in the motivating exam-
ple). The minimum total volume is obtained with 18 tanks
(Skogestad, 1996), but the reduction in size levels off at
about three to four tanks, and taking cost into account one
would probably choose three or four tanks. For example,
Walsh (1993)found the following formula for the capital
cost in £ of a stirred tank reactor

C = 20 000+ 2000V 0.7 (20)

From this we obtain the following total cost forn = 1, . . . ,5
in £1000: 12 000, 180, 97, 101, 120, i.e. lowest cost is for
three tanks.

Remark 1. Conditions (15) and (17) are derived for a par-
ticular frequencyωB and other frequencies may be worse.
However, we will see that|SGd| is “flat” around the fre-
quencyωB if the controller tuning is not too aggressive, and
ωB is close to the worst frequency in many cases.

Remark 2. In (6), we neglected the variation in the outlet
flow rate from each tank. The outlet flow rate is determined
by the level controller (see (A.21) and (A.22)). With more
than one tank and a different pH in each tank, a feed flow rate
variation (disturbance) into the first tank will give a parallel
effect in the downstream concentration variations since both
the inlet flow rate and inlet concentration will vary. Also
variations in the reactant flow rate will influence the level
and thereby outlet flow rate. Perfect level control is worst
since then outlet flow rate equals inlet flow rate. With av-
eraging level control (surge tank), the outlet flow variations
are dampened, but extra volume is required also for this,

which is not taken into account in the analysis presented in
this paper.

6. Validation of the simple formula: improved sizing

In (18), we followedSkogestad (1996)and derived the
approximate valueV0 for the total volume. This is a lower
bound onVtot due to the following two errors:

(E1) The assumed bandwidthωB = 1/θ is too high if we
use standard controllers (e.g. PI or PID).

(E2) The maximum of|S(jω)Gd(jω)| occurs at another fre-
quency thanωB.

In this section, we compute numerically the necessary
volumeVtot when these two errors are removed. We assume
first sinusoidal disturbances, and later step changes. Each
tank (labeledi) is assumed to be controlled with a PI or
PID controller with gainKci , integral timeτIi and for PID
derivative timeτDi :

ci,PID = Kci
(τIi s+ 1)(τDis+ 1)

τIi s(0.1τDis+ 1)
(21)

(cascade form of the PID controller). We consider four dif-
ferent controller tuning rules for PI and PID controllers:
Ziegler–Nichols, IMC, SIMC and optimal tuning.

For the case with Ziegler–Nichols, IMC or SIMC tunings
the controller parameters are fully determined by the pro-
cess parametersk, τ andθ, and an optimization problem for
finding the minimum required tank volumes may be formu-
lated as:

Vtot,opt = min
V1,...,Vn

n∑
i=1

Vi (22)

subject to

|S(jωk)Gd(jωk)| ≤ 1, ∀ωk ∈  (23)

S is stable (24)

To get a finite number of constraints, we define a vector 

containing a number of frequenciesωk covering the relevant
frequency range (from 10−3 to 103 rad/s). It is assumed that
if the constraints are fulfilled for the frequencies in , they
are fulfilled for all frequencies. The stability requirement is
that the real part of the poles ofS(s) are negative. The poles
are calculated using a 3rd order Padé approximation for the
time delays inG(s), but this is not critical since the stability
constraint is never active at the optimum.

Ziegler and Nichols (1942) tunings are based on the ulti-
mate gainKu and ultimate periodPu. For our process, the
resulting PI controller has gainKc = 0.45Ku ≈ 0.71τ/(kθ)
and integral timeτI = Pu/1.2 ≈ 3.3θ. The corresponding
“ideal” PID tunings are:K′

c = 0.6Ku ≈ 0.94τ/(kθ), τ′I =
Pu/2 = 2θ and τ′D = Pu/8 = 0.5θ, which correspond to
Kc = K′

c/2 ≈ 0.47τ/(kθ) andτI = τD = θ for our cascade
controller.
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The IMC-tunings derived byRivera, Morari, & Skogestad
(1986) have a single tuning parameterε which we select
according to the recommendations for a first order process
with delay asε = 1.7θ for PI control andε = 0.8θ for PID
control. We get a PI controller with gainKc = 0.558τ/(kθ)
and integral timeτI = τ. For the cascade form IMC-PID
controller, we getKc = 0.77τ/(kθ), τI = τ andτD = 0.5θ.

However, the IMC tuning is for set-point tracking, and for
“slow processes” withτ � θ this gives a very slow settling
for disturbances.Skogestad (2003)therefore suggests to use
τI = min(τ,8θ) which for our process givesτI = 8θ. The
controller gain isKc = 0.5τ/(kθ). We denote this tuning
SIMC PI. For a SIMC-PID controller (on cascade form),
the gain and integral time are left unchanged, and we have
chosen to set the derivative timeτD to 0.5θ.

For optimal tunings, the controller parameters are opti-
mized simultaneously with the volumes:

Vtot,opt = min
V1,...,Vn,Kc1,...,Kcn , τI1,...,τIn

n∑
i=1

Vi (25)

subject to

|S(jωk)Gd(jωk)| ≤ 1, ∀ωk ∈  (26)

|Si(jωk)| ≤ MS, ∀ωk ∈  , i = 1, . . . , n (27)

S is stable (28)

To assure a robust tuning, a limit,MS = Smax ≤ 2, is put on
the peak of the gain of the individual sensitivity functions
|Si|. (For PID control we also letτD1, . . . , τDn vary in the
optimization.)

In the following, we apply this numerical approach to the
process inExample 1. For n multiple tanks in series,kd is
distributed equally between the tanks, so that for tanki we
get kd,i = (kd)

1/n. The results for the four different con-
trollers (ZN, IMC, SIMC and optimal) are given inTable 3
for PI control and inTable 4for PID control.

The optimal controller PI-tunings (last column inTable 3)
give a large integral time, so that we in effect have obtained
P-control withKckθ/τ equal to 0.63 (one tank), 0.71 and
0.56 (two tanks), 0.38 and twice 0.71 (three tanks) and 0.31
and three times 0.71 (four tanks). The optimal PID-tuning
(last column inTable 4) also gave a large integral time (PD
control) withKc = 0.8τ/(kθ) and derivate timeτD = 0.4θ
for all tanks.

Table 3
PI controllers: volume requirementsVtot obtained from (22) (for Ziegler–
Nichols, IMC, SIMC) and from (25) (optimal tuning)

n ZN IMC SIMC Optimized

1 3.16V0 (1) 1.81V0 (1) 2.48V0 (1) 1.78V0 (1)
2 3.16V0 (2) 1.81V0 (2) 2.48V0 (2) 1.77V0 (2)
3 3.14V0 (3) 1.81V0 (3) 2.46V0 (3) 1.73V0 (3)
4 3.09V0 (4) 1.81V0 (4) 2.42V0 (4) 1.68V0 (4)

Data: kd = 2.5 × 106, θ = 10 s.

Table 4
PID controllers: volume requirementsVtot obtained from (22) (for Ziegler–
Nichols, IMC, SIMC) and from (25) (optimal tuning)

n ZN IMC SIMC Optimized

1 2.31V0 (1) 1.30V0 (1) 2.15V0 (1) 1.22V0 (1)
2 2.31V0 (2) 1.30V0 (2) 2.15V0 (2) 1.22V0 (2)
3 2.29V0 (3) 1.29V0 (3) 2.14V0 (3) 1.21V0 (3)
4 2.25V0 (4) 1.28V0 (4) 2.10V0 (4) 1.19V0 (4)

Data: kd = 2.5 × 106, θ = 10 s.

FromTables 3 and 4we find that the “correction factor”,
f on V0

Vtot = fV0 (29)

is in the rangef = 1.2–3.2. The correction factor is in-
dependent of the number of tanks in most cases, which is
plausible since the combination of (14) and (19) gives

Vtot >
|Si(jω)|
θω

V0 (30)

where|Si|/ωθ is close to independent of the number of tanks
involved. To see this, insert the tuning rules into the con-
troller transfer function and calculate|Si(jω)|. For the IMC
tuning|Si(jω)| depends only onθω, so that when it is scaled
with θω it will independent of the process parameters.|Si|
for ZN and SIMC depends onτ, but only for low frequen-
cies (whenτω is small compared to 1). For up to three tanks,
|Si| only depends onθω at the relevant frequencies. Recall,
however, that this analysis is not exact since (30) is an ap-
proximation.

Frequency-plots for three tanks with PI control are given
in Fig. 6. In all four cases, the bandwidthωB is lower than
1/θ (error E1).ωB is the worst frequency, with exception
of the Ziegler–Nichols tunings (which due to the high peak
in |S(jω)| give error E2). The optimal controller makes
|S(jω)Gd(jω)| constant for a wide frequency range.

Next consider inFig. 7(a) the response to a step distur-
bance in inlet concentration (d) for the different controller
tunings and tank volumes for the case with three tanks in
series. As stated before, the optimal PI controller is actually
a P controller, and the controller with IMC tuning also has a
“slow” integral action and this is observed by the slow set-
tling. We see that for the other two tunings, and especially
for the Ziegler–Nichols tuning, the frequency domain result
is conservative when considering the step response. This is
because the peak in|SGd| is sharp so that|S(jω)Gd(jω)| ex-
ceeds 1 only for a relatively narrow frequency range, and this
peak has only a moderate effect on the step response. This
means that we can reduce the required tank volume if step
disturbances are the main concern. For the step response we
find that a total tank size of 1.9V0 keeps the output within
±1 for PI controllers tuned both with Ziegler–Nichols and
SIMC. For PID control we find that 1.5V0 and 1.6V0 are
necessary for these two tuning rules (1–4 tanks).

In conclusion, for PI control we recommend to select
tanks with sizeVtot ≈ 2V0, whereas with PID controlVtot ≈
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Fig. 6. Frequency–magnitude plots corresponding to results for PI control of three tanks inTable 3. (a) ZN settings; (b) IMC settings; (c) SIMC settings;
(d) Optimal PI settings.

1.6V0 is sufficient. These recommendations are confirmed
in Fig. 7(b) where we useVtot = 2V0, and we see that after
a unit disturbance step the output is within±1.

Remark 1. We have specified that in each tankki = 2kd,i,
wherekd,i is the (open loop) disturbance gain in each tank,
but the results are independent of this choice, since the con-
troller gains are adjusted relative to the inverse ofki.

Remark 2. The sensitivity functions,Si(jω), are indepen-
dent of the pH set-points in each tank (seeRemark 1).
Gd(jω) is determined by its time constants and delays,
which are independent of the pH-values, and its steady state
overall gain,kd . kd is defined by the inlet and outlet pH.
The fundamental requirement (11), and thereby the results
of this and the previous section, are therefore independent
of the pH set-points in intermediate tanks.

7. Equal or different tanks?

In all the above optimizations (Tables 3 and 4), we allowed
for different tank sizes, but in all cases we found that equal
tanks were optimal. This is partly because we assumed a
constant delay of 10 s in each tank, independent of tank
size.

This confirms the findings ofWalsh (1993)who carried
out calculations showing that equal tanks is cost optimal
with fixed delay. We present here a derivation that confirms
this. We assume that the cost of a tank of volumeV is
proportional toVx, wherex is a scaling factor. To minimize
the total cost we then must minimize

min
V1,...,Vn

(V x1 + Vx2 + · · · + Vxn ) (31)

which provided the flow rate through all tanks are equal
(which is true for example if most of the reagent is added
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Fig. 7. Response to step disturbance in cinfl for three tanks using PI-control. (a) Volumes and tunings from Table 3; (b) equal tanks with Vtot = 2V0

(V1 = V2 = V3 = Vtot/3).

into the first tank), is equivalent to

min
τ1,...,τn

(τx1 + τx2 + · · · + τxn) (32)

This cost optimization is constrained by the demand for dis-
turbance rejection (11). The expression for Gd(s) for arbi-
trary sized tanks is:

Gd(s) = kd e−(θ1+···+θn)s

(τ1s+ 1) · · · (τns+ 1)
(33)

Combining (33) with the inequality (11) yields

((τ1ω)
2 + 1) · · · ((τnω)2 + 1)− (|S(jω)|kd)2 ≥ 0 (34)

which constraints the optimization in (32). We assume again
that the peak in |SGd| occurs at the frequency ωB, where
|S| = 1. (34) then simplifies to

((τ1ωB)
2 + 1) · · · ((τnωB)

2 + 1)− k2
d ≥ 0 (35)

and it can easily be proved (e.g. using Lagrange multipliers,
see Appendix C) that equal tanks minimizes cost.

This result contradicts Shinskey (1973, 1996) who as-
sumed that the delay varies proportionally with the volume,
and found that the first tank should be about one fourth of the
second. McMillan (1984) also claims that the tanks should
have different volume. Let us check this numerically. We as-
sume a minimum fixed delay of 5 s and let θ(V) = (αV+5) s.
To get consistency with our previous results with constant
delay of 10 s, we let θ = 10 s for V = Vtot/n, where Vtot is
the total volume required with constant delay (see the final
column of Table 3). The results of the optimization with PI
control are presented in Table 5. We see that in this case it is
indeed optimal with different sizes, with a ratio of about 1.5
between largest and smallest tank. However, if we with the

same expression for θ, require equal tanks and equal con-
troller tunings in each tank, the incremental volume is only
14% or less for up to 4 tanks (see the last column in Table 5).

With a smaller fixed part in θ(V), the differences in size
are larger. For example with a fixed delay of only 1 s we get
a optimal ratio of up to 7.7 (for three tanks). However, if we
allow for PID-controllers the ratio is only 1.5.

These numerical results seem to indicate that our proof
in (35), which allows for different delays in each tank, is
wrong. In the proof, we assumed that |S| = 1 at the fre-
quency where |SGd| has its peak. This will hold for a com-
plex controller, where due to the constraint (26) we expect
|SGd| to remain flat over a large frequency region, but not
necessarily for a simple controller, like PI. The frequency
plots for the resulting PI-controllers in Table 5 confirm this.

In conclusion, it is optimal, in terms of minimizing cost,
to have identical tanks with identical controllers, provided
there are no restrictions on the controller. With PI-control
there may be a small benefit in having different volumes,
but this benefit is most likely too small to offset the prac-
tical advantages of having identical units. This agrees with
the observations of Proudfoot (1983) from 6 neutralization
plants with two or three tank in series. In all cases, equal
tanks had been chosen.

Table 5
Optimal PI design with volume dependent delay: θ = (αV + 5)s

n Volume each tank Vtot Volume
ratio

Vtot increase with
equal tanks (%)

2 217, 326 544 1.50 +4
3 18.4, 18.4, 30.7 67.6 1.67 +9
4 5.36, 5.36, 5.36, 9.14 25.2 1.71 +14
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8. Discussion

8.1. Measurement noise and errors

In this paper, we have focused on the effect of distur-
bances. Another source of control errors is errors and noise
in the measurements. Normally, the accuracy of pH instru-
ments is considerable better than the requirement for the
pH variation, which we as an example has given as ±1 pH
units in the present paper. However, due to impurities, the
measured value may drift during operation. In one of Norsk
Hydro’s fertilizer plants, the probes are cleaned and recali-
brated once a week, and during this period the pH measure-
ment may drift up to 1 pH unit. This drifting is, however,
very slow compared to the process, and will not influence the
dynamic results from this paper, except that the controller
cannot make the pH more correct than its measurement.

The worst error type is steady-state offset in the measure-
ment of the product. This can lead to a product outside its
specifications, and can only be avoided by regular calibra-
tion (possibly helped by data reconciliation).

Measurement errors in upstream tanks may lead to dis-
turbances at later stages, since the controller using this mea-
surement will compensate for what it believe to be a change
in the concentration. Such errors can be handled at later
stages.

To study the effects of measurement errors in the setting
of this paper, one must convert the expected errors in the pH
measurement to a corresponding error in the scaled concen-
tration variable, y. Tools for such conversion is provided in
Appendix B. Often the error in y becomes larger than the
pH error (as seen in the example of Appendix B).

The conclusion is that small and slowly appearing mea-
surement errors do not cause problems, provided frequent
maintenance is performed, whereas higher frequency varia-
tion with amplitude close to allowed pH variation must be
converted into variation in y and treated as disturbances.

8.2. Feedforward elements

In this section, we discuss the implications for the tank
size of introducing feedforward control. Feedforward from
an influent pH measurement is difficult since an accurate
transition from pH to concentration is needed. An indication
of this is that Shinskey removed the section “Feedforward
control of pH” in his fourth edition (compare (Shinskey,
1988) with (Shinskey, 1996)). Feedforward from the influent
flow rate is easier, and McMillan (1984) states that one tank
may be saved with effective feedforward from influent flow
rate and pH.

Skogestad (1996) show for an example with three tanks
that use of a feedforward controller that reduced the distur-
bance by 80%, reduced the required total volume from 40.7
to 23.8 m3.

Previous work has considered feedforward from external
disturbances. We will in the following analyze the situation

Table 6
The volume requirement with feedforward from each tank to next assum-
ing that the feedforward reduces the disturbance by 80% (r = 0.2) and
with perfect feedforward control (r = 0)

No. of tanks 80% reduction Perfect feedforward control

1 V0 V0

2 0.45V0 0
3 0.34V0 0
4 0.30V0 0
5 0.27V0 0
∞ 0.20V0 0

V0 is given by (18).

with n tanks in series and “ feedforward” to downstream
tanks from upstream measurements. In this way no extra
measurements are required. As is discussed in (Faanes &
Skogestad, 1999), a multivariable controller may give this
kind of feedforward action. We assume no feedforward to
the first tank, and assume that the feedforward controllers
reduce the disturbance to each of the next n− 1 tanks by a
factor of rj , j = 1, . . . , n−1 (where hopefully rj < 1). The
effective gain from an inlet disturbance to the concentration
in the last tank then becomes

kFF
d = kd

n−1∏
j=1

rj (36)

To calculate the required volumes for this case, we insert
(36) into (18), and get

V FF
0 = qnθ

√√√√√

kd n−1∏

j=1

rj




2/n

− 1 (37)

If r1 = · · · = rn−1 = r, (19) and (37) yield:

V FF
0 ≈ V0r

(n−1/n) (38)

For example, if each feedforward effect reduces the distur-
bance by 80% (r = 0.20), we get V FF

0 /V0 = 1 (1 tank),
= 0.45 (2 tanks), etc.; see Table 6 for more details.

To have perfect feedforward from one tank to another
one need, in addition to a perfect model, an invertible pro-
cess. With a delay in the measurement or a larger delay for
the control input than for the disturbance, this is not possi-
ble. Feedforward and multivariable controllers may actually
benefit from transportation delay as will be illustrated in the
following example.

Example 2. We have three tanks with (at least) measure-
ment of pH in tank 1 and reagent addition in at least tank 3.
The transport delay is 5 s in each tank, and the measurement
delay is also 5 s (or less). If an upset occurs in tank 1 at time
0 s, the upset reaches tank 2 at time 5 s and tank 3 at 10 s. It
is “discovered” in the measurement in tank 1 at time 10 s or
before (the sum of the transport delay and the measurement
delay). With a multivariable controller or a feedforward con-
troller from tank 1 to 3, action can be taken in tank 3 at the
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Inlet tank 1

Outlet tank 1

Measured tank 1

Inlet tank 2

Outlet tank 2/
Inlet tank 3

0s 5s 10s

Fig. 8. With three tanks in series, an upset entering tank 1 reaches tank
3 at the same time the upset is seen in the measurement of tank 1. We
assume the measurement and transport delays are equal.

same time the upset reaches the tank. For control of tank 2,
however, the measurement in tank 1 will show the upset 5 s
too late. The example is illustrated in Fig. 8.

From the feedback analysis in the previous sections, the
smaller the total time delay the better. Example 2 shows,
however, that if feedforward or multivariable control is used,
one may benefit from a transport delay in intermediate tanks
that is not shorter than the measurement delays. One should
always seek to minimize the measurement delay.

8.3. pH set-points in each tank

We have already noted that the analysis in the previous
sections is independentof the pH set-point in each tank
(Remark 2, Section 6). Here we discuss some issues concern-
ing the set-points or equivalently the distribution of reagent
addition between the tanks.

For some processes, e.g. in fertilizer plants, the pH in in-
termediate tanks is important to prevent undesired reactions.
Such requirements given by the chemistry of the process
stream shall be considered first.

Next, instead of adjusting the set-points directly, one may
use the set-points in upstream tanks to slowly adjust the
valves in downstream tanks to ideal resting positions. But
also in this case, one must have an idea of the pH levels in
the tanks when designing the valves.

Whenever possible, we prefer to add only one kind of
reagent, for example only base, to save equipment (see
Fig. 3). To be able to adjust the pH in both directions as
we have assumed, one then needs a certain nominal flow
of reagent in each tank. This implies that the pH nominally
needs to be different in each tank.

On the other hand, equal set-points in each tank minimizes
the effect of flow rate variations. In addition, more reagent
is added early in the process, so that reagent disturbances
enter early.

One common solution is to distribute the pH set-points so
that the disturbance gain is equal in each tank. In this way,
one may keep the pH within ±δ, where δ is the same in each
tank.

In conclusion, it is preferable to choose the set points as
close as possible, but such that we never get negative reagent
flow.

9. Conclusions

Buffer and surge tanks are primarily installed to smoothen
disturbances that cannot be handled by the control system.
With this as basis, control theory has been used to find the
required number of tanks and tank volumes. We recommend
identical tank sizes with a total volume of 2V0, where V0 is
given in (18) as a function of the overall disturbance gain,
kd , time delay θ in each tank, the flow rate q and number
of tanks n. The disturbance gain kd can be computed from
Table 1. Typically, the mixing and measurement delay θ is
about 10 s or larger.
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Appendix A. Modelling

A.1. Single tank

We first consider one single tank with volume V , see
Fig. 4. Let cH+ (mol/l) denote the concentration of H+-ions,
cOH− (mol/l) denote the OH− concentration, and q denote
flow rate. Let further subscript infl denote influent, sub-
script reag denote reagent and no subscript denote the outlet
stream. Material balances for H+ and OH− yield:

d

dt
(VcH+) = cH+,inflqinfl + cH+,reagqreag − cH+q+ rV

(A.1)

d

dt
(VcOH−) = cOH−,inflqinfl + cOH−,reagqreag − cOH−q+ rV

(A.2)

where r (mol/(sl)) is the rate of the reaction H2O = H+ +
OH−. For strong, i.e. completely dissociated, acids and bases
this is the only reaction in which H+ and OH− participate,
since the ionization reaction already has taken place (for
weak acids and bases, also the ionization reaction must be
included in the model). r can be eliminated from the equa-
tions by taking the difference. In this way, we get a model
for the excess of acid, i.e. the difference between the con-
centration of H+ and OH− ions (Skogestad, 1996):

c = cH+ − cOH− (A.3)

The component balance is then given by
d

dt
(cV) = cinflqinfl + creagqreag − cq (A.4)
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Making use of the total material balance (dV/dt = qinfl +
qreag − q) the component balance simplifies to
d

dt
c = 1

V
{(cinfl − c)qinfl + (creag − c)qreag} (A.5)

Linearization of (A.5) around a steady-state nominal point
(denoted with an asterisk) and Laplace transformation
yields:

c(s) = 1

(V ∗/q∗)s+ 1

{
q∗infl

q∗
cinfl(s)+

c∗infl − c∗
q∗

qinfl(s)

+q
∗
reag

q∗
creag(s)+

c∗reag − c∗
q∗

qreag(s)

}
(A.6)

where q∗ = q∗infl + q∗reag (steady-state mass balance) and the
Laplace variables c, cinfl , qinfl , creag, and qreag now denotes
deviations from their nominal point. Note that the dynamics
of V have no effect on the linearized quality response.

The nominal excess acid concentration are found from the
nominal pH values:

c∗ = (10−pH − 10−14+pH)mol/l (A.7)

The composition balance is used to obtain the nominal
reagent flow rate.

The reagent flow rate, qreag, may be divided into qreag,u
which is determined by the controller, and a disturbance
term, qreag,d , which is due to leakages and other uncertain-
ties in the dosing equipment. Thus qreag(s) = qreag,u(s) +
qreag,d(s).

We introduce scaled variables, where subscript max de-
notes maximum allowed or expected variation:

y = c

cmax
(A.8)

dinfl,c(s) = cinfl(s)

cinfl,max
, dinfl,q(s) = qinfl(s)

qinfl,max
(A.9)

dreag,c(s) = creag(s)

creag,max
, dreag,d,q(s) = qreag,d(s)

qreag,d,max

(A.10)

u(s) = qreag,u(s)

qreag,u,max
(A.11)

Thus y, dinfl,c, dinfl,q, dreag,c, dreag,d,q and u all shall stay
within ±1.

We obtain

y(s) = 1

(V ∗/q∗)s+ 1

{
cinfl,max

cmax

q∗infl

q∗
dinfl,c(s)

+c
∗
infl − c∗
cmax

qinfl,max

q∗
dinfl,q(s)

+creag,max

cmax

q∗reag

q∗
dreag,c(s)

+c
∗
reag − c∗
cmax

qreag,d,max

q∗
dreag,d,q(s)

+c
∗
reag − c∗
cmax

qreag,u,max

q∗
u(s)

}
(A.12)

The scaling factor cmax is found from the given allowed
variation in pH (±δpH):

c−max = (10−(pH−δpH) − 10−14+pH−δpH)− c∗ (A.13)

c+max = c∗ − (10−(pH+δpH) − 10−14+pH+δpH) (A.14)

cmax = min(c−max, c
+
max) (A.15)

If we consider one disturbance at a time, the model is on
the form

y(s) = G(s)u(s)+Gd(s)d(s) (A.16)

G(s) = k

τs+ 1
, Gd(s) = kd

τs+ 1
(A.17)

where k = (c∗reag − c∗/cmax)(qreag,u,max/q
∗) and kd for dif-

ferent disturbances are given by Table 1.

A.2. Linear model for multiple tank in series

We will now extend the model to include n tank in series,
and label the tanks i = 1, . . . , n. For the first tank we get
the same expression as for the single tank (A.12) (except for
the labeling):

y1(s) = 1

(V ∗
1 /q

∗
1)s+ 1

{
cinfl,max

c1,max

q∗infl

q∗1
dinfl,c(s)

+c
∗
infl − c∗1
c1,max

qinfl,max

q∗1
dinfl,q(s)

+creag,1,max

c1,max

q∗reag,1

q∗1
dreag,1,c(s)

+
c∗reag,1 − c∗1
c1,max

qreag,d,1,max

q∗1
dreag,d,1,q(s)

+
c∗reag,1 − c∗1
c1,max

qreag,u,1,max

q∗1
u1(s)

}
(A.18)

For the following tanks, the inflow is equal to the outflow
from previous tank, so that

yi(s) = 1

(V ∗
i /q

∗
i )s+ 1

{
ci−1,max

ci,max

q∗i−1

q∗i
yi−1(s)

+c
∗
i−1 − c∗i
ci,max

1

q∗i
qi−1(s)

+creag,i,max

ci,max

q∗reag,i

q∗i
dreag,i,c(s)

+
c∗reag,i − c∗i
ci,max

qreag,d,i,max

q∗i
dreag,d,i,q(s)

+
c∗reag,i − c∗i
ci,max

qreag,u,i,max

q∗i
ui(s)

}
(A.19)

qi−1(s) is the deviation from nominal value for the flow rate
from previous tank and is determined by the level controller
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in previous tank, kl,i−1(s). For tank i, the outlet flow rate
becomes

qi = kl,i(s)(Vi(s)− Vi,s(s)) (A.20)

where Vi,s(s) is the variation in the volume set-point. We
assume that Vi,s(s) = 0, and express qi as a function of the
total inlet flow:

qi(s) = kl,i(s)

s+ kl,i(s) (qi−1(s)+ qreag,d,i,q(s)+ qreag,u,i)

(A.21)

If a P controller is used, we get kl,i(s) = Kc, where Kc is
the controller gain, and

kl,i(s)

s+ kl,i(s) = 1

1 + (1/Kc)s (A.22)

Alternatively a PI-controller can be used, kl,i(s) = Kc(1 +
τis)/(τis), where Kc is controller gain, and τi is the inte-
gration time, but if τi � 1/Kc, we may ignore the integral
effect in the model.

Often we may assume that the level controller is very
slow, which leads to qi−1(s) ≈ 0 (recall that qi−1 denotes
the deviation from the nominal value). With the additional
simplification that the disturbances from the reagent can be
neglected, we get the following model for n tanks:

y1(s) = G1(s)u1(s)+Gd,1(s)d(s)
y2(s) = G2(s)u2(s)+Gd,2(s)y1(s)
...

yn(s) = Gn(s)un(s)+Gd,n(s)yn−1(s)

(A.23)

where

Gi(s) = ki

τis+ 1
, Gd,i(s) = kd,i

τis+ 1
, i = 1, . . . , n

(A.24)

From (A.23) and (A.24) we get for the scaled output of the
last tank

yn(s) =
n∑
i=1

G̃i(s)ui(s)+Gd(s)d(s) (A.25)

G̃i(s) = ki

τis+ 1

n∏
j=i+1

kd,j

τjs+ 1
, Gd(s) =

n∏
i=1

kd,i

τis+ 1

(A.26)

In the present paper, we use (A.25) and (A.26) to represent
the n tanks.

A.3. Representation of delays

In Section 3, we discuss the delays the are present in this
process. In the linearized transfer function model, the total
delay, θ, may be represented by the term

e−θs (A.27)

Delay θp Delay θn

Delay θmDelay θv

d

u

Fig. 9. The delays in a neutralization process.

For models of multiple tanks in series, the different types of
delay must be considered differently. Fig. 9 illustrates this.
The total delay in the control loop is

θloop = θp + θm + θv (A.28)

whereas the total delay related to the transportation and mix-
ing through a tank and to the next is

θtank = θp + θn (A.29)

Appendix B. The effect of pH measurement errors on
the scaled excess H+ concentration, y

In a real plant, we measure the pH, and not the scaled
excess H+ concentration variable, y, that we have used in
this paper. The pH measurement must be transformed into
y if the controller shall use y and not the pH value. In this
appendix, we study the effect of errors and noise in the pH
measurement on the scaled excess variable y.

The scaling in this paper is chosen in such a way that as
long as |y| ≤ 1 we are sure that the variation in actual pH
value, pH, around a nominal pH value, pH∗, is less than 1
pH units:

|y| ≤ 1 ⇒ |pH − pH∗| ≤ 1 (B.1)

However, the implication does in general not go in the op-
posite direction.

The excess H+ concentration is c = cH+ − cOH− , or
expressed by the corresponding pH value:

c(pH) = 10−pH − 10−14+pH (B.2)

We denote the actual pH for pH, and the measurement error
for �pHm. Then, what we measure is pHm = pH +�pHm.
The corresponding error in the excess acid concentration is

�c = c(pH +�pHm)− c(pH) (B.3)

From (B.1) we obtain for the scaled variable, y:

y = c(pH)− c(pH∗)
cmax

(B.4)

where pH∗ corresponds to y = 0. Provided the acceptable
pH variation is ±δpH, the maximum accepted value for the
excess concentration is
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cmax = min(|c(pH∗ + δpH)− c(pH∗)|, |c(pH∗)
−c(pH∗ − δpH)|)

=
{

−(c(pH∗ + δpH)− c(pH∗)), pH∗ ≤ 7

−(c(pH∗)− c(pH∗ − δpH)), pH∗ ≥ 7
(B.5)

(B.4) and (B.5) yield for the error in the scaled variable,�y:

�y =




−c(pH +�pHm)− c(pH)

c(pH∗ + δpH)− c(pH∗)
, pH∗ ≤ 7

−c(pH +�pHm)− c(pH)

c(pH∗)− c(pH∗ − δpH)
, pH∗ ≥ 7

(B.6)

(B.6) can be used to find �y corresponding to a pH mea-
surement error or noise of �pHm.

We will now consider some special cases. As in the paper,
we specify δpH = 1, and let the actual value equal the
nominal value. We consider first pH = pH∗ < 7. Then

�y = −c(pH∗ +�pHm)− c(pH∗)
c(pH∗ + 1)− c(pH∗)

= − (10−�pHm − 1)10−pH∗ − (10�pHm − 1)10−14+pH∗

−0.9 × 10−pH∗ − 9 × 10−14+pH∗

(B.7)

For pH = pH∗ ≥ 7 we obtain

�y = −c(pH∗ +�pHm)− c(pH∗)
c(pH∗)− c(pH∗ − 1)

= − (10−�pHm − 1)10−pH∗ − (10�pHm − 1)10−14+pH∗

−9 × 10−pH∗ − 0.9 × 10−14+pH∗

For pH∗ < 6 we get �y ≈ (10−�pHm − 1)/0.9 (since then
10−pH∗ � 10−14+pH∗

) and for pH∗ > 8 we get �y ≈
−(10�pHm−1)/0.9 (since then 10−14+pH∗ � 10−pH∗

). This
yields the following simple formula (when δpH = 1):

|�y| = 10|�pHm| − 1

0.9
, pH = pH∗ < 6 or pH = pH∗ > 8

(B.8)

Example 3. We have made a model of a neutralization pro-
cess (as described in Appendix A) and have chosen pH∗ = 5
and δpH = 1. The pH measurement may have a measure-
ment noise of ±0.05 pH units, and we want to determine
the corresponding noise in the scaled concentration variable
y. We consider an actual pH value equal to the nominal,
and since pH = pH∗ < 6, we can use (B.8): |�y|max =
(100.05 − 1)/0.9 = 0.14.

Appendix C. On the optimization problem (32) subject
to (35)

Here we prove that the solution to

minτ1,...,τn (τ
x
1 + τx2 + · · · + τxn)

subject to
((τ1ωB)

2 + 1) · · · ((τnωB)
2 + 1) ≥ k2

d

(C.1)

is to have τ1 = τ2 = · · · = τn. The solution will not be at
an interior point so we take the limiting of the constraint.
We introduce αi = τiωB, and get the following optimization
problem with the same solution as the original:

minα1,...,αn α
x
1 + αx2 + · · · + αxn

subject to∏n
i=1(α

2
i + 1)− k2

d = 0
(C.2)

The Lagrange function, L, for this problem is, denoting
the Lagrange multiplier λ:

L = αx1 + αx2 + · · · + αxn + λ
{
n∏
i=1

(α2
i + 1)− k2

d

}
,

i = 1, . . . , n (C.3)

and in the constrained optimum we have

∂L

∂αi
= xαx−1

i + 2αiλ

(α2
i + 1)

n∏
j=1

(α2
j + 1) = 0 (C.4)

This implies, using the constraint, that

xαx−1
i + 2αiλ

(α2
i + 1)

k2
d = 0, i = 1, . . . , n (C.5)

In Eq. (C.5), x, kd and λ are independent of the index
i, and the value of αi is therefore the same for all i’s. So
α1 = · · · = αn, which implies that τ1 = τ2 = · · · = τn.
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