SELF-OPTIMIZING CONTROL: A DISTILLATION CASE
STUDY

Sigurd Skogestad *

* Departmenbf ChemicalEngineering
Norwagian University of Scienceand Technology,
N-7491TrondheimNorway
Email: skoge@tembio.ntnu.noFax: +47-7359-4080

Abstract:Thefollowing importantquestionis frequentlyoverlooked:Which variablesshould
we control? The answeris relatedto finding a simple androbustway of implementingthe
optimaloperatingstrat@y. It is arguedthatthe controlledvariablesshouldbe thosethatthat
give “self-optimizing control”, which is whenacceptabl@perations achiezedwith constant
setpointsfor the controlledvariables.The ideais appliedto propane-proplenedistillation

casestudy
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1. INTRODUCTION

If we considerthe control systemin a chemicalplant,
thenwe find that it is structuredhierarchicallyinto
several layers, each operatingon a different time
scale. Typically, layers include include scheduling
(weeks) site-wideoptimization(day),local optimiza-
tion (hour), supervisory/predictie control (minutes)
and regulatory control (seconds)seeFigure 1. The
taskin eachlayer, e.g. optimizationor control, may
be performedby a computeralgorithm or it may be
performedmnanually(by anoperatoror engineer) The
layersareinterconnectedhroughthe controlledvari-
ables More precisely

the controlled variables (¢) arethe (in-
ternal) variablesthat link two layersin
a control hierarchy wherebythe upper
layercomputeghesetpoint(c;) to beim-
plementedy thelower layer.

Which should these internal controlled variablesc
be? That is, what should we control? More gener
ally, the issueof selectingcontrolledvariablesis the
first subtaskin the control structure design prob-
lem (Foss, 1973); (Morari, 1982); (Skogestadand
Postlethvaite, 1996):

(1) Selectionof contwolled variables ¢ (variables
with setpointsz;)

(2) Selectiorof manipulatedvariables

(3) Selectionof measuementsy (for control pur-
posesdncluding stabilization)

(4) Selectionof a control configuation (structure
of the controller that interconnectsmeasure-
ments/setpointandmanipulatedrariables)

(5) Selectionof contmwller type (control law specifi-
cation,e.g.,PID, decouplerLQG, etc.).

Note that thesestructual decisionsneedto be made
beforewe can start the actual designthe controllet
In most casesthe control structureis designedby a
mixture betweenra top-davn consideratiorof control
objectvesandwhich degreesof freedomareavailable
to meetthesgtasksl and2), combinedwith abottom-
up designof the control system, starting with the
stabilizationof the process(tasks 3,4 and 5). Even
thoughcontrolengineerings well developedin terms
of providing optimalcontrolalgorithmsit is clearthat
mostof the existing theoriesprovide little helpwhen
it comesto makingstructuraldecisions.

Themethodpresentedn this paperfor selectingcon-
trolled variablesfollows the ideasof Morari et al.
(1980)andSkogestacandPostlethvaite (1996)andis
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Fig. 1. Typical controlhierarchyin a chemicalplant.

very simple.The basisis to definemathematicallythe
guality of operationin termsof a scalarcostfunction
J to beminimized.To achievetruly optimaloperation
we would needa perfectmodel, we would needto
measurall disturbancesandwe would needto solve
the resulting dynamic optimization problemon-line.
Thisis unrealisticin mostcasesandthe questionis if
it is possibleto find a simplerimplementationvhich
still operatessatishctorily (with an acceptabldoss).
More preciely theloss L is definedasthe difference
betweerthe actualvalueof the costfunctionobtained
with a specificcontrol straggy, andthetruly optimal
value of the costfunction,i.e. L = J — Jop. The
simplestoperationwould resultif we couldselectcon-
trolled variablessuchthatwe obtainedacceptablep-
erationwith constantsetpointsthus effectively turn-
ing the complex optimizationprobleminto a simple
feedbackproblemand achiere “self-optimizing con-
trol”:

Self-optimizing control is whenwe can
achieve an acceptabldosswith constant
setpointvalues for the controlled vari-

ables

(The readeris probably familiar with the term self-
regulation,whichis whenacceptablelynamiccontrol
performancecan be obtainedwith constantmanipu-
lated inputs. Self-optimizing control is a direct gen-

Cost J

eralizationto the casewherewe canachiere accept-
able(economic)erformancavith constantontrolled
variables.)

A simple example of self-optimizing control is the
procesof bakinga cake, wherethe operationis indi-
rectly keptcloseto its optimum(“a well-balked cake™)
by controlling the oventemperatureand bakingtime
atthe setpointggivenin the cook book (which in this
caseis the“optimizer”).

C, <= constant
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Fig. 2. Lossimposedby keepingconstansetpointfor
the controlledvariable

Theideais further illustratedin Figure 2, wherewe
seethatthereis a lossif we keepa constantsetpoint
rather than reoptimizing when a disturbancemoves
theprocessway from its nominallyoptimaloperating
point (denotedk). For the caseillustratedin thefigure
it is better(with asmallerloss)to keepthesetpointe, ,

constanthanto keepc,, constant.

An additionalconcernwith the constanisetpointpol-

icy is thattherewill alwaysbeanimplementatiorerror
d. = ¢ — ¢, €.9g.causedby measuremergrror. The

implementatiorerrormaycausealargeadditionalloss
if theoptimumsurfaceis “sharp”. To bemorespecific,
we may, asillustratedin Figurel, distinguishbetween
threeclassef problemswhenit comesto the actual
implementation:
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Fig. 3. Implementingthe controlledvariable

(a) Constained optimum: Implementationeasy In
the figure is shavn the casewhere the minimum
value of the costJ is obtainedfor ¢ = ¢,in. IN
this casethereis no loss imposedby keepinga
constants = ¢4,. IN addition,implementatiorof
an“active” constraints usuallyeasye.g.,it is easy
to keepavalve closed.

Reoptimized It (d)



(b) Unconstainedflatoptimum:Implementatioreasy
In this casethe costis insensitve to value of the
controlledvariablec, andimplementations again
easy

(c) Unconstained sharp optimum: Implementation
difficult. Themoredifficult problemsor implemen-
tation is when the cost (operation)is sensitve to
value of the controlledvariablec. In this case we
wantto find anothercontrolledvariablec in which
theoptimumis flatter

Thelatterunconstrainegroblemsarethefocusof this
paper

Inspiredby the work of Findeisen(e.g.seeFindeisen
et al. (1980)), Morari et al. (1980) gave a clear de-
scriptionof whatwe heredenoteself-optimizingcon-
trol, including a procedurefor selectingcontrolled
variablesbasedon evaluating the loss. However, it

seemsthat so far nobody har followed up on their
ideas.Onereasorwasprobablythatno goodexample
wasgivenin thepaper

The main objective of this paperis to demonstrate,
with a few examples thatthe issueof selectingcon-

trolled variabless veryimportantandthatthe concept
of self-optimizingcontrol providesa usefultool.

2. THE OPTIMIZATION PROBLEM

The optimizingcontrol problemcanbe formulatedas

min J(u, d) Q)

u

subjectto theinequalityconstraints

9(u,d) <0 )

whereu are the N,, independentvariableswe can
affect (“baseset”for the optimizationdegreesof free-
dom), and d are independentvariableswe can not
affect (disturbances)The solutionto this problem(if
afeasiblesolutionexists)is up (d), where

n}uin J(ua d) = J(uoz)t (d)a d) = Jopt (d) (3)

Therearetwo mainissueswhenit comesto optimiz-
ing control. Thefirst is the mathematicahnd numer
ical problemof solving the optimizationproblemin
(1) to obtain the optimal operatingpoint. The opti-
mization problemmay be very large, with hundreds
of thousandsof equationsand hundredsof degrees
of freedom(e.g. for a completeethyleneplant), but
with todayscomputersandoptimizationmethodshis
problemis solvable,andit is indeedsolved routinely
today in some plants. The secondissue,the focus
of this paper is how the optimal solution shouldbe
implementedn practice.Surprisingly this issuehas
receved much less attention.The objectie is to, if
possible,

Find asetof controlledvariables, which
whenspecifiedat constansetpointsgive
an acceptabldoss (¢ replacesu as de-
greesof freedom,anda specialcaseis to
selectc = u).

The analysisin this paperis basedon steady-state
modelsanduseof constansetpoints:, ateachsteady-
state (operatingpoint). To analyzethe effect of dis-
turbancesve maytime-averagevarioussteady-states.
Themainjustificationfor usinga steady-statanalysis
is that the economicperformances primarily deter
minedby steady-stateonsiderations.

3. PROCEDUREFORSELECTING
CONTROLLED VARIABLES

Step 1. Degree of freedom analysis. Determinethe
numberof degreesof freedom(V,,) available for
optimization, and identify a baseset (u) for the
degreesof freedom.

Step 2: Cost function and constraints. Define the
optimal operationproblemby formulatinga scalar
costfunction J to be minimizedfor optimal oper
ation, and specify the constraintsthat needto be
satisfied.

Step 3: Identify the most important disturbances
d (uncertainty). Thesemaybe causedy

e Errorsin theassumednominal)modelusedin
theoptimization

¢ Disturbanceg—d* (includingparametechanges)

thatoccurafterthe optimization

¢ Implementationerrors (d.) for the controlled
variablesc (e.g.dueto measuremengrror or
poorcontrol)

Fromthis onemustdefinethe setof disturbances

D andsetof implementatiorerrorsD,. to be con-
sidered.Oftenit is a finite setof disturbancecom-
binations,for example, consistingof the extreme
valuesfor theindividual disturbancesln addition,
onemustdeterminehow to evaluatethe meancost
function J,,,eqrn- Thereare mary possibilities,for
example

(1) Averagecostfor afinite setof disturbances

(2) Mean costfrom Monte-Carloevaluationof a
distribution of d andd...

(3) Worst-casdoss

Step 4: Optimization.

(1) First solve the nominal optimization prob-
lem, that is, we find u,,:(d*) by solving
min,, J(u,d*) whered* is hominal value of
the disturbancegparameters)From this may
onealsoobtaina tablewith the nominal opti-
malvaluesfor all othervariablegincludingthe
candidatecontrolledvariables).

(2) In most cases(unlessit involves too much
effort) we then solve the optimization prob-
lem for the disturbanced in question(defined
in step 3). This is neededto check whether
thereexists a feasiblesolution u,, (d) for all



disturbancesd, and to find the optimal cost
J(uopt, d) Neededf we wantto evaluatethe
loss.

Step 5: Identify candidate controlled variables. We
normally implementthe constraintsthat are active
for all disturbanceq“active constraintcontrol”).
This leaves Nopt tree degreesof freedomfor which
we want to selectcontrolled variables.Typically,
theseare measuredvariablesor simple combina-
tions thereof.For example,basedon the optimiza-
tion in step4, one may look for variableswhich
optimal valueis only weakly dependentf distur
bancesThe variableshouldalsobe easyto control
andmeasureandit shouldbe sensitve to changes
in the manipulatednputs(Skogestacand Postleth-
waite, 1996). Insight and experiencemay also be
helpful at this stage,becausehe possiblenumber
of combinationsnaybe extremelylarge.

Step 6: Evaluation of loss. We computethe mean
value of the loss for alternatve setsof controlled
variablesc. Thisis doneby evaluatingtheloss

L(u7 d) = J(ua d) - J(uOPt(d)7 d)

u = fc(cs + dc,d)
with fixed setpointsc, for the defineddisturbances
d € D andimplementationerrorsd, € D.. We
usually selectthe setpointsasthe nominal optimal
values,c; = copt(d*), but it is alsopossibleto let
thevalueof ¢, be subjectto anoptimization.

Step 7: Further analysis and selection. We select
for furtherconsideratiorthe setsof controlledvari-
ableswith acceptabldoss (and which thus yield
self-optimizing control). Thesecould then be an-
alyzedto seeif they are adequatewith respectto
othercriteriathatmayberelevant,suchlike there-
gion of feasibility andtheexpecteddynamiccontro
performancdinput-outputcontrollability)

(4)

4. DISTILLATION CASESTUDY

We considera binary mixture with constantrelative
volatility o« = 1.12 to be separatedn a distillation
columnwith 110 theoreticalstagesand the feed en-
tering at stage39 (countedfrom the bottomwith the
reboileras stagel). Nominally, the feed contains65
mole%of light componeni{(zr = 0.65) andis satu-
ratedliquid (gz = 1.0). Thisis “column D” of Sko-
gestadandMorari (1988)andrepresents propylene-
propanesplitterwherepropylene(light component)s
taken overheadasa final productwith atleast99.5%
purity, whereasinreactegbropangheary component)
is regycledto thereactorfor reprocessingiVe assume
thatthefeedrateis givenat 1 kmol/min andthatthere
is no capacitylimit in thecolumn.

Step 1: Degree of freedom analysis With a given
feed streamand a specifiedpressurea corventional
two-productdistillation column,asshavn in Figure4,

hastwo degreesof freedomat steadystate(V,, = 2).
(Fromacontrolpointof view thecolumnhasn,,, = 5
degreesof freedom,but two degreesof freedomare
neededo stabilizethereboilerandcondenseholdups,
which have no steady-stateffect, and one degree of
freedomis usedto control the pressureat its given
value). The two remainingdegreesof freedom,e.g.
selectedo bethereflux flow L andthedistillate flow

L

(note that this is not a unique choice) may be used
to optimize the operationof the plant. However the
questionis: How shouldthe optimal solution be im-
plementedthat is, which two variablesc shouldbe
specifiedandcontrolledduringoperation?

FZF
—_—

Mp

Fig. 4. Typical distillation columncontrolledwith the
LV -configuration

Step 2: Cost function and constraints Ideally, the
optimal operationof the column shouldfollow from
consideringhe overall planteconomicsHowever, to
be able to analyzethe column separatelywe intro-
ducespricesfor all streamseneteringandexiting the
columnand considerthe following profit function P
which shouldbe maximized(i.e. J = —P)

P =ppD +ppB —prF —pyV 5)

i.e..J = —P. We usethefollowing prices[$/kmol]

PD = 20, pPB = 10—207}3, Pr = 10, pv = 0.1

The price py = 0.1 [$/kmol] on boilup includes
the costsfor heatingandcoolingwhich bothincrease
proportionally with the boilup V. The price for the



feedis Pr = 10 [$/kmol], but its value has no
significanceon the optimal operationwhen the feed
rateis given. The pricefor the distillate productis 20
[$/kmol], andits purity specificatioris

zp > 0.995

Thereis no purity specificationon the bottomsprod-
uct, but we notethatits priceis reducedn proportion
to theamountof light componentbecaus¢heunnec-
cessaryreprocessingf light componenteduceshe
overall capacityof theplant).

With anominalfeedrateF' = 1 [kmol/min], the profit
value of the columnis of the order 4 [$/min], and
we would like to find a controlled variable which
resultsin aloss L lessthan0.04for eachdisturbance
(L = 0.04 $/mingivesayearlylossof about$20000).

Step 3: Disturbances We consideffive disturbances:

d;: increasdeedrateF’ from 1 to 1.3 kmol/min.

ds: decreaséeedcompositionzx from 0.65t0 0.5

ds: increasdeedcompositionzg from 0.65t0 0.75

dy: decreasdeed liquid fraction gz from 1.0 (pure
liquid) to 0.5 (50%vaporized)

d.: increasehe purity of distillate productzp from
0.995(its desiredvalue)to 0.996

The latteris animplementatiorerror (safetymargin)
for zp. In addition,we will considerimplementation
errorsfor the other selectedcontrolledvariable (see
below).

Step 4: Optimization In Tablel we givetheoptimal
operatingpoint for the five disturbanceslarger fee-
drate(F = 1.3), lessandmorelight componentn the
feed(zr = 0.5 andzr = 0.65), a partly vaporized
feed(¢qr = 0.5), anda purerdistillate product(yp =

0.98). In addition,we have consideredhe effect of a
higherpricefor thedistillate product(pp = 30) anda
five timeshigherenegy price (py = 0.5).

As expected,the optimal value of all the variables
listedin thetable(zp, x5, D/F,L/F,V/F, P/F) are
insensitve to the feedrate sincethe columnshasno
capacity constraints,and the efficiency is assumed
independentf the columnload.

Wefind that,exceptin thelastcasewith amuchhigher
enepgy price, the optimal bottom compositionstays
fairly constantaroundz g = 0.04. This indicatesthat
agoodstrateyy for implementatiormay beto control
zp ataconstantvalue.On the otherhand,the value
of D/ F variesconsiderablysowe expectthisto bea
poorchoicefor thecontrolledvariable.

Step 5: Candidate controlled variables It is clear
thatoneof the controlledvariablesshouldbe the dis-
tillate composition,zp. This follows since the op-
timal solution is always obtainedwhen the product

purity specificationfor the mostexpensve productis
“active”, i.e. in our casewhenzp = 0.995. We are
thenleft with one“unconstrained’degreeof freedom
which we want to specify by keepinga controlled
variableat a constanvalue.

We found above thatthe optimal value of the bottom
compositionis relatively insensitve to disturbances
andotherchangesandthisindicateshatz s is agood
candidatecontrolledvariable.However, thereat least
two practical problemsassociatedwith this choice.
First, on-linecompositiormeasurement@reoftenun-
reliableandexpensve. Seconddynamicperformance
maybe poorbecauséd is generallydifficult to control
both productcompositiong“tw o-point control”) due
to stronginteractionge.g.SM andShinsley). Thus,if
possiblewewouldlik eto controlsomeothervariable.

In the following the following alternatve controlled
variablesare considered(in addition to zp which
shouldalways be kept constantat its lower limit of
0.995):

¢t =zp;c2=LJ/F;c3=V/F;ca =L/Decs =D|F

We considerimplementationerrorsof about20% in
all variablesjncludingzp.

Step 6: Evaluation of loss In Table 2 we shaw for
F = 1[Imol/min] thelossL = P,,;— P [$/min] when
eachof thefive candidatecontrolledvariablesarekept
constantttheir nominally optimalvalues Recallthat
we would like thelossto belessthan0.04[$/min] for
eachdisturbance.

We have thefollowing commentgo theresultsfor the
lossgivenin Table2:

(1) As expectedwe find thatthe lossis smallwhen
we keepz g constant.

(2) Someavhatsurprisingly for disturbancesn feed
compositionit is even betterto keep L/F' or
V/F constant

(3) Not surprisingly keepingD/F' (or D) constant
is not an acceptablepolicy, e.g., operationis
infeasiblewhenz is reducedrom 0.65t0 0.5.

(4) All alternatvesareinsensitve to disturbance
feedenthaly (¢r).

(5) L/D is notagoodcontrolledvariable primarily
becausdts optimal value is rather sensitve to
feedcompositionchanges.

(6) For aimplementatiorerror (overpurification)in
xp Wherexp is 0.996ratherthan0.995all the
alternatvesgive alossof about0.09.For alarger
overpurificationwherexzp = 0.998 (not shovn
in Table)thelossrangedrom 0.43(zp constant)
t0 0.79(L/ D constant) Thelossis ratherlarge,
sowe concludethatwe shouldtry to controlzp
closeto its specification.

(7) For reflux L and boilup V' one shouldinclude
“feedforward” actionfrom F', andkeepL/F and



V/F constantle.g.,thelossis 0.514if we keep
L constaneand F' increase®y 30%).

(8) Using L/F or V/F as controlled variablesis
rathersensitve to implementatiorerrors.

(9) Other controlledvariableshave also beencon-
sidered (not shawvn in Table). For example, a
constantcomposition(temperaturepn stage19
(towardsthebottom),z19 = 0.20, givesalossof
0.064when zg is reducedto 0.5, but otherwise
thelossesaresimilar to thosewith g constant.

(10) We have not computecthe effect of changesn
pricesin the Table,becausehesedo not effect
column behaior, so all alternatves behave the
samgwith thesamdoss).Thus,if thereareprice
changesthenone mustrecomputenew optimal
valuesfor thevariables.

Step 6: Selection of controlled variables The fol-
lowing three candidatesets of controlled variables
yield thelowestlosses

o = [;:B]; ¢ — [L/F]; ¢ = [V/F]_

Tp zp |’
The*“two-point” controlstructurec; wherebothcom-
positionsare controlled,is known to resultin a diffi-
cult control problemdueto stronginteractionandwe
maynotbeableto keepthecompositionsattheir spec-
ifications.Thelosswill thenbelargerthanindicated,
andit is probablybetterto keepL / F or V/ F constant.

It is probablyeasierto keepL/F thanV/F constant
(lessimplementationierror). On the other hand,we

have alreadynotedthatit is importantto control zp

closeto its specification,and this is probably more
easilydoneusingreflux L. In conclusionwe have:

Proposedcontmol system.

e Visused tokeepzp = 0.995.
e L/F =15.07 is keptconstant.

Alternativecontrol system.

e Lisusedto keepzp = 0.995.
e V/F = 15.70 is keptconstant.

If it turnsout to be difficult to keepL/F (or V/F)
constantthenwe mayinsteadmanipulateL (or V') to
keepatemperaturéowardsthe bottomof the column
constant.

In summary the distillation case study shavs the
importanceof selectingthe right controlledvariables
whenimplementinghe optimalsolution,andhow the
column may limit the maximum throughputof the
plant. The analysiswas mostly basedon economic
considerationgloss),but the bottomcompositionz g

wasexcludedasa controlledvariablebasedon other
considerationshamelythe costof measuremenand
controllability.

1 Thereareotherpossiblechoicesor controllingz p, e.g.we could
usethedistillateflow D. However, V hasamoredirecteffect.

We notethattheimplementatiorerrorwasnotimpor-
tantin this casestudy but we stressthatit shouldbe
includedin theanalysisFor example theimplementa-
tion erroris themainreasorwhy werarelyselecttem-
peraturesiearthe columnendsascontrolledvariables
(becaus¢hemeasuremerdrroris too largecompared
to its sensitvity), but insteadcontrol a temperature
away from the columnend.

zp =z DJ/F LJ/F V/F L/D
Nominal ~ 0.995 0.040 0.639 15.065 15.704 23.57
F=13 0995 0.040 0.639 15.065 15.704 23.57
zp =05 0995 0032 0486 15202 15.525 31.28
zp =075 0.995 0.050 0.741 14.543 15.284 19.62
gr =05 0995 0.040 0.639 15.133 15.272 23.68
zp =0.996 0.996 0.042 0.637 15.594 16.232 24.47
pp =30 0995 0.035 0.641 15714 16.355 24.51
pvy =0.5 0.995 0.138 0.597 11.026 11.623 18.47

Nominalvalues:F' = 1,zp = 0.65,qr = 1.0,pp = 20, py = 0.1

Tablel. Optimaloperatingpoint

zp= D/F= L/F= V/F= L/D=
0.04 0.639 15.065 15.704 23.57
Nominal 0 0 0 0 0
F=13 0 0 0 0 0
zr = 0.5 0.023 inf. 0.000  0.001 1.096
zr = 0.75 0.019  2.530 0.006  0.004 0.129
qgr = 0.5 0.000 0.000 0.001 0.003 0.000
zp = 0.996  0.086 0.089 0.091 0.091 0.093
20%impl.error 0.012 inf. 0.119 0.127 0.130

inf. denotesnfeasibleoperation

Table2. Lossfor distillation casestudy
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