
1. INTRODUCTION

The thermally integrated “Petlyuk” arrangement has several appealing features. For the separation of a three-compo-
nent mixture,Triantafyllou and Smith (1992)report typical savings in the order of 30% in both energy and capital costs
compared to traditional arrangements with two columns in series. However, an important question remains: Is this pro-
cess units difficult to operate and is it possible to achieve in practice the energy savings?

The Petlyuk column, shown in Fig. 1, has at steady state five
degrees of freedom, which may be selected as the following
manipulative inputs: Boilup (V), reflux (L), mid product
side-stream flow (S), liquid split (Rl=L1/L) and vapor split
(Rv=V2/V). There may be up to four product specifications:

Top purity ( ), bottoms purity ( ), side-stream purity

( ) and the ratio of the light and heavy impurity compo-

nents in the side-stream product ( ). However,

Wolff, et. al. (1994,1996)have reported discontinuities in
the range of feasible operation if all these product composi-
tions are specified. This is related to the fact that column
sections 4 and 5 (see Fig. 1) are tightly coupled and we can-
not independently adjust the amount of light and heavy
component in the intermediate side-stream product. This
may be a disadvantage compared to a conventional arrange-
ment with two columns. On the other hand, if the number of
controlled outputs is reduced from four to three, by not con-
sidering the ratio of light/heavy impurity-components in the
side-stream, the feasibility problem disappears. Thus in this
paper we will focus on this simpler task of three-point con-
trol, where the purities of the main component in each prod-
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Abstract.

The “Petlyuk” or “dividing-wall” or “fully thermally coupled” distillation column is an interesting alterna-
tive to the conventional cascaded binary columns for separation of multi-component mixtures. However, the
industrial use has been limited, and difficulties in operation have been reported as one reason. With three
product compositions controlled, the system has two degrees of freedom left for on-line optimization. We
show that the steady-state optimal solution surface is quite narrow, and depends strongly on disturbances
and design parameters. Thus it seems difficult to achieve the potential energy savings compared to conven-
tional approaches without a good control strategy. We discuss candidate variables which may be used as
feedback variables in order to keep the column operation close to optimal in a “self-optimizing” control
scheme.
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uct are specified ( , , ).The remaining extra two degrees of freedom can then be used for other purposes,

and in particular for minimizing the operating cost, which in our case is the energy consumption (V).

The practical problem of keeping operation at optimum is illustrated in Fig. 2 which may represent the energy con-
sumptionV (Criterion) as a function of the liquid splitRl (Free control variable). We are nominally operating at the
optimum but then the optimal operating point has moved due to some unknown disturbance, and we want to compute
the optimal move in our available manipulative variable in order to follow the real optimum. With model uncertainty
and unknown disturbances it may be difficult to tell in which direction the free variable should be moved in order to
bring the process closer to the real optimum.

Three main approaches to deal with this problem are: Model based methods, experimenting methods (e.g. EVOP) and
feedback methods. In this paper we will focus on the feedback method. This is the simplest method, requiring the least
modeling effort for implementation, and is therefore the preferred choice if it gives acceptable performance. In our
case the objective is to use the two extra manipulated inputs (e.g.Rl andRv) to minimize the energy consumption per
unit feed (V/F). The key step for the feedback method is to translate this optimization problem into a setpoint problem.
The issue is then to find a set of variables which, when kept constant at their setpoints, indirectly ensures optimal oper-
ation. Fig. 3 illustrates this idea.

Since the criterion function (V) in our case is also a possible free variable, one seemingly viable solution for the Petlyuk
column would be to simply implement the optimal minimum heat input in an open loop fashion, i. e. to perform an
optimization to compute the minimum ofV with respect to the degrees of freedom (uDOF).
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(1)

and then simply setV=Vo. However, there are at least three serious problems:

1. Operation is infeasible forV<Vo, so we would need to useV>Vo.

2. The optimal value ofVo changes with operation, and it would require a good model and measurements of the dis-
turbances to recompute it.

3. Measurement or estimation of the actualV is generally difficult and inaccurate, which makes it even more difficult
to keepV close toVo.

Thus, this open-loop policy is clearly not viable. As good candidate variables for feedback control we want variables
which avoid the three problems above and satisfies the following requirements:

1. The optimal candidate feedback value should not be at an unconstrained extremum (likeV=Vo)

2. The optimal value of the variable should be insensitive to disturbances.

3. The accuracy of the measurement of the variable should be good and the he variable should be easy to control, using
the available extra degrees of freedom.

Often we may find variables which have an extremum when the criterion functions is at its minimum. Although these
cannot be used for feedback, they may be used in experimental methods, or as indicators to process operators.

A variable related to the gradient of the criterion function fulfills requirements 1 and 2.

In general it is not always possible to find a feedback variable with the required property of turning the optimization
problem into a setpoint problem. However, for processes with a large number of states, and a large number of ways to
combine measurements, good candidates may exist, but they may not be easy to find.Skogestad and Postlethwaite
(1996)present a method for selecting the best candidate feedback variables from a set of available alternatives. (See
their remark on page 405.) We will not consider this procedure here, but rather aim at obtaining insight into the column
behavior that may be used for selecting candidate feedback variables.

Some interesting questions for the Petlyuk column are: Which variables should be used as the degrees of freedom in
order to achieve the best practical result. (The choice mentioned above is not necessarily the best.) Can we

leave both degrees of freedom constant? Or can we leave one constant and use the other one for our optimization task?
Or do we need to use both degrees of freedom for on-line optimization? How large changes in disturbances can we
accept?

2. THE PETLYUK COLUMN MODEL

We use a stage-by-stage model with the following simplifying assumptions: Constant pressure, equilibrium stages with
constant relative volatilities, constant molar flows, no heat transfer through the dividing wall. This model is a very sim-
ple, but it contains the most important properties of a column. The model and column data are given in Table 1. Since
we focus on the steady-state properties we do not need to include data for tray and condenser holdups.

To model the column in Fig. 1 we use 6 sections of stages (the numbers inside the column are section numbers). In our
case study a three-component (ternary) feed, consisting of componentsa, bandc is separated into almost purea (97%)
in the top product D, almost pureb (97%) in the in the side stream S, and almost purec (97%) in the bottom product B.

The input, output and disturbance vectors are defined next. There are five degrees of freedom which we select as the
following manipulated inputs:

Three outputs (compositions) are controlled:

The disturbances associated with the feed are:

Vo

minV

uDOF
=

Rl Rv,( )

u L V S Rl Rv, , , ,[ ]=

y xDa xBc xSb, ,[ ]=
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In addition to the outputs in y, we will propose later some other measurements to be used for optimization purposes.
We will also present results from a model where we assume infinite number of stages and sharp product splits, but with
the same feed.

3. OPTIMIZATION CRITERION

We assume that it is optimal to keep the product purities at their specifications (i.e. the setpoints are 97% purity). This
is reasonable in most cases unless the product values are very different or energy is very cheap. The column has 5
degrees of freedom at steady-state so with 3 setpoints specified we have 2 degrees of freedom left for optimization. We
choose as a base case the two remaining degrees of freedom to beRl andRv. (Note that other choices could have been
made.)

With the three product purities given, the only operation variables that affect the operating costs are the reboiler and
condenser duty. Both are proportional to the boilup rateV, and as the optimization criterion we therefore choose to
minimize the scalar “cost”J=V/F. (We normalize the throughput (F=1) and minimizingV/F is then equivalent to min-
imizing V.)

With our assumptions the steady state optimization problem can be written on the following general form:

(2)

where denote the degrees of freedom. The other three manipulated inputs are not

degrees of freedom any more since their values are determined indirectly by the product purity setpoints ( ) and .

The solution to (2) yields the optimal values of the degrees of freedom as a function of the external disturbances (d)
and the product specifications ( ),

(3)

In many optimization problems, the optimal solution is at some “active” constraint(s), and the optimizing control task
can be reduced to controlling the active constrained variables. However, for our application the optimal solution is usu-
ally not at a constraint. Thus, the optimal solution to the problem in (2) is a point where the gradient which

usually is much more difficult to find and implement. The reason is that we do not really know the disturbancesd accu-
rately, and unless we have a very good model we do not even know the function to be minimized in (2).

We will leave this problem for a while, and assume that we know the model and the disturbances, and we will investi-
gate the shape of the cost function (J=V), that is, how it depends on changes in product purity specifications and dis-
turbances.

3.1 Criterion with state space model

With a stage-by-stage model, we can formulate the criterion with the model equation included as equality constraints:

(4)

Heref is the column model andh is a set of equality or inequality constraints. The states (x) consist of two component
compositions on each equilibrium stage. For our column, the total number of states is 100 (there are 48 stages plus
reboiler and condenser). Typically,h will contain product specifications (e.g. ) and other operational con-

d F za zb q, , ,[ ]=

min J

u1

min V u1 ys d, ,( )

u1

Vopt ys d,( )= =

u1 Rl Rv,[ ]= u2 L V S, ,[ ]=

ys u1

ys

u1 opt, U ys d,( )=

Vu1
∇ 0=

min J V=

x u,[ ]
subject to the constraints

f x u d, ,( ) 0=

h x u d ys, , ,( ) 0≤

xDa 0.97>
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straints like an allowed range for the inputs u (e.g ) and internal flow constraints, e.g. to avoid flood-

ing. (The latter constraints are not considered here, but such problems have to be dealt with in industrial columns).

It is important to note that the problems and solutions for equations (2) and (4) are identical. The difference is that with
(4) we get the solution expressed by the full state and input vector [x,u] and we can easily use our model equations
directly.

4. RESULTS FROM THE MODEL CASE STUDY

4.1 Optimal Steady State Profiles

We here consider the optimal steady state solution with three compositions specified and with the two remaining
degrees of freedom chosen such that the vapor boilupV (energy consumption) is minimized. The results for our base
case are shown in Table 1.

Fig. 4a shows the resulting optimal composition profiles along the column for the base case in Table 1 and optimal
profiles for various feed disturbances is shown in Fig. 4b. We observe that the stage with maximumb-composition is
the side-stream stage, which intuitively seems reasonable.We also observe that the prefractionator (dashed lines) sep-
aratesa from c almost completely. Thus we can regard sections 1+2 as a column of separation ofa from c, sections
3+4 as a binary column for separation ofa andb, and sections 5+6 as a binary column for separation ofb andc. The
“tricky” part is that the amount ofb in the “feeds” to “columns” 3+4 and 5+6 depends on the control inputsu1=[Rl,Rv],
and that we have the same vapor flow from the lower part of the main column through to the upper part (from section
5 to 4).

Normally, composition measurements along the column are not available, but temperatures, which are closely related
to compositions, may be used to obtain important information. In Fig. 5 the temperature profile is shown for a case

Table 1: Optimal steady-state solution

Parameter//Variable Base case

Relative volatility [αA,αB,αC] [4,2,1]

Feed composition [za,zb,zb] [1/3 1/3 1/3]

Feed liquid fractionq 0.477

ys=[xDa,xSb,xBc] [0.97,0.97,0.97]

u1,opt= [Rl,Rv] [0.450,0.491]

Vopt  1.498

xSa/xSc 0.937

umin u umax≤ ≤

5 10 15 20 25 30
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Stage number, Top=1, Bottom=32

M
ol

e 
fr

ac
tio

n

a

b

c

Fig. 4 a) Optimal composition profiles for components
a, b andc in pre-fractionator (dashed) and main
column (solid) for the base case in Table 1.

Fig. 4 b) Optimal composition profiles for various distur-
bances in the feed composition ( 0.05) and the

liquid fraction ( 0.1).
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where the three pure-component boiling points are set to 0, 50 and 100 “degrees” for light, medium and heavy com-
ponent, respectively. At the product locations, the temperature profile is close to the pure product boiling point, and
the temperature profile will normally have large gradients where the composition profile has large gradients.

4.2 The solution surface

In the following the three product compositions are specified (97% purity). We first study the dependency of the solu-
tion surface to variations inRl and Rv.

(5)

This is shown in Fig. 6 (surface) and Fig. 7 (contour plot) for the base case. (Which has a partly vaporized feedq=0.48).
The surface actually looks like the hull of a ship, and there is an quite flat region (“bottom of the valley”) between
points P and R. The minimum vapor flow at the “bottom” isVopt=1.498, but observe that the vapor flow increase rapidly
if we do not keep [Rl,Rv] at their optimal values [0.450,0.491]. In the “worst” direction, which is normal to the line PR,
the boilup increase by 30% for a change inRl or Rv of just 5%. Whereas, in the “best” direction, along the line PR, We
can make a 10 times larger change inRl or Rv (50%) before the boilup increases by 30%. This is further illustrated in
Fig. 8 and Fig. 9 which give cross-sections of the surface in the bad and good directions respectively. We note that for
the case withq=1, a reduction ofRl by just 2% in the bad direction results in infinite boilup.

The conclusion of this is that at least one of the two degrees-of-freedom (Rl or Rv) have to be adjusted during operation
in order to be able to keep the energy consumption close to its minimum (i.e. operate along the line PR). But is seems
possible that one degree of freedom, for instanceRv, can be left uncontrolled (constant), provided that the other degree
of freedom,Rl, is adjusted to keep the operating point along the “bottom of the valley” (along PR).
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4.3 Effect of disturbances

If disturbances move the optimum in the “bad” direction normal to PR, then this results in large increases in V unless
we adjustRl and/or Rv in order to remain in the “bottom of the valley”. We find in our case that changes in feed liquid
fraction (q), middle feed component (zb) and sidestream product composition (xS,b), will move the optimal operating
point in the “bad” direction. The other feed composition changes and setpoint changes will move the operation in the
“good” direction along the “bottom of the valley” and thus require less attention. The fact that changes in the feed liq-
uid fraction (q) moves optimum in the bad direction normal to PR is illustrated in Fig. 8.

In addition, we see from Fig. 8 that changes inq have a dramatic effect on the shape of the solution surface. When the
feed is saturated liquid (q=1), the optimal surface becomes almost vertical very close to the optimum. The practical
implication of this is that withRl andRv fixed close to their optimal values, the system may become unstable, since we
easily may enter a region where there is no feasible solution (no amount of energy can fulfill the composition require-
ments). For a subcooled liquid (q>1), the solution surface “bends over”, and we may have multiple solutions of V for
the same product compositions. In open loop, all these operation conditions are reachable and stable. But with com-
position control active, and tuned for the lower branch, operation on the upper branch is unstable.

Feed flow changes are normally a major disturbance, but do not affect the steady state operation if we keep product
compositions (ys) and split ratios ( ) constant (since these are all intensive variables). However, feed flow changes

will affect the composition control and optimization during a transient.

4.4 Transport of Components

Interesting insights into the behavior of the column are obtained by considering how each component moves through
the column sections towards the products. Define thenet upwards flow wj of component j through stagei as:

(6)

At steady state  is constant through each sectionk. The ratio ofwk,j to the amount in the feed is therecovery:

(7)

At optimal operation we find that the component flows (wk,j) are as indicated in Fig. 10. For example, if we look at the
light a-component, then most of the flow takes the “shortest” way out to the top product. Some light product “slips”
down the prefractionator and this mostly ends up in the side stream. Interestingly, for the optimal solution there is no
net flow of light component downwards in the section above the side stream, that is, is close to zero. For the

heavy component (c) the behavior is similar, but reversed.The intermediateb-component distribute quite evenly along
the two paths.
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In the following we will in particular consider the effect of changing the recovery (β) of componentb at the top of the
prefractionator:

(8)

5. ANALYSIS FROM MODEL WITH INFINITE NUMBER OF STAGES

The limiting case with an infinite number of stages in each column section provides a lower bound (Vmin) on the energy
usage. Although this value cannot be achieved in practice, one can usually come within 10-20% of the lower bound,
so it provides very useful information also for practical distillation. The advantage of using infinite number of stages
is that one does not need to consider the issue of selecting the number of stages. Furthermore, excellent theoretical
results for the Petlyuk column have been presented byFidkowski and Krolikowski (1986). Through careful treatment
of the Undewrood equations, they have shown that the minimum energy solution for the Petlyuk column is obtained
by operating the prefractionator along its minimum energy characteristic in the range between thepreferred split,
Stichlmair (1988), and up to a point where the upper and lower part of the main column arebalanced.

Christiansen and Skogestad (1997)derived similar results for the closely related case with a separate prefractionator
(with its own reboiler and condenser), and they suggested a control structure based on controlling either the impurity
of heavy key at the top of the prefractionator, or the impurity of light key at the prefractionator bottom. (The particular
choice depends on whether the upper or lower parts of the main column determine minimum reflux.)

We will now use the case with infinite stages to study more carefully how various disturbances and other parameters
affect the task of keeping the operation point close to the optimum.

5.1 Minimum energy consumption for a Petlyuk column.

We first recapitulate the most important results fromFidkowski and Krolikowski (1986). Their results are derived for
a saturated liquid (q=1) ternary feed, constant relative volatilities, constant molar flows, infinite number of stages and
sharp splits. InHalvorsen and Skogestad(1999) we have extended Fidkowski’s result to handle any liquid fraction (q).
Fidkowski and Krolikowski use the recovery of the middle component in the net flow out of the top of the prefraction-
ator ( ) and the “reflux” into the prefractionator ( ) as the two degrees of freedom. We will later mapβ andL1 to

our choice of degrees of freedom,Rl andRv. Note that minimizing the main column boilup (V) is equivalent to mini-
mizing the main column reflux (L).

At minimum reflux (Lmin) for the Petlyuk column, minimum reflux constraints have to be satisfied for both columns
in Fig. 1: In the prefractionator (section 1+2), and in either the upper (section 3+4) or lower (sections 5+6) parts of the
main column.
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First consider the prefractionator which separates the ternaryabc-mixture intoab andbc. For a sharp split betweena
andc, the minimum reflux (L1) as a function of the recovery has a distinct minimum at thepreferred split( ).

as shown in Fig. 11 for our base case feed.

The main column can be regarded as two binary columns, but their reflux flows are not independent. For large values
of , most of theb-component will have to be separated in the upper part of the main column while the lower part gets
an almost purec-feed. Thus the reflux requirement for the upper part of the main column will determine the overall
main column reflux and the lower part will be over-refluxed. For low values of we have the opposite case, and for

an intermediate value, , reflux requirements are the same for both parts; at this point the main column isbal-

anced.

5.2 Solution surface for infinite number of stages

Fidkowski and Krolikowski (1986)found that the minimum overall reflux (Lmin) is not obtained at a single value of the

recovery , but rather there isa flat regionwhereL=Lmin for a range of recoveries between the preferred split for the

prefractionator ( ), and the value ( ) which makes the main column balanced. This is illustrated in Fig. 11.

The flat region may be wide or narrow, depending on the relative values of and and we may have cases with

either or (like in our example). Only for the special case do we have a sharp minimum.

Note that the value of corresponding to the preferred split is always optimal, but depending on the value of , it

will be in the left or right end of the flat region.
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The corresponding solution surfaceV(Rl,Rv) computed by the infinite stage model and sharp product splits is shown
in Fig. 12 (surface) and Fig. 13 (contour) and is seen to be very similar to the surface for the case study shown previ-
ously in Fig. 6 and Fig. 7.

As already noted, there is a flat region withV=Vmin along a straight line from P* to R* in the -plane. The fact

that the optimum is flat between P* and R* is an important result, and this fully confirms the results based on numerical
computations on the column with a finite number of stages.

In appendix A.2 we summarize the results inHalvorsen and Skogestad(1999) and present analytical results for gen-
erating the rest of the solution surface. We find that for a given value of the main column boilup (V=const, V>Vmin),

the contours in the -plane are straight lines between four characteristic corner lines (C1-C4). These contour

line corners (C1-C4) are illustrated seen in Fig. 13 and each represent a particular operating condition for each partic-
ular edge (dotted) of the solution surfaceV(Rl,Rv):

Corner line 1 (C1):
Preferred split in the prefractionator. Over-refluxed main column.

, ,

Corner line 2 (C2):
Along the left branch of the minimum reflux characteristics for the prefractionator.

, ,

Corner line 3 (C3):
Over-refluxed prefractionator (above the V-shaped minimum curve). Balanced main column

, ,  ( ),

Corner line 4 (C4):
Along the right branch of the minimum reflux characteristics for the prefractionator, but above the point represent-
ing a balanced main column.

, ,

Note that line C2 and C4 apply for our example where . When we instead get the similar lines C2’

and C4’:

Corner line 2’ (C2’):
Along the right branch of the minimum reflux characteristics for the prefractionator.
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Corner line 4’ (C4’):
Along the left branch of the minimum reflux characteristics for the prefractionator. Above the point representing a
balanced main column.

, ,

As we approach minimum boilup (V=Vmin), lines C1 and C2 (or C2’) approach point P* (optimum at preferred pre-

fractionator split, ) and line C3 and C4 (or C4’) approach point R* (optimum at balanced main column,

).

The path C2-P*-R*-C4 on the solution surfaceV(Rl,Rv) represent an important limiting case of operating conditions:
There the minimum reflux constraints are met in both the prefractionator and in the main column. That is:

 and .

In the whole operating region to theright of the path C2-P*-R*-C4 in Fig. 13 we over-reflux the prefractionator (oper-
ating above the V-shaped minimum characteristics), while we keep the main column at its minimum reflux:

and . This part corresponds to surfaces in the (β,L1)-plane found inFidkowski and

Krolikowski (1986). Note also that the case of a balanced main column is always within in this region (along C3).

In the whole operating region to theleft of the path C2-P*-R*-C4 in Fig. 13 we operate the prefractionator exactly at
its minimum characteristic ( ), but we over-reflux the main column . The computa-

tion of the surface in this region is a new contribution as it was not considered byFidkowski and Krolikowski (1986).

Finally, we must note that the “good direction” is along the path C1-P*-R*-C3 (which is coinciding with the path C2-

P*-R*-C4 only along the line P*R*). Operation along the “good” path gives the minimum ofV when we keep one

degree of freedom constant (Rl or Rv). Observe that C1 is to the left of the path C2-P*-R*-C4 and C3 is to the right.

5.3 Analyzing the Effect of the Feed Enthalpy

The effect of changing the liquid fraction is shown in Fig. 14 (contour plot) and Fig. 15 (cross section in the bad direc-
tion) for the infinite stage model.
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The results in Fig. 15 are in agreement with similar computations for the finite column model in Fig. 8. As we increase
q the surface between corner lines C4 and C1 first becomes vertical and then starts to bend over when we increase the
liquid fraction past saturated liquid .

5.4 How many degrees of freedom must we adjust during operation?

Is it possible to obtain reasonable energy savings if we keep bothRv andRl constant? The answer is clearly “no” for
our case study, as we have already found that the energy usage (boilupV) increases very sharply as we move away in
certain directions from the flat region. This is further illustrated in Fig. 16, where we show the boilup as a function of
Rl for various fixed values ofRv (this is not quite as bad as we move normal to P*R, but note the difference in axis
scaling when comparing the curve for q=0.5 in Fig. 15 with Fig. 16). We clearly see from the sharp minimum of the
V-shaped curves (solid lines) thatRl would have to be determined very accurately in order to obtain a value ofV rea-
sonable close to the minimum. For instance, ifRl is set only 5% away from its optimal value, energy increase compared
to the optimum is between 10% to 30%.

Having established that we cannot keep both degrees of freedom constant, we ask: Can we leaveoneconstant? Since
the vapour flows are usually the most difficult to adjust in practice, and since it seems reasonable in many cases that
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the vapor split is constant if we do no adjustments, we will analyze what happens when we keepRv= constantand then
adjust the other degree of freedom (e.g.Rl) optimally.

Fig. 17 shows how the boilup (V) depends onRv whenRl is optimized for every value ofRv (i.e. along the “good” C1-

P*-R*-C3 path in Fig. 12). As mentioned above, we must choseRv in the flat region (Rv,p<Rv<Rv,r) in order to achieve

minimum boilup. Importantly, if or we very soon loose energy compared to the optimal opera-

tion (V>Vmin=100%) even ifRl is adjusted optimally. For , the best we can do is to adjustRl to operate the

prefractionator exactly at its preferred split and minimum reflux, while the main column is over-refluxed (along C1).
And for the best we can do is to adjustRl to operate the main column at the balance line, while the prefrac-

tionator is over-refluxed (along C3).

Also recall from Fig. 16 that even withRv in the flat region, we will need to adjustRl. We conclude that it is acceptable
to keep one degree of freedom (e.gRv) constant, as long as it is selected so to operate within the flat region, and as long
as the other degree of freedom is adjusted optimally.

5.5 Sensitivity to disturbances and model parameters

We want to check if the simple strategy of keepingRv constant will work. In Fig. 18 we show the set of “flat region”

(minimum energy) line segments (P*R*) for variations of feed enthalpy (q=[0.4 0.5 0.6]) and 2% feed composition
changes in different directions ,

Fig. 17 Minimum energy can be obtained if the vapor
split is set within the flat region.
Plot showV as a function ofRv whenRl
is optimized for each value ofRv
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When the light feed fraction is increased and the heavy reduced, the points P* and R*move closer together, reducing

the flat region. Changes inq result in sideways movement of the P*R* line. The possible region forRv that ensures
operation in the flat region for all possible disturbances in our example is indicated by the quite narrow region between
the solid and dashed lines.

5.6 A simple control strategy with one degree of freedom fixed

Based on the observations above we propose a control strategy where we fixRv and useRl as a manipulated input. (We
could also make the opposite choice)

1. Keep a fixed value forRv in the flat region

2. Control the product compositions at their setpoints (e.g. by manipulating L,S and V).

3. Control some feedback variable such thatRl is being adjusted close to optimally.

Provided that we can find the right feedback variable, this strategy will be acceptable if the magnitude of feed distur-
bances and other uncertainties do not bring the selectedRv outside the flat region. If the latter is not satisfied, we will
have to adjust alsoRv to keep the operation within the flat region.

A particular difficult case occurs if some disturbance moves the balance point for the main column to the other side of
the point of preferred split. In this caseRv will usually have to be adjusted, and we may have to change the control
strategy for adjustingRl.

5.7 Liquid fraction: Bad disturbance or extra degree of freedom?

In general, adding more heat in the feed (i.e. reducing liquid fractionq) will be less efficient than adding the same heat

in the reboiler. However, recall from Fig. 15 that the position of the minimum energy line (P*R*) will be directly
affected by the feed enthalpy and this may be used to our advantage. For instance, in a case where we cannot adjust
Rv, and we are operating outside the “flat” minimum energy region, we may add heat or cool the feed to move the solu-
tion surface into the flat region. Flow constraints in the column sections may be another motivation for introducing the
feed enthalpy as a degree of freedom.

It is also possible introduce an extra degree of freedom by extracting both liquid and vapour products in the sidestream,
again for the purpose of moving the solution surface as desired.

In summary, largeuncontrolledvariations in the liquid fraction should be avoided, but adjustments of the feed enthalpy
(q) can be used as a mean to move the solution surface in a desired manner.

5.8 Relations to composition profiles

Each of the different surface segments in Fig. 12 corresponds to a characteristic composition profile. The location of
the pinch zones on these profiles can be used to identify the actual operation point, and this information may then be
used in an optimizing control strategy. In Fig. 19 we show composition profiles computed from the stage-by-stage col-
umn model with a sufficiently large number of stages to be a good approximation of an infinite column. (Adding more
stages will just extend the flat pinch regions). We show composition profiles for 6 different operating points: Optimal

operation (V=Vmin) at P* (upper left) and R* (upper right), and suboptimal operation (V=1.3Vmin) along the four corner
lines C1 to C4. We used the infinite stage model to compute the control inputs for each case (e.g. Fig. 13).

At operating point P* we have pinch zones on both sides of the prefractionator feed, and at the lower “feed” to the main

column, whereas the upper part of the main column is over-refluxed. At point R* we have pinch zones at both “feeds”
to the main column (the column is balanced), but here the lower end of the prefractionator is over-refluxed. (Remember
that we haveβp<βR, and in the case ofβp>βRwe would get an anti-symmetric result.) Along C1 (middle left) we have

a similar prefractionator profile as at P*, but along C1 both parts of the main column is over-refluxed. And similarly,

along C3 (middle right) the main column is balanced at minimum reflux (like in R*), whereas the prefractionator is

Rv Rv p, Rv r,[ , ]∈
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over-refluxed along C3. Along C2 (lower left) we over-purify the “wrong” (upper) side of the prefractionator, and
along C4 (lower right) we over-reflux the “wrong” (lower) end of the main column.

The optimal “pattern” in our case study, whereβP <βR, is to have a pinch zone above the prefractionator feed, and a
pinch zone on both sides of the lower main column “feed”. If this is the case, we know that the operation is along line

P*R*. None of the suboptimal operating points have this “signature”. Note also that for operation along P*R*, the upper
part of the main column and the lower end of the prefractionator, are over-refluxed. In cases withβP <βR both pinch
zones move to the other end. If we do not know the relative magnitude ofβP andβR, a possible approach is to operate

at point P* all the time, that is, with pinch zones onbothsides of the prefractionator feed (or no end of the prefraction-
ator overpurified).

The corresponding column with a finite number of stages and non-sharp splits studied earlier (Table 1 and Fig. 4) does
not have pinch zones, and this tells us that we probably have too few stages. However, that model is not intended as a
column design example, but rather to illustrate the problem of optimizing control. And more importantly, in spite of
low number of stages in our case study example, the main properties of that solution surface is very close to the results
from the infinite stage model.

6. CANDIDATE FEEDBACK VARIABLES

The results from computations using models with both finite and infinite number of stages show that we must contin-
uously adjust at least one of the two degrees of freedom (e.g.Rl) if close to optimal operation is desired. As mentioned
above, we would like to implement this in a feedback fashion, by finding some measurement, which when kept at a
constant value, indirectly ensure optimal operation. Candidates for such measurements are composition measurements
on individual stages, temperature measurements and combinations thereof and flow measurements from individual
sections of the column. Temperatures are easy to measure, flows are more difficult, and even more so are compositions.

We consider next a few candidate measurements (Y1-Y6) for feedback control. The analysis is mainly based on obser-
vations from the model with a finite number of stages.
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6.1 Position of Profile in Main Column (Y1).

An interesting observation from our case study using the finite stage model is that the maximum composition of the
mid-component occurs at the location of the side-stream when the column is at its optimum (Fig. 4b). A measurement
of thestage numberwith the maximum value of the intermediate componentxb therefore seems to be a very good can-
didate for feedback optimization. However, we would need on-line composition measurements on several stages, so it
is difficult to use in practice.

6.2 Temperature Profile Symmetry (Y2)

The temperature profiles on both sides of the dividing wall show some interesting symmetry properties. We define the
average difference temperature of the temperature profiles on each side of the dividing wall as a symmetry measure-
ment (DTS). If the vectorTp,k contains the temperature profile in sectionk, and denotes the average of the elements
of in the vector x, then

(9)

In a practical applicationDTScan be based one or more pairs of difference temperatures in sections above and below
feed and side stream. The temperature profile shown in Fig. 5 is for optimal operation. In Fig. 20 we show the profiles
if we move away from the optimum in the four directions towards P and R and normal to PR in Fig. 6. Interestingly
we find thatDTSis close to constant along directions parallel to the “bottom of the valley” of the solution surface (along
PR in Fig. 6), as illustrated in Fig. 21. When we move away from the bottom of the valley normal to PR, the profile
symmetry changes, and theDTSbecomes more positive towards the right side and more negative to the left side of PR
(see Fig. 7).

If we choose to adjust the liquid split (Rl) to controlDTS, we can replace the liquid fraction (Rl) with the setpoint for
DTSas a degree of freedom. The contour plot of the surfaceV(DTS,Rv) for the base case is shown in Fig. 22 and when
we compare this to the contour ofV(Rl,Rv) in Fig. 7 we observe that the region close to the optimum now is quite flat
in both directions of the degrees of freedom forV(DTS,Rv) as opposed toV(Rl,Rv) which is quite steep in the direction
normal to line PR. This “flatness” is a very important property since it implies that the energy consumption will not be
very sensitive to the degrees of freedom in the flat region.
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Unfortunately, the optimal value ofDTS, (which may be non-zero) is sensitive to feed composition disturbances. How-
ever,DTs is easy to measure and apply in a practical control strategy.

6.3 Impurity of prefractionator output flows (Y3,Y4)

A key to optimal operation is to operate the prefractionator at minimum reflux characteristic .Chris-

tiansen and Skogestad (1997) showed that this is achieved by:

1. β>βP: Control the impurity of the heavy component in the top. (Y3)

2. β<βP: Control the impurity of the light component in the bottom. (Y4)

In both cases the uncontrolled end of the prefractionator should be over-purified.

In cases whenβP andβR are close or may change order, we would have to use both degrees of freedom if we want to
track the optimum. Since we know that operating the prefractionator at the preferred split always will be optimal, inde-
pendent of where the balance point is, we can look for a strategy which keeps the prefractionator operating point at the
preferred split all the time. (L1,p,βP) This can be obtained by using both degrees of freedom for two-point control of
both the prefractionator impurities (Y3 and Y4).

We also have to ensure that the main column is operated at its minimum reflux. But this is indirectly achieved by con-
trolling all three product purities.

6.4 Prefractionator flow split (Y5)

Consider the net “distillate” flow leaving the top of the prefractionator (D1).

(10)

Note that this is not a physical stream, but a difference between the vapor an liquid flows in the top of the prefraction-
ator. It may even become negative if the column is not operated well. For sharp splits, (for a normal-

ized feedF=1) so by adjustingD1 we directly affect the distribution of the middle component (b). We would expectβ
to be in the range [0,1], and thusD1 to be in the range [za,za+zb]. This insight is correct, as we find in some non-optimal
operating points thatβ or evenD1 may be negative, corresponding to circulation around the dividing wall. Boilup as a
function of isD1 is illustrated in Fig. 23, where we see thatD1 changes almost proportionally to the boilup when we
move along the solution surface in the bad direction normal to PR. Thus if we were able to measure the net prefrac-
tionator distillate flowD1, then we could achieve close to optimal operation by adjustingRl (or L1) to keepD1 at a
setpoint. Unfortunately such a flow measurement is difficult to obtain in practice.
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We can also expressD1 in terms ofRl and Rv. A simple overall material balance for the prefractionator yields:

(11)

whereL andV are the overall reflux and boilup for the main column. This shows thatRv, Rl andq affectsD1 in a similar
way.

Another very interesting observation is that is thatV as a function ofD1 behaves very “nicely” (Fig. 23), compared to
the very non-linear relationship betweenV andRl (Fig. 8) where we may even have multiple solutions in some cases.
This shows that if we were to use an open-loop policy, it would be better to keepD1 rather thanRl constant. For exam-
ple, for q=1 we see upon comparing Fig. 8 and Fig. 23 that a very small reduction inRl yields a large increase inV,
since the surfaceV(Rl,Rv) is very steep close to the optimum. On the other hand, from Fig. 23 and Fig. 24 we observe
that this is not the case withD1 as an independent variable.
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6.5 Temperature difference over prefractionator (Y6)

It is possible to find variables that have an extremal value when . Such variables cannot be used for feedback

setpoint control approaches because the steady-state changes sign at the optimum. However, often it is difficult to
directly measure the criterion value (V). In such cases other variables may be used instead as an indicator of the crite-
rion value and, used for example, in an on-line experimenting method (like EVOP).

One such variable isthe temperature difference over the pre-fractionator(Y6). We observe from the model with a finite
number of stages that the temperature difference over the pre-fractionator always has its maximum when the boilup is
at its minimum. Although it is simple to measure, the actual maximum value depends on disturbances and product puri-
ties, so it may be difficult to tell the difference between the effect of non-optimal operation, or a disturbance, like
changed feed composition.

6.6 Evaluation Of Feedback Candidates

A qualitative evaluation of the various alternative measurements introduced above is shown in Fig. 25. The criterion
function is the boilupV and in particular we need to avoid movement in the “bad” direction normal to PR. The position
of the maximumb-composition in the main column is promising as a feedback variable since it at least for our case
study, is not affected by disturbances at all, but it may be difficult to measure or estimate. The other variables are
affected by disturbances and setpoints, thus keeping one of these constant may lead to operation away from the opti-
mum as illustrated in the figure.

Nevertheless, the improvement may be significant, compared to keeping for exampleRl at a constant value. Feedback
from the impurity of the heavy key in the top of the prefractionator (Y3 or Y4) is very interesting, but in this case one
or two composition measurements are probably required.
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Y1: Position of
maximum b-
composition

Y2: Temp. pro-
file symmetry
measureDTs

Y6: Temp.
d i f fe rence
over prefrac.

Y3 and Y4:
Impur i t y o f
non-keys in
both ends of
the prefrac.

Difficult to use directlyCriterion function:
V=f(Rl,Rv)

Reasonable properties.
may be difficult to mea-
sure. Better than fixingRl

Y5:Prefrac.
flow split D1

Very close to ideal proper-
ties. Valid whenβP< βR
andRv,P<Rv<Rv,R. Some-
what difficult to measure.

Y3 :Heavy
key impurity
in prefrac. top

Bad direction
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7. CONCLUSIONS

The Petlyuk distillation column will most likely require some kind of optimizing control in order to realize its full
potential for reduced energy consumption. This is because the solution surface of the criterion function is very steep
in one direction, and the operation is very sensitive to certain disturbances. The simplest strategy is to achieve “self-
optimizing” control by feedback control of a variable which characterize optimal operation. In this paper we have
obtained some relationships between optimal operation and some measurements which can be deduced from the com-
position profile or the states. This may be used to select candidate feedback variables. Optimization by feedback, or
“self-optimizing control”, should be compared to nonlinear model-based optimization methods, and evaluated for
complexity and performance.
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Appendix A

A.1 Model equations for the finite dynamic model

The model equations are quite standard and are described below. The component mass balance on a stagei (counting from the top) for components
is given by:

(A.1)

With constant relative volatility, the equilibrium is given by:

(A.2)

The column is modeled by connecting the stages, and sections as shown in Fig. 1. We assume constant molar flows, thus and
inside a section, and . The liquid and vapor splits are assumed to be realized by splitting the flows at two specified ratios.

(Note that indices 1-6 here denote the 6 column sections)

(A.3)

The practical implementation of liquid split and side-stream withdrawal may involve full withdrawal of all downcomer flow into an external accu-
mulator, and controlled flow back into the column again. The vapor split may be more difficult to implement in practice, but practical solutions do
exist.

The feed enthalpy factor is given in terms of the liquid fractionq:

q>1 Subcooled liquid
q=1 Saturated liquid
0<q<1 Liquid and vapor
q=0 Saturated vapor
q<0 Superheated vapor

More precisely, the flow changes at the feed stage (i=f ) are given by:

(A.4)

and the following expression is added to the component mass balance in (A.1) ati=f .

(A.5)

A simple temperature model is used here: We just assume that the temperature on a stage (i) is the mole fraction average of the boiling points
for each components (j).

(A.6)

A.2 Analytic expressions for minimum reflux of an infinite Petlyuk column.(Halvorsen and Skogestad, 1999)

These results are based onFidkowski and Krolikowski (1986). The original equations were only valid for saturated liquid feed (q=1), but this has
been extended to include any liquid fraction (q) and the result is very simple. For sharp product splits and normalized feed, the minimum reflux
value for the Petlyuk column is given by:

(A.7)

The roots ( ) are solutions of the Underwood equation for the prefractionator feed:

(A.8)

Note that the Underwood roots obeys the following inequality: .

The prefractionator has a V-shaped minimum reflux characteristicL1,=L1,min(β) as shown in the lower part of Fig. A.1 and for sharp a/c split it can
be expressed analytically by:

(A.9)

Equation (A.9) has a distinct minimum which represent the absolute minimum energy operating point for the prefractionator: This is denotedthe
preferred split(Stichlmair,1988). Analytical values for prefractionator reflux (L1,p) and middle key recovery (βP) at the preferred split, can be found
by equating the two straight lines of (A.9). Note that in general,βP is dependent of feed composition and liquid fraction via (A.8), but in the special
case of saturated liquid,βP is only dependent on the relative volatilities:

(A.10)
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Further elaboration of the result show that the minimum energy for the whole Petlyuk column occurs not at a single point, but is constant in the
range of fractional recoveries (β) between thepreferred split(βP), which yields minimum energy consumption in the prefractionator, and for a cer-
tainβ=βR, for which we will find that the minimum energy requirements is fulfilled at the same time for both the upper and lower parts of the main
column, also denoted:a balanced main column. The prefractionator has to be operated at its minimum characteristics:L1,=L1,min(β) (A.9), with β
betweenβP andβR. We may have three different cases:1)βP>βR, 2) βP<βR and 3)βP=βR, where the last one is a special case where the solution is
reduced to a single point in the (β,L1)-plane at the preferred split. Fig. A.1 show an example whereβP<βR.

The analytical expression in (A.7) is deduced by requiring minimum reflux in the prefractionator and in the main column. The main column can be
regarded as two binary columns separating components a/b and b/c. Since the columns are connected, we cannot specify the reflux in each part
freely, thus when we set the main column reflux (L) and the two degrees of freedom (hereβ andL1) all other flows are determined. Minimum reflux
requirement can then be expressed in these three variables for both parts of the main column.

We can find a function which gives the minimum reflux requirement (into the main column top) when we only consider the upper
part of the main column, and similarly gives the minimum reflux requirement (into the main column top) when we only consider the
lower part of the main column. Then the main column minimum reflux as given in (A.7) can be found by solving

(A.11)

subject to

The properties of the solution surface can be studied further by considering each of and . Fortunately,
these functions are found to be linear inβ andL1. Thus we can express these functions as straight lines in the (β,L1) plane for a constantL. Solved
with respect to the prefractionator reflux (L1) we can find the simple analytic expressions in (A.12) with  and (A.13) with .

(A.12)

(A.13)

Note that these equations are only valid when there is a pinch zone around the corresponding main column “feed” location and we have sharpa/c
split in the prefractionator and sharpa/bandb/csplits in the two main column parts.

We can interpret (A.12) as a level contour for the surface in the (β,L1)-plane when we only consider the minimum reflux require-
ment for the upper part of the main column. Similarly equation (A.13) represents a contour line for in the (β,L1)-plane when we
only consider the minimum reflux requirement for the lower part.

The operating points in the (β,L1)-plane fora balanced main column (L1,R,βR) are found at the intersection of the lines described by (A.12) and
(A.13) for the same main column reflux ( ). For the case of saturated liquid feed (q=1), the solution can be expressed by

Lmin
upper β L1,( )

Lmin
lower β L1,( )

Lmin β L1,( ) max Lmin
upper β L1,( ) Lmin

lower β L1,( ),( )=

L1 L1 min, β( )≥

Fig. A.1 Minimum reflux for the whole Petlyuk column (L) has aflat
minimum region(P*R*) for recoveries in the range between
the preferred split (βP) and a balanced main column (βR),
while minimum reflux (L1) for the prefractionator itself has
a sharp minimum at the preferred split.

ConstantL

Balanced main columnMain column

Prefractionator

Lmin(β)

L1,min(β)

β

ββP βR

The upper part of the main
column determine minimum
reflux for large values ofβ
(Eq Α.12)

The lower part of the main
column determine minimum
reflux for small valuesof β
(Eq Α.13)
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,

(A.14)

The reason for the flat optimum (see Fig. A.1) is that the level lines given by (A.12) and (A.13) coincide with the corresponding branches of the
minimum reflux characteristic for the prefractionator (A.9) at the optimum. The proof for follow the same procedure as inFidkowski and Kro-
likowski (1986).The result is the simple analytical expression for the overall minimum reflux in equation (A.7) which is valid also for any liquid
fraction (q).

We might have expected the optimum to be at the preferred prefractionator split (P*) or at a balanced main column (R*). The fact that all points on
the straight line P*R* are optimal is very important.

A.3 Mapping V(β,L1) to V(Rl,Rv)
We here consider the surfaceV(Rl,Rv) for the case with infinite number of stages. From equations (A.12) and (A.13) we see that for a fixed reflux
(L), the level contour ofL(β,L1) (and then alsoV(β,L1))are straight line segments in the (β,L1)-plane (See the dashed level line for constantL in Fig.
A.1 which represent operating lines from equations (A.12) and (A.13)). Recall also the definition of the split ratios, and observe howRv can be
expressed as a function of L,L1,andβ in the case of sharp product splits (Feed is normalized):

(A.15)

Thus, for constant reflux (L), any straight line in the (β,L1)-plane map to a straight line in the (Rl,Rv)-plane.
The optimum which occur on a line segment in the (β,L1)-plane will then also be a straight line segment in the (Rl,Rv)-plane. Fidkowski’s equations,
extended to handle any feed liquid fraction (q), together with equation (A.15) gives us the tool to compute all possible level lines on the surface
V(Rl,Rv) with the feed composition, liquid fraction and component relative volatilities as parameters.

Each level line is a polygon with four characteristic corners:
C1. Operating theprefractionator at preferred split and minimum reflux(L1,P,βP), over-refluxing the main column (L>Lmin).
C2. Operating along theleft branch of the prefractionator characteristic (L1=L1,min(β), β<βP), L from intersection of (A.9) and (A.13)
C3. Operating wherethe main column is balanced (L1,R,βR), while the prefractionator is over-refluxed (L1>L1,min(β))
C4. Operating along theright branch the prefractionator, above the balance point.(L1=L1,min(β), β>βR), L from intersection of (A.9) and (A.12)

Note that corner lines C1,C2 and C3,C4 coincide at each end of the optimum line in the (Rl,Rv)-plane. (The list items above are valid forβP<βR. In
the case ofβP>βR we have to reformulate item 2 and 4)

It is interesting to observe that the point (βp,L1,P) map to a curve in the (Rl,Rv)-plane when we increase the main column reflux. (Corner 1.)
And for q=1, operating along the right branch of the prefractionator, above the balance point (Corner 4) map into a single point in the (Rl,Rv)-plane.

The constant energy level lines from corner 2 via corner 3 to corner 4 are directly described by the equations (A.12) and (A.13).

A.4 Nomenclature

βR

L αA αB–( ) FzAαB–

Lαc L F zA zC+( )+( )–
---------------------------------------------------------=

L1 R, L 1
zBαA

LαA L zA zC+ +( )αC–
--------------------------------------------------------– 

 =

q 1≠

Rl

L1

L
-----= Rv

V2

V
------

L1 za zbβ 1 q–( )–+ +

L za 1 q–( )+ +
------------------------------------------------------= =

B Bottom product flow
D Top product flow
d Disturbance
F Feed flow
L Liquid flow
Rl liquid split fraction
Rv vapor split fraction
S side-stream flow
T temperature
V vapor flow
q feed liquid fraction
x liquid mole fraction,
y vapor mole fraction,

measurement
z feed composition
u control input vector
r recovery

f,g,h functions
t time
w Material flow
α Relative volatility
β b-component recovery

in prefractionator top

Subscripts
a,b,c Component a,b,c
D,S,B Product streams
P Preferred split
R Balanced main column
F Feed stream
i stage number (1=top)
j component (a,b,c)
1-6 section numbers


