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Abstract - The paper discusses optimal operation of a general heat exchanger neiivaykven structure, heat
exchanger areas and stream data including predefined disturbances. A method that combines the use of steady state
optimization and decentralized feedback control is proposed. A general steady state model is developed, which is
easily adapted to any heat exchanger network. Using this model periodically for optimization, the operating
conditions that minimize utility cost are found. Setpoints are constant from one optimization to the next, and special
attention is paid to the selection of measurements such that the utility cost is minimized in the presence of
disturbances and model errors. In addition to heat exchanger networks, the proposednanestsm be applied to

other processes where the optimum lies at the intersection of constraints.

INTRODUCTION that minimizes utility consumption is proposed. The
Methods for heat exchanger network (HEN) synthesisethod is based on structural properties of the network,
have been developed during the last decades and theseever, the variable control configuratioray result in
methods aim to design a HEN that yields a reasonaptor dynamic performance. A method based on
trade-off between capital and operating cost in thepeated steady state optimization is suggested by
nominal case. Since the mid 80’s several authors h&@yaciet al (1996), but their focus is not on the control
also investigated flexibility of HENs, e.g. Kotjabasakistructure for closed loop implementation.
and Linnhoff (1986)which introduced sensitivity tablesin this paper, a method for optimal operation of HENs is
to find which heat exchanger areas should be increapedposed. The method uses steady-state optimization
in order to make a nominal design sufficiently flexiblavhich is carried out on-line with regular time intervals.
In Papalexandri and Pistikopoulos (1994), HERNhe results of this optimization are then implemented by
synthesis and flexibility are considered simultaneouspecifying the optimal value (setpoint) of some variable

using mathematical programming. (“optimization variable”). It will be shown that the
The total design effort (on a systems level) required fochoice of optimization variables affects the performance
HEN typically involves the following three stages: of the (controlled) HENwhen disturbanceare present,

r%r‘g‘d a procedure for optimal selection of these variables
iS presented.

With the term optimal operation, we mean that the
following two goals are fulfilled:

a) Nominal design. Synthesize one or more netwo
with good properties for nominal stream data.

b) Flexibility and controllability. Investigate the
networks with regard to flexibility and
controllability, and possibly introduce some Primary goal:  Satisfy targets (usually outlet
modifications (e.g. increased area) such that at least temperatures).
one HEN shows satisfactory results. « Secondary goal: Minimize operating cost.

¢) Operation. Design a control system to operate the . L
) EIIE)N—properly g This involvez control Etructurén the following, it is assumed that the stream data (heat

selection and possibly some method for on-irfg@Pacity flowrates and supply/target temperatures),
optimization. network structpre ar!d' heat exchanger areas are given and
that the HEN is sulfficiently flexible. To manipulate the

For each step, some networkwmy berejected or the network it is assumed that utility duties can be adjusted
designemay goback to the preceding step to find othesind that a variable bypass is placed across each process-
alternatives. The steps are usually carried out int®process heat exchanger. In case of stream splits, we
sequential manner, however, the desigayalso be of a may also assume that split fractions can be varied.
more simultaneous character, depending on the methwte remaining part of the paper is organized as follows:
used. First, the complete method is outlined. Then, the
Compared to synthesis of nominal and flexible HENgrocedure for selection of optimization variables will be
much less effort has been dedicated to find methods filscribed in detail and applied to an illustrating
the operation of HENs (step c). Mathisenal (1992) example. Next, the steady state optimization model is
investigated bypass selection for control of HENgresented, then the complete method is applied to an
without ~considering the utility consumption.  Inexample and finally some conclusions are drawn.
Mathisenet al (1994) a method for operation of HENs
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OUTLINE OF METHOD The variables, that are passed from the optimizer to the
In order to perform a meaningful on-line optimization, itontrol level will be denotedptimization variables
is required that there is at least one extra degreelef the disturbance be partitioned into the following
freedom during operation, and most HENs have tHigo contributions:
feature. As an example consider the network in figure 5 d=dy+d,
where there are four manipulations (bypasseandug
and heater and cooler duties) to control the three ounffa
temperatures to their targets (primary goal). Hence we
have one manipulation “in excess” which implies ory
degree of freedom. This extra degree of freedom can
used to minimize utility cost, i.e. to achieve th%
secondary goal. Note that the number of degrees
freedom during operation is different from the synthe 3

stage. Within the *synthesis terminology”, the HEN i ill not be handled explicitly in this paper, but these

figure 5 has minimum number of undasdno degrees of . :

freedom. (Constraints oAT,,, etc. have no relevance. o > May beincluded ind, and treated as any other
: . eviation.

during operation). In some cases the degrees of freeod§

during operatiormay be less than the number of exceﬁmciggi?n?zrggggeirshabsagg dspgglf_lc dlnforrrnatlgpaggz(l:g:t
— Ho- l

manipulations, however, this is not discussed any fum}%ewever d, may vary within some knowhounds. The
in this paper. i : Lo
Figure 1 shows a schematic block diagram of the metI”FRf(fJeCt ofd, # 0 should be taken care of in the optimizer

i . S . order to avoid that the HEN becomes infeasible
that will be described.The optimizer contains ascalar(primary goal can not be satisfied) for some

?hbéeatgs filéngtlzl:a(tcer(ljtegtr)]r&);vglt(;r;énq;ctgismhg\éve\l/vilfl isturbances. Figure 2 shows a typical situation for a
b ' y eral plant with one degree of freedom (one extra

HEN. As the objective function we will use total utilit : . S .
. U anipulation) and an objective functidrihat should be
cost of the HEN. The model is optimized regularly ar}rainimized. The plant has one disturbance input and two

reference values for the optimization variables I8 hdidate measurements A andyB< [Yoa Yogl') that
2A Y2,B
passed to the controllek,. - The reference values n be controlled to a desired value using the extra

; . X c
(setpoints) are constant in the period between e&}ﬁe}inipulationuz. (Since subscripts 1 and 2 are used to

ered, is the information that the optimizer has about
disturbances when it performs an optimization, and
(unknown disturbances) are all deviations frdyxand
real disturbance until @mew optimization iscarried
. That isd, consists of for example unknown distur-
ces and model errors in addition to changes of the
turbances in the period between two optimizations
ptimization interval). Measurement/estimation errors

optimization. distinguish between the primary and secondary sets of
Optimizer inputs and outputs, we uses letters A, B etc. to denote
; F individual elements ofi andy). Also, remember that
(W), base control to keep primary outputs at fixed setpoints is
2 already implemented.
Uy Y2
» HEN with 0.5 ) Jasfunction ofy, . o5 D) Jasfunction of y,
d—>= base control 04 \swu,max/ 04
Fig. 1. General optimizing control structure. 0.3 \// 0.3
All inputs (manipulationsy and outputs (measuremen %2 | /j//\\// 0.2
y are separated inta=[u; u]" and y=[y; yo", O%|dymi- 40 01
respectively. y; are those outputs which have giv 9002 04 06 08 L0 0902 04 06 08 10

target (reference) values andare those manipulations
dedicated to keep, at their target values. Satisfying the
targets foly; is simply theprimary goal and note that in Figure 2a shows) as a function of y, with the
figure 1, this is not even drawn since it is assumed tifgturbance as a parameter. The solid line igifer O,

this “base control” has been imp|emented_ and the two dashed lines represent the extremedu.for
We want to focus orthe secondary goglutility cost Figure 2b shows similar curves as a functionygg.
minimization (variables associated with this goal hawdnce we have to base our optimal valuesipn 0, we
index 2). u, is the “excess” manipulation(s) whichcan choose to keep eithgr, = 0.5 ory, = 0.45using
represent the degree(s) of freedom that we will usefegdback control. From the figure, however, we see that
minimize utility cost. Of course, one could comput&hen keepingy, g constantJ is less sensitive to both
optimal values fou, and apply these directly (open-loopyariations in 'y (control error) and to unknown
implementation) as indicated by the dashed line in figu#ésturbancesthan when keeping A constant. Therefore

1. Alternatively, the optimizer could pass referendie prefer to keepy,g constant between the
values for some “extra” measuremems(closed-loop Optimizations. This simple example illustrates how the
implementation). If the disturbanceé was perfectly choice of optimization variables affects the objective
known (and constant), it would not matter (at steadynction for an unconstrained process. Figure 3 shows
state) which variables were chosen. However, from tgignilar curves as in figure 2 for a process where the
explanation below it will be clear that the choice dptimum is constrained, which is typical for most HENs.
which variables that are passed from the optimizer dowMinimum utility consumption corresponds taaximum

to the control level affects how close to optimum thdilization of process-to-process exchangers which again
HEN can be operated. means that some bypasses are closed).

Fig. 2. Unconstrained process.



a) J as function of y, 5 b) J as function of y , procedure is presented, the following notation is

05— 0.5 !

nreasible ! .
0.4 | for some g 0.4 \Infeasible introduced:

disturbances, 7/ R for some i L. .
0.3 6 e 03 L oy g SIS Y5 cand is a vectqr containing all candlda.tes/go
0.2 Ao o 0.2 Yopt is the optimal value of, cangfor a givend,.
01  4+4,=0 0.1 u=0 Yopt is a fixed value ofy, cangsuch that the objective
%0 02 04 06 08 1.0 %0 02 04 06 08 10 function is minimized while the network is

Fig. 3. Constrained process (typical for HENSs). feasible for ald,.
Js is J( Yopt ) for a given value odl,.

In figure 3a the process is infeasible wher becomes
too small (markedvith “+”). In a HEN this typically
happens when a bypass saturates such that a target
temperature no longer can be met. Whgnis kept at a
given value (figure 3b) the process is infeaswien the The steps in the procedure are listed below and some of
value becomes todarge. More interesting in the the points will be further explained. For simplicity, we
constrained case, however, is that tiogninal optimum  will assume there is only one degree of freedom (one
(dy=0) is infeasible for some unknown disturbancesoptimization variable).

That is, we have to “back off" from the nominal N . .
optimum and find the optimal values that are feasible 3} Selec'g (|)r_n|n|mum.and maximum v.aluesfor b (.“)

all unknown disturbances. These values are indicated e OPJective functiod, (iif) the entries 0¥z cand (IV)

with the vertical dashed lines in figure 3a &id Again the vaIue; ford, that ShOUId be included |n.the
we see that it is preferred to kegps (rather thary, ») computations and'(v) deflng thg typngganthat will
constant. However, a new obstacle has occurred; ebe used for choosing opt|‘r‘n|z“at|on varlable:

need a remedy in the optimizer to find the values that ﬁe Computeyoy and Jopt for “all cases c.’fd” (ie. the
optimal also in the presence of the unknown vallues from step iv in the previous point), see table 1.
disturbances. We do not want to compute optimum for This Fablemay algo include row(s) .fouz"’p‘ (.open-

all possible disturbances during operation since this may Ioop implementation). No_te that,; is case jof d,

be too time consuming. This problem can be solved by while yop; denoteselement in yop.

computing proper constraints (“safety margins”) wn dys dyo dy;

that are implemented in the optimizer. The optimal value v Voo al0ut) | Yoo alCuz) | ¥ ' (du)
of these safety margins is strongly correlated to the {22 ODI’AdUI Om’Aduz Om'Ad -
choice of optimization variables. Yopt, i Yopt,i(du1) Yopt. i(du2) | Yopti(duj)
The following steps summarize the main parts of the Jop Jopi(0h) Jopi(Ghug) | Jopi(dh)
complete procedure for on-line optimization of HENSs: Table 1. yop andJop for all cases off,.

Auy is the constraint imposed an such that
an optimization problem based dp=0
gives feasibility for ald,.

1. Determine which manipulationsy that should be ) K&€P Yacana = Yon; fOr €ach output candidate, and
used to control the primary outputs and design a  €valuateJs(d,;) and the resultingmean In general,

control configuration and controllers for the primary the setpointys,; should be optimized in order to
goal (base control). minimize Jnean but for constrained processeswitl

2. For each excess manipulation, choose a De some extreme value from table 1 (to ensure

measuremeny, (among all candidates) such that the feasiblity for alld,).

operation is insensitive to disturbances (see more q q a.
details in next section). The additional constraints s w2 >
(safety margins) ornu; are also found. Design

Jmean

Jf\ Jf\ (dul) Jf\ (dug) Jf\ (duyj) JmeanA

decentralized controllers to contsel J? I8 (o) | I8 (@ud) | I° (@) Jmeani
3. Implement the steady state model including the - - -
constraints found in step 2 in the optimizer. Table 2. for all cases of,.

During operation, the optimizer computes setpoints 8} Choose the variable that gives the smallgsi,from
the optimization variables and apply these to the the last column in table 2 as optimization variable,

controllerk, at regular intervals. i.e. this measurement should be controlled to a set-
point which is updated periodically by the optimizer.
CHOICE OF OPTIMIZATION VARIABLES We have now found the best optimization variables. To

This section describes a procedure for selection Q{np”fy the on-line optimization wenay want to use
optimization variables (step 2 in the complete methg_;,‘i”y the nominal disturbance sef,= 0. To ensure that
given above). The selection of outputs for optimizinge find the correct value ofys, (which ensures
control is discussed in Morud (1995, chapter 8) and f'u_;lasib"ty for all disturbances), wmay impose some
Skogestad and Postlethwaite (1996, chapter 10). In g straint (“safety margin”) for the optimizer, e.g.
latter a method that is based on choosing outputs t[]ia\gz Au;. This will be explained in more detail for a
maximizes 0(G,,) (smallest singular value) for asimple example at the end of the example section. The
properly scaled system goposed. In this paper a Morégafety margin” onu; should of course not be

direct method is applied (which is also mentioned jmplemented in the regulatory control level.
Skogestad and Postlethwaite, 1996). Before the



The next section describes the steady state model that is needed, it can be found after the optimization of
can be implemented in the optimizer. Then the compléte network by solving one nonlinear equation for each
method with emphasis on the choice of optimizatidiypass fraction. (Solving one unknown in one nonlinear
variables will be applied to a simple demonstraticgguation n times is much simpler than solving
example. unknowns inn nonlinear equations simultaneously). As
Until now we have only considered one degree fwill be shown, the value ofi is oftennot required
freedom. |If there were two degrees of freedom, tvexplicitly as it normally is the manipulated input in a
elements ofy, .ang Would have to be fixed at a timefeedback control loop.
Table 2 would need asnany rows asthere are The steady state model for a general HEN uses the
possibilities to pick two variables out of the total numbéollowing sets of heat exchangers:
of candidate measurements. For example, if there is 6
candidate measurements and 2 degrees of freedom,RHX : Set of all Process-to-process Heat eXchangers.
number of possibilities % = 15. HBT : Subset of PHX with Hot side outlet directly

' entering a Bypass controlled Target.
ReMARK 1. Itis clear that the value A, maydepend ord,. CBT : Subset of PHX with Cold side outlet directly
We assume that this change is small and that the value can be entering a Bypass controlled Target.
used for alld,. In practice, one should caroyt the procedure HyT : Subset of PHX with Hot side outlet entering a
for selection of optimization variables for differefyt to verify Utility controlled Target (through a cooler).

that Au, does not change too much. The wr)rstmﬁ%se Valtl'EJT : Subset of PHX with Cold side outlet entering a
should be chosen if it is not acceptable to violatepifi@ary -
Utility controlled Target (through a heater).

oal, while a mean value can be used if a small violation to the ) A .
J HS : Subset of PHX with Hot side inlet directly

targets is tolerable. :
entering from a (hot) Supply.

STEADY STATE OPTIMIZATION MODEL CS : Subset of PHX with Cold side inlet directly
This section presents a steady state model that can be  entering from a (cold) Supply.
adapted to any HEN. It is developed primarily for )
implementation in the optimizer, howevemyiayalso be The general HEN modehown below(eg. 3 to 11D) is
used in the procedure for selection of optimizatio? NLP problem. The variabtein equation (3) denotes
variables (to generate tables 1 and 2). the cost (pr. energy unit) for the utilities.
Before we present the general model, consider the two
alternatives (equations (1) and (2), respectively) to min( z cpoolersQy coolersy z g Neatery heatyrs (3)

model a single heat exchanger with bypass given below, ichoT ji’coT
see figure 4. subject to
@QU Equalities, (4) to (8)
Thot,m - Thot,out Qi - CPihot(Thot,in _ ThOL Out) i IPHX (4a)
. hot,out Qi — CPihOt(Thot,in _ ThOL Oll) i OIPHX (4b)
cold,out < Tcold in
’ Qicoolers: Cpi ho( ThOLOUt - Tt) i OHUT (5a)
Fig. 4. Single heat exchanger with bypass. Qiheaters: cp colc(T [ Tcold,out) i OCUT (5b)
At steady state it is of no consequence whether the TihOt,OUt:Tit i OHBT (6a)
bypass is placed across the hot side or cold side, and the cold out .
choice in the figure is arbitrary. The temperature driving TRt =T iOCBT  (6hb)
force AT.( O) may be logarithmic mean or some '|'ihotin =T i OHS (7a)
approximation, and note particularly the difference Tcold,in _ s i 0cs (7h)
between equations (1a) and (2) regarding the arguments i i
of ATH( D). Interconnection equations (problem specific) (8)

Q = UAATm(Thot, ins Tcold, iny T;wt, out Tcold, ou) (18) Inequa”ties, (9) o (11b)

Thot, out = UThot, in+ (1_ U) Thot, out (1b) Qi < i Ui AATmi I OPHX (9)

Q 20 i OPHX  (10)

Q=< UAATm(Thot, in Tcold, i Thot, out Tcold, Ol)t (2 Qicoolersz 0 i OHUT (11a)
Equation (1) includes the hot exit temperature before it Qpeatersz 0 iOCUT  (11b)

is mixed with the bypass stream and this results in

bilinearities in (1b). The inequality in (2) expresses Mote that the index denotes heat exchangers rand
constraint orQ when the boundary iglacedoutsidethe streams (which is common in manyher models), and
bypass splitter and mixer. The bypass fractiodoes that AT,, denotes the temperature driving formetside

not even occur in (2), but the equality part of (2he bypass stream as in (2). As an example, the network
corresponds tar = 0. In the optimization model, wein figure 5 will lead to the following sets: PHX = {A,B},
choose the second alternative for each heat exchanger = {B}, CUT ={A}, HBT= 0, CBT={B},

since this eliminates the bilinearities in the bypass mixer.



HS = {A} and CS = {A,B}, and the only interconnection
equation (8) isTfo"out = Tt i,

During each optimizationT ', T°, CP and UA for each
heat exchanger are treated as constants. The model is 139 2 20"@ 0.5+0.05
valid without modifications for networks with fixed Lﬁ%
stream split fractions sinc&CP denotes heat flow
capacity in each heat exchanger. For netwavkh
variable stream splitsCP in the split streams can beApplying the procedure step by step yields:
regarded as variables, and equations that preserve
mass balance in the splitter(s) and energy balance in . X . . .
mixer(s) must be included. During operation, variab}€ Use the main rule for selection of manipulations in
stream splits can be used as manipulated inputs. ENs which is to choose _the manipulation closest to th_e
The constant: in (9) is a factor thatay limit the duty Mmeasurement (e.g. Mathisen, 1994, chapter 4). This
of a heat exchanger somewhat below its theoretié@Plies that the primary manipulations becomed., gy
maximum. This is simply thevay that the constraint on @'d Us and these control the outlet temperatures of

u; is implemented. Instead of implementing= Au; Stfggscﬁgi’cgt ?ggticn:"nzi'z;(taiz?le\gr\i/ggé

directly (which is impossible since the model does n% : X ;
ere is one excess manipulation = u,, and the steps

include uy), the corresponding value far has to be X ) S
computed. This is done separately for each hgatritgbl?a) below illustrate the selection of optimization

exchanger that controls a primary output. For he
9 P y P a) We assume:

exchangers associated witf) we havex = 1. X © . T . .
The model does not includey upper constraints on thd) du= [¥3°C, +0.01KWFC] (maximum variations/
errors of the disturbances within the optimization

duty of the utility exchangers, and this implies the " I
assumption that these are designed to handle the requ<')r§d'1'_" erva)._ . . L .
al he objective function isJ=q.+q, (utility

duty. If this is not the case, additional constraints h consumption)
h l, e.g. limi h . . .
to be added to the model, e.g. an upper limit on the du j) Possible candidates 1 arey, cne= [T: T, Ts "

The only possible source of nonlinearities in the mo p 5)  Note that th | -
(for networks without variable splits) is the tefsy, in (see figure 5). Note that the open-loop implemen-
tation () is an alternative.

(9). I_n other words,. if arithmetic mean (as opposeld.ho)_l_he computations are done for the four “corner
logarithmic mean) is used as the temperature drivi Eﬁ points” de 1 addition tod. = 0
u u— .

force, the model can be solved as an LP problem. T, ; - : . .
b é}? JneaniS the arithmetic mean of the five cases in step

following procedure for solving the model has proven ! .
be reliagbI%: First, use arithn?etic mean (@) fgr all (iv). (We require that target temperatures have to be
' reached for the five cases).

exchangers and solve the corresponding LP probleéﬂi

Fig. 5. Heat exchanger network used in example.

hgep 1 Assign primary manipulations.

Second, replace arithmetic mean with logarithmic me4f)). Yot @ndJ for differentd, are shown in table 3. The

P le is generated fak = [0 O, i.e. for nominal values
(or e.g. Paterson or Chen approximations) and solve .
NLP problem using the LP solution as the initial value. 9 the disturbances (180 and 0.5kWIC). Also a row
for ug optis included for extra information.

EXAMPLE 2c) Table 4 showd for optimal fixed values of; cang
The HEN used in the exampleskown in figure 5. The Note that in this example, the values §6lang Can be
primary outputs are the outlet temperatures of edlgiind without optimization, but simply from table 3 and

stream which should be controlled to their target valugBysical insight (see remark 2). If there is a possibility
of 30, 160 and 13C for streams H1, C1 and c2!hat the optimum is not constrained one would have to

respectively. That is, we have resort to conventional optimization. o
P y T 2d) From the last column of table 4 it is clear that
y, = [Tl—(i)l & Té’z] keepingT, constant is preferred.
Step 3 Implementation of optimizer.

where superscrigt denotes outlet temperature. There iBhe model (including the sets and connection equations)
a total of four manipulations (two bypasses and tweas described in the previous sectiohe constraint

variable utility duties) which gives (“safety margin”) that should be included in the
T optimizer isug = 0.105. Waewill explain how this value
u= [UA kL G Clq] is obtained, but before that we explain the details in the

implementation of this constraint. To implement the

There are two disturbance,10°C in_ the supply constraint, we first findjg = 55kW ford, = 0 (55kW is

temperature of stream H1 an@.05 kWFC in theQP of ihe deficit heat of stream C2). Then we fimgl= 0.946
stream C2. These values represent theximum fom g =qq UAgAT,s where the last term is the
variations d that may be present. ~ The smaller|ogarithmic mean for heat exchanger B =0 and
variations/errors ) that may occur within the T,=151.9C. Implementings = 0.946 (anc, = 1.0)
optimization interval is defined in step 2a) of thg eq. (9)will ensure the required safety margin og
procedure. UA for heat exchangers A and B are 0.528hen unknown disturbances are present.

and 1.322 kWIC, re_s_pectively. For simplicity it is_The actual value for the safety margikug = 0.105) is
assumed that the utility exchangers are able to del"é%‘iained as follows: The valuesof andug for the five

sufficient duty for all possible cases. With thig,ges in table 4 correspondingTio= 151.9°C are given
assumption and the giverJA-values all target i, taple 5.

temperatures can be reached for all combinations of
disturbances mentioned above.



Casel Case 2 Case 3 Case 4 Case 5
d. ,= ©0 d,=030 d.=030 d =00 d.=0+0
"1 B “*"HooB | " BooH | Y BoofH | ° Boof
Ty opt 150.0 149.0 151.0 151.9 151.9
Ty ont 106.7 105.4 104.0 107.4 107.4
T3, opt 95.0 95.1 94.9 98.0 95.8
Ua, opt 0.000 0.105 0.292 0.000 0.000
Ug, opt 0.000 0.000 0.000 0.154 0.049
Jopt 145.0 147.0 149.0 146.9 144.7
Table 3. Values fg, andJ,, for all cases ofl, in the example. Case 1 is the nominal disturbance.
Case 1 Case 2 Case 3 Case 4 Casel5  Jmean
J(T=1519 148.9 153.0 150.8 147.0 144.8 148.9
J(T5=1040 153.0 151.2 149.0 159.2 155.0 153.0
J(T$=980 151.0 152.9 155.1 146.9 149.1 151.0
J(u3=0.292 151.1 151.2 149.0 153.2 151.0 151.1

Table 4.J° for the possible choices of measurement and for all casginahe example.

yariable contributes less. For other examples, the choice
of optimization variable can have a more significant
effect on the utility reduction.

Casel Case?2 Case3 Case4 Case
Ua 0.207 0.354 0.354 0 0

U 0.105 0.155 0.051 0.155 0.051 . I hat d . o
T _ o ReMARK 2. From figure 5, it is clear that decreasigT; (by
Table 5. Values af, andug whenT, = 151.9°C. decreasingi,) or us will reduce utility consumptionJj. |.e.

For cases 4 and B, saturates at zero which implies thatptimal values for these variables in table 3 are minimum

it is no longer possible far, to keepT, = 151.9°C. The ﬁ'ue-‘% (sntwﬁller Valu_?hs thWilll Vi0|?te Itheh pfitm%fy goab-
L erefore, the case with the largest value has to be chosen as
optimizer usesl, (case 1) whereg takes the value of this is the smallest value feasible for @)l ForT,, a similar

0.105. Thus, in order to handle cases 4 andsafety (phut opposite) argument leads to choosing the smallest value in
margin of Aug = 0.105 has to be used by the optimizetable 3.

Note that if we accepted thak; deviated from its SUMMARY AND CONCLUSIONS

setpoint (due to saturation in) it would be possible to A method for optimal operation of heat exchanger
further reduce utility consumption somewhat. Then thetworks based on periodic steady state optimization is
setpoint forT; could be reduced slightly below 151.9°Cproposed. An important issue is optimal choice of
until ug saturated for some disturbance. In this exampieeasurements that are kept constant between each
we require that setpoins for secondary measuremempsimization using feedback control. The objective
have to be satisfied. functions used during operation and for choice of
The reason for implementing the “safety margin"ugn optimization variables are identical. Optimal operating
as an_inequality constraint is that other valuedyahay conditions for heat exchanger networks are normally
give Ugop> 0.105. Requiringys = 0.105 in such caseslocated at the intersection of constraints, and additional
will result in infeasibility. constraints (“safety margins”) have to be implemented in
J [kW] for each case. the optimizer in order to maintain the target temperatures

180 —————— when unknown disturbances are present.
Traditional", _ _
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