
 

i 

 

  
PPrroocceeeeddiinnggss  ooff 

 

 
 

                          TThhee  22001122  UUKKAACCCC  IInntteerrnnaattiioonnaall  
CCoonnffeerreennccee  oonn  CCoonnttrrooll              

 

                                                             

 

 

 

 

 Cardiff, UK 

3-5 September 2012 

 

 

 

 

  



 

ii 

The 2012 UKACC International Conference on Control 

 

Copyright and Reprint Permission: Abstracting is permitted with credit to the source. Libraries are permitted to 

photocopy beyond the limit of U.S. copyright law for private use of patrons those articles in this volume that carry 

a code at the bottom of the first page, provided the per-copy fee indicated in the code is paid through Copyright 

Clearance Center, 222 Rosewood Drive, Danvers, MA 01923. For other copying, reprint or republication 

permission, write to IEEE Copyrights Manager, IEEE Operations Center, 445 Hoes Lane, Piscataway, NJ 08854. 

All rights reserved. Copyright©2012 by IEEE. 

IEEE Catalog Number: CFP1270S-ART 

ISBN: 978-1-4673-1560-9 

Additional copies of this publication are available from: 

Curran Associates, Inc. 

57 Morehouse Lane 

Red Hook, NY 12571 USA 

Phone: (845)758-0400 

Fax: (845)758-2633 

E-mail: curran@proceedings.com 

  



 

iii 

The 2012 UKACC International Conference on Control   
(UKACC Control 2012) 

Cardiff, UK, 3-5 September 2012 

 

 

GREETINGS FROM THE CONFERENCE CHAIRS 

 
 
On behalf of the general conference committee, we cordially welcome you to attend the 2012 

UKACC (United Kingdom Automatic Control Council) International Conference on Control 

(UKACC Control 2012). We hope you will enjoy your time in Cardiff in the UK and find them 

stimulating and fruitful.  
 

UKACC Control 2012 is the ninth in this now well established series of prestigious biennial 

events. It will take place in Cardiff, UK during 3-5 September 2012 and is organised by the 

Advanced Control and Network Technology Research Unit in the University of Glamorgan. 

UKACC Control 2012 aims to provide a broad international forum for scientists, engineers, and 

educators working in the areas of control systems to discuss state-of-the-art science and 

technologies in the general area of control systems with particular emphasis being placed on 

applications.   

 

The technologies in automatic control have been playing important roles in our modern 

civilization and expected to stay as main characters in the future. The conference intends to 

provide a platform for researchers, engineers, academicians as well as industrial professionals 

from all over the world to present their research results and development activities in automatic 

control. The conference will promote the development of automatic control, strengthen the 

international academic cooperation and communications, and provide an opportunity of 

exchanging research ideas. 

 

With the tremendous work of the members of the International Program Committee, the final 

program has a unique set of technical sessions covering latest research and development results in 

automatic control. It contains a number of high level theoretical papers as well as many 

interesting application papers. A total of 254 papers were submitted to UKACC Control 2012 

from different countries and regions. After being reviewed, 191 papers have been accepted in the 

final program. There are 3 plenary talks, 36 lecture sessions and 3 poster sessions. The papers 

were assigned with the purpose of forming coherent sessions.  



 

iv 

 

We have invited an excellent set of plenary speakers. On the first day, after the official opening, 

there will be a plenary talk on “Control for Performance Optimization” presented by Professor 

Sebastian Engell in Technische Universität Dortmund, Germany. On the second day, we will have 

a plenary talk on “Control Systems Engineering: a Business-Driven Approach” jointly given by 

Professor Peter Fleming in the University of Sheffield, UK and Mr Stephen Hill in Rolls Royce, 

UK. The third day will start with the plenary talk on “Aircraft Tonal Active Noise Control 

Techniques and Their Re-use delivered by Mr Ian Stothers in Ultra Electronics Controls, UK. 

 

In addition to the high quality of the academic contributions in the program, UKACC Control 

2012 has received various supports from UK industry with sponsorship from commercial 

organizations and an involvement from the four professional organizations, namely, the Institution 

of Engineering and Technology (IET), the Institution of Mechanical Engineers (IMechE), the 

Institute of Measurement and Control (InstMC), and the Institute of Electrical and Electronics 

Engineers (IEEE). The strong industrial involvement is evident in the program for the three 

Mini-Symposia. 

 

We would like to take this opportunity to thank the members of the organising committee and the 

international program committee for their fantastic work. Our sincere thanks also go to many 

volunteers and reviewers for their diligence and dedication in the preparation of this conference.   

 

 

 

  Guoping Liu (General Chair)     Duc pham (IPC Chair)     David Rees (Organising Chair) 
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Abstract—A new formation control methodology modelled by
a virtual tendon-driven system using the tensegrity structures is
presented. The objective of the work is to regulate the formation
of unmanned vehicles within the communications bandwidth and
perform point-to-point manoeuvring tasks. The reaction control
forces that are experienced by vehicles in the formation are
determined by the admissible tendon forces in tensegrity. A
control law is designed to stabilize the interspacing between
the vehicles in the presence of disturbances by making the
combined use of string and spring characteristics. Simulation
results demonstrate the effectiveness of the proposed approach
in terms of maintaining the formation and avoiding inter-
vehicle collisions. Formation shape changing is also performed
by varying the relative parameters between the vehicles.

I. INTRODUCTION

Formation control is a matter of controlling the relative po-
sition and orientation of an ensemble of autonomous vehicles
while allowing the group to move as a whole in a stable con-
figuration. It is proven that moving a group of vehicles is more
beneficial than a single vehicle in the presence of uncertain and
adverse environments. This is because vehicles in formation
are able to acquire enough and accurate information from
the environment, whilst enhancing their power to withstand
danger. Hence, the use of groups of multiple autonomous
vehicles to perform co-ordinated and co-operative tasks has
been attracting a growing amount of attention recently in the
area of autonomous robotics and control communities.

It is also well known that formation systems have many
advantages such as wide area sensing coverage and system
energy conservation due to the reduction of friction in each
vehicle. Robustness and efficiency of the system also in-
creases while offering redundancy, reconfiguration ability and
structural flexibility for the system. These advantages have
led formation control perform a wide variety of functions
in land, marine and aerial applications. Specific applications
include exploration, search and rescue, microsatellite clusters
and transportation of large and heavy objects [1].

Problems to set up in co-operative formation control of-
ten involve achieving formation, maintaining formation and
dynamic switching between different formation shapes whilst
carrying out a task. A number of methodologies have been
developed to address the shape dynamics of a group of vehicles
in a plane such as implicit polynomial (IP) [2], elliptic Fourier
descriptors (EFD) [2], sliding mode controllers [3], extended

Kalman filter with an input-state feedback control law [4],
Lyapunov function [5], to name a few.

In this paper, formation dynamics of a group of vehicles
is synthesised and analysed using a virtual tendon-driven
tensegrity system. Tensegrity structures are spatial structural
systems with interconnected strings and bars/struts [6], where
strings are the tendon members and bars/struts are the com-
pressive members. In literature, tensegrity structures have been
mainly used to design mechanical structures and little attention
has been paid to their usability to develop formation control
algorithms for dynamic systems. In [7], for instance, the
authors have demonstrated formation for a group of vehicles
using an energy-momentum method in tensegrity models.
However, they assumed zero external (disturbance) forces
which simplified the problem.

The new control law here is formulated to drive a dynamic
group of vehicles into a specified formation with control forces
that are represented by admissible tendon forces in tensegrity
structures. This control law is designed to prevent strings
slacking and yielding and make the structure responsive to the
environment disturbance forces. In control terms, this force
precludes any two vehicles coming too close to each other
(string slacking) in order to avoid collision. The controller
also prevents the vehicles moving too far apart from each
other (string yielding) in order to keep the vehicles within
the communications range. The proposed overall formation
system is characterised by three main considerations: vehicles
formation geometry which is modelled using the concept of
tensegrity, communications topology which is represented by
strings and bars of the tensegrity structure, and the interaction
control algorithm.

In the remainder of this paper, Section II outlines the
benefits of tensegrity properties. Formation shape and its
communication topology will be described in Section III whilst
tendon controller design and formation system regulation will
be explained in Section IV and V respectively. Simulation
results are shown in Section VI to demonstrate formation
achieving, formation maintaining, formation changing and
manoeuvring tasks. Concluding remarks are made in Section
VII.

II. TENSEGRITY STRUCTURES

The artist Kenneth Snelson built the first tensegrity struc-
ture [8] and the term tensegrity was coined by Fuller as a
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contraction of tensional integrity [9]. In nature, bones and
tendons of animals and humans are connected in a way
that allows for smooth control movements, where the bones
provide compressive load-carrying capacity while tendons
provide tensions stabilizing the configuration [6]. In structural
engineering, controlled tensegrity make buildings responsive
to natural environmental disturbances such as earthquakes and
winds [6].

In the tensegrity framework, the stability and rigidity of
tensegrity structures have been proven using the model of
energy function [10]. This has motivated the development of
mathematical machinery in the design and analysis of static
and dynamic tensegrity systems to achieve shape formation
control and other engineering functions. It is possible to form
a tensegrity structure by using models of springs, strings and
bars which can be combined to provide greater flexibility and
control of the whole unit. The extreme shape-changing ability
of tensegrity structures has been proven in the approach of
a robotic tensegrity worm crawls (which requires stiffness
control) while squeezing through crevices requiring large
shape changes [11].

In a dynamic tensegrity-based formation control, one way
of controlling the position of each vehicle in the group is by
varying the length of the bars. However, for simplicity, the
formation controller is designed here based on the relative
distance and orientation between the leader and follower
vehicles. For example, if the requirement is to expand the
formation, the bar lengths could be increased. The same result
can also be achieved by varying the interspacing between
a designated pair of vehicles by controlling the admissible
tendon forces in a tensegrity structure. This tendon controller
is designed by assuming a spring with elastic characteristic
(non-Hookean) which experiences the properties of both spring
and string.

A. Elastic Spring as Tendon

A linear spring can store energy either by applied com-
pressive force or tensile force on it, however, a string (elastic
band) can only store energy in the presence of a tensile force.
In a tensegrity system, the tendon/string is always kept in
tension, therefore it behaves in a similar manner to the spring.
Hooke’s Law states that the force that is exerted on a spring
is proportional to the extension of the spring. Note that the
stress and strain are (uniquely) related to force and extension
of the spring, hence, the gradient of a stress - strain graph as
shown in Figure 1a is identical to the force versus extension
graph. However, a string with elastic characteristics, has a non-
linear gradient graph as shown in Figure 1b. This property
of the elastic spring is exploited in this paper and is further
elaborated in Section IV on formation controller modelling.

III. PROBLEM FORMULATION

An example of a 4-vehicle formation connected using the
concept of tensegrity is shown in Figure 2. Here, nodes are
defined as vehicles and edges are represented by strings/elastic
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Figure 1: The gradient of stress strain curves

springs(s) and bars(b). The edges correspond to commu-
nication topology and control force directions between the
vehicles. A chain communication topology is assumed where
each vehicle moves according to its neighbour/leader in the
formation which may not be its nearest. As shown in Figure
2, UV1 is the leader of UV2 while UV2 act as the leader for
UV3 and so on. fLF represents the force that is exerted on
follower (F) according to its leader (L). The magnitude of this
control force is dependant on stress, ω , which is a tensegrity
parameter. The edge is a string if ω > 0, and is a bar if
ω < 0 [10]. In addition, a centralised control architecture is
considered where a virtual leader (UV1) is assigned for leading
the whole formation and combined with the chain topology.
Hence, the force, f41 and its corresponding communications
link in Figure 2 can be ignored. 
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Figure 2: Vehicles communication topology referred to a C2T4
tensegrity system

It has been proven that shape changing task will be simpler
to achieve by relaxing the equilibrium of the structure rather
than pressing against a fixed equilibrium [6]. The tensegrity
control parameter, ω will affect the edge’s tension and cause
another new equilibrium interspacing between the nodes. In
formation control, the equilibrium interspacing between the
vehicles is dependant on ω and can be represented by a virtual
tendon-driven system (spring-mass system) as shown in Figure
3.

Virtual
UV1

UV2 UV3 UV4

UV2 moving direction

Equilibrium distance, 
ltensegrity

1 2 3

Figure 3: Formation in a virtual tendon system

2



The force and position of each vehicle in the tendon-driven
system can be mathematically defined as

mq̈+bq̇+ωq+ f(t) = 0 (1)

where m is the mass of the vehicle, b is the friction coefficient
and q is the position vector of the vehicle defining its local
coordinates. ω is the sum of the two stresses (ω1 +ω2) for
vehicle UV2; (ω2 +ω3) for vehicle UV3 and (ω3) for vehicle
UV4. f(t) represents the applied force to the tendon system
to maintain the interspacing between the vehicles. In order to
compensate for uncertain environments, the plant is rewritten
as

mq̈+bq̇+ωq+ f(t)+d f = 0 (2)

where d f is an external disturbance force (e.g. wind for aircraft
or current for ship). Note that the benefit of this parallel
connected formation is that it is easy to keep track of every
vehicle in the group. However, a major disadvantage is the
error propagation from one pair of vehicles to the other.

IV. TENDON CONTROLLER MODELLING

In the formation control framework, there will be r = n−1
communication links in a formation containing n vehicles.
A separate controller is designed to control each pair of
vehicles that are connected by a direct communication link.
The signal measured by the controller is the relative distance
between leader and follower vehicles and is denoted as lLF .
The controller output, fLF is the force function which is
modelled by an elastic spring. This tendon force, fLF that is
exerted on the follower vehicle with respect to its leader was
designed to have a much larger elastic limit compared to its
proportionality limit and is defined mathematically in Equation
3. This equation is essentially a combination of stress-strain
relationship of spring and string as illustrated in Figure 1.

fLF =


K ln lLF

ltensegrity
(qF −qL) if 0 < lLF ≤ lultimate

K exp(− lLF−ltensegrity
lbreak

)(qF −qL) if lultimate < lLF ≤ lbreak

0 if lLF > lbreak
(3)

K = K1αLF ωLF (4)

Where K1 is a gain parameter that is proportional to the
disturbance force, d f and helps to adapt the controller to
external disturbances.

K1 ∝ d f (5)

ωLF represents the stress and αLF is a signed scalar parameter
that determines the attracting (αLF > 0) or repelling (αLF < 0)
force that is exerted on the follower vehicle. This is further
elaborated in Section IV A.

The parameter, ltensegrity is the desired distance between
a given pair of vehicles. lultimate is the maximum distance
between the controlled pair of vehicles, where ultimate tensile
strength (attracting or positive force) that is applied to the
follower vehicle increases. After this point, this attracting force
starts to reduce. This is done in order to reduce the rebound

ltensegrity

lultimate lbreak

0

Tendon Controller

Tendon force,

Relative distance,

(N)f
LF

 

(m)lLF

Figure 4: Design of control force with response to displace-
ment

force that will occur on the follower if the disturbance is
suddenly removed.

lbreak is the maximum length of the string; the string is
fractured at this point if the disturbance force continues to be
added to the string. In formation control terms, lbreak is the
maximum communication length between the vehicles. The
control force, fLF , is equal to zero at this point to give up a
straying vehicle rather than trying to apply more force on it to
pull it back to the formation. This vehicle might collide with
the other vehicles in the formation when the disturbance force
is suddenly removed due to the large restoring force.

Figure 5 is drawn to show the block diagram representation
of the overall tensegrity-based nonlinear tendon-driven control
for a pair of vehicles. To ensure zero steady-state tracking
error, an integral term is added to the closed loop system.

Virtual Tendon-Driven 
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lLFf(t)

fLF

fintegral

Nomoto Dynamics 
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qn(0) qn(d)
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qn+1

Σ11/s Λ1
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Tensegrity-based Formation Control

lLFltensegrity



ro

Figure 5: Block diagram of tendon-driven system with integral
action

A. Analysis of Tendon Force

Tension along the spacing edge between any two vehicles
is changed according to the edge’s extension and can be
divided into two categories: attracting force (positive force)
and repelling force (negative force). By considering the two
vehicles within the lultimate communication range, the tendon
force can be mathematically defined as in Equation 6 with the
parameter K1 set to unity for simplicity.

fLF = αLF ωLF [ln lLF − ln ltensegrity](qF −qL) (6)

The equilibrium of the tendon-driven system can be found by
equating the sum of all the forces that are acting on vehicles
in the system to zero i.e.

n−1

∑
r=1

αLrFr ωLrFr [ln lLrFr − ln ltensegrityr ](qFr −qLr) = 0 (7)
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The subscript r refers to a particular communication link that
connected a pair of vehicles and n is the total number of
vehicles in the formation. Let the position vector qe = (xe,ye)
represents the equilibrium tensegrity structure. Hence, the
equilibrium stress constant of a pair of vehicles can be defined
as

ω̃LF(xe,ye) = αLF ωLF [ln lLF − ln ltensegrity] (8)

The edge here is modelled as a string, hence, ωLF > 0.
Also, by assuming the tendon-driven system in equilibrium,
ω̃LF(xe,ye) = ωLF , therefore equation 8 can be simplified as

1 = αLF [ln lLF − ln ltensegrity] (9)

Equation 9 proves that the tendon-driven system experiences
an attracting force (αLF > 0) when the relative distance (lLF )
between the vehicles is larger than its equilibrium distance
(ltensegrity); and repelling force (αLF < 0) when the relative
distance (lLF ) between the vehicles is smaller than its equilib-
rium distance (ltensegrity).

V. REGULATION OF FORMATION SUBSYSTEM

The objective in this section is to regulate the interspacing
distance between a pair of leader and follower vehicles. The
equilibrium distance, ltensegrity and the maximum communica-
tion range, lbreak are the key control parameters which are
assumed to be 16m and 32m, respectively for simulations
purposes. The two vehicles formation was simulated in a
tendon-driven system using the proposed tendon controller and
compared with a linear PI controller. All the parameters in
tendon-driven system shown in Equation 2 are considered to
be unity. And the parameters of PI controller were optimized
using the Ziegler-Nichols (ZN) tuning method in order to give
a fast and smooth response. The values estimated for KP and
KI were 0.4091 and 0.1002, respectively.

Figure 6 shows that the tendon control system with a desired
step response of 16m was achieved in a settling time of 50.04s
with an overshoot of 1.35%, while the linear controller has
a slower settling time of 60.77s and experienced a higher
overshoot of 3.56%. The dip at the beginning of step response
is due to the higher repelling force that was produced by the
linear controller as shown in Figure 7. This repelling force was
encountered because the initial spacing between the vehicles
was kept very small. However, the tendon controller was able
to eliminate this effect and provided a smooth and quick
response to the system with a lower repelling force.

Next external disturbance forces, d f of magnitude 30N and
110N were added to the subsystem to demonstrate controller
performance. These impulse disturbances were triggered at
150s for a period of 150s to force change lLF . Both positive
and negative disturbances are considered demonstrating the
dilation and squeezing of inter-vehicle spacing respectively.

Simulation results in Figure 8 depicts that an increasing
positive disturbance force caused the follower and leader ve-
hicles to further repel from each other. It can be observed that
as long as the follower vehicle moves within the prescribed
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communications range, the formation can be maintained (Fig-
ure 8(a)). The follower vehicle will lose communication with
its leader when the separation between the vehicles is more
than lbreak, 32m. This will cause the removal of control force in
order to give up the straying follower (Figure 8(b)). However,
the PI controller produced a large attracting control force to
the follower vehicle when it moved out of the communication
to pull it back to its equilibrium position. This had caused
a collision between the two vehicles when the disturbance
force is suddenly removed. This collision happened due to the
rebound force being larger than the vehicle’s repelling force.
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Table I provides a quantitative comparison between step
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responses under the positive and negative disturbance forces.
In contrast to the positive disturbance force, an increasing
negative disturbance force caused the distance between the
two vehicles become smaller. Note that the relative distance
in tendon control system is never equal to or less than zero
due to the force that is exerted on the follower vehicle tends to
be infinitely large (see Equation 3). This helps to prevent the
collision between the vehicles. However, the linear controller
was unable to prevent the collision, shown by negative bold
displacement in Table I.

TABLE I: Tendon and linear controller comparison

maximum and minimum vehicles interspacing (m)
d f added at 150s d f removed at 300s

Disturbance force
Tendon Linear Tendon Linear

d f , (N) controller controller controller controller
30 29.06 32.36 5.57 0.07

100 55.04 76.05 55.03 -43.91
-30 5.37 0.08 28.95 32.36

-100 1.04 -44.07 32.08 75.97
∗ The vehicles undesired spacings are highlighted in bold. Negative
values show the vehicles’s collision and the communication lost is
represented by bold positive value.

VI. FORMATION MAINTENANCE AND MANOEUVRING

In this section, the overall formation system is described as a
combination of tendon-driven systems outlined previously. The
formation manoeuvring will be described and demonstrated
through simulations.

A. Formation control and dynamic shape changes
In order to adapt to the changes in the environment such

as obstacles, the formation control method should be flexible
so that shape changes can be conveniently carried out. Here,
formation control is achieved by maintaining the distances
between nominated pairs of vehicles using the concept of
tendon-driven system. Note that each vehicle in the formation
is assumed to be autonomous and that it makes decisions based
on the relative distance and bearing among individuals. For
example, UV2 makes its decision to move according to the
distance (d1) and relative orientation (θro1) with respect to its
leader, UV1 as shown in Figure 9. The topology of closed-
loop formation system composed of r communication links is
depicted in Figure 10.
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The synchronisation of two vehicles requires the consider-

ation of the following equations:

xn+1 = dn cos(θron +ψ)+ xn
yn+1 = dn sin(θron +ψ)+ yn

(10)
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Figure 10: Block diagram of tensegrity-based formation
closed-loop system. Tendon-driven systems and tendon con-
trollers are denoted by Σ and Λ, respectively.

where (xn+1, yn+1) is the updated relative position of UVn+1
and (xn, yn) is the current position of its leader, UVn in the
global reference frame of coordinates. For formation shape
change, vehicle’s relative orientation (θron) and the equilibrium
spacing (dn=ltensegrity) along the edges are set as reference
parameters. By controlling these variables, the shape changing
task can be achieved.

B. Autopilot design

In order to design the controller, it is assumed that all the
vehicles in the formation have the same dynamics which can
be represented by a linear first order Nomoto model given by
Equation 11.

T ψ̈ + ψ̇ = Knδ (11)

whose transfer function is:
ψ

δ
(s) = Kn

s(1+T s) (12)

Where Kn is the gain and T is the system time constant that
can be uniquely determined from the input rudder angle (δ )
and the output heading angle (ψ). From [12], the values of
Kn and T are chosen to be 0.049 and 17.78 for simulation
purposes.

An autopilot must have the function of maintaining the
trajectory of the vehicle by following the desired heading
(ψ(t)). It must also have the function of performing the change
of heading without excessive oscillations and in the minimum
possible time. In order to accomplish this, a suitable PD head-
ing controller was developed which was tuned heuristically
using trial and error.

The completed formation control setup is shown in Figure
11, where q is the position vector of the unmanned vehicle.
The task was to move the leader with heading angle, ψ and
velocity, v from one way-point to the next.
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Figure 11: Block diagram of the formation control model
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C. Simulation results

The tensegrity-based formation control design method was
simulated using a group of four UVs in a diamond shape
formation, as in Figure 9, where UV1 is the virtual vehicle.
The objectives were to regulate the inter-UV distances within
the prescribed communications range and to perform the
formation changing and manoeuvring tasks. Commanded and
actual trajectories of the formation along the x− and y−axis
are shown in Figure 12. The formation was required to move
from initial way-point (WP0) to the final waypoint (WP4),
through WP1, WP2 and WP3 by following the line of sight
(LOS) between successive waypoints. Note that there is no
crossover or collisions between any of the vehicle’s paths.
However, a longer route was taken during turning manoeuvres
due to constant velocity assumption in order to maintain the
shape of the formation.
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vring

The formation’s size was changed twice at 350s and 500s
for a period of 150s. In order to avoid any sudden changes
to the formation and have to avoid inter-vehicle collisions,
the reference input (ltensegrity) in Figure 10 is taken to be a
ramp signal with 0.5 slope. From the controller responses
shown in Figure 13, it can be seen that the vehicles experience
negative/repelling force when the shape dilation (parameter of
dn or ltensegrity was changed from 16m to 30m) is performed.
The subsequent positive force is expected as in Figure 7. Note
that a time frame of 30s is needed for this shape dilation task.
A positive/attracting force was applied at time 500s to contract
the quadrilaterals shape from edge length of 30m to 10m. A
longer time (40s) is required for this task due to the nonlinear
controller characteristics. The formation was returned to its
original shape (dr = 16m) at 650s with a negative force.

VII. CONCLUSIONS

A nonlinear control law that is modelled by the tendon-
driven system using the concept of tensegrity structures is
presented. It has been demonstrated that this control method
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Figure 13: Simulations of input forces

can regulate the shape of formation in the presence of distur-
bances. The proposed approach is also scalable to any number
of autonomous vehicles in the formation and is only limited
by the communication bandwidth. It is also shown that the
shape of the formation is conserved during manoeuvring. The
shape changing algorithm can also be modified to include
obstacle avoidance. Further research is required to develop
more advanced mathematical machinery that can be used to
analyse the stability of shape formation based on the tensegrity
structures. The management of vehicle failures will also be
considered in the future research.
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Polymer Extrusion Process Monitoring Using Nonlinear Dynamic
Model-based PCA

Xueqin Liu, Kang Li, Marion McAfee, Jing Deng

Abstract— Polymer extrusion is one of the final forming
stages in the production of many polymeric products in a
variety of applications. It is also an intermediate processing
step in injection moulded, blown film, thermo-formed, and blow
moulded products. However, polymer extrusion is a complex
process which is difficult to set up, monitor, and control. As a
consequence, high levels of off- specification products and long
down-times are the problems facing the plastics industry. This
paper proposes a new method for fault detection of the polymer
extrusion processes, where the nonlinear finite impulse response
(NFIR) model and principal component analysis (PCA) are
integrated to form a nonlinear dynamic model-based PCA
monitoring scheme. Here the NFIR model is used to capture
the nonlinearity and dynamics of the extrusion process. The
residuals resulting from the difference between the model
predicted outputs and process outputs are then analyzed by
PCA to detect process faults. The experimental results confirm
the efficacy of the proposed model-based PCA approach for
fault detection of polymer extrusion processes.

Keywords
Principal component analysis; nonlinear dynamic model; polymer

extrusion process.

I. INTRODUCTION

Extrusion has been used widely as a major method of
processing polymer materials for a few decades. However,
polymer extrusion is a complex process which is difficult to
set up, monitor, and control. As a consequence, high levels
of off- specification products and long down-times are the
problems facing the plastics industry. Thus the close moni-
toring of the system performance to provide early detection
of significant process changes or disturbances, is recognized
by the industry to be of increasing strategic importance.
Various fault detection methods have been developed based
on the first principles, the identified causal models [1] or
the multivariate statistical process control including principal
component analysis (PCA) [2] and independent component
analysis [3].

It was reported that PCA had been successfully applied to
a continuous polymer film production line [4], [5]. However,
the conventional PCA is a linear method, it may not be
able to describe the nonlinear and dynamic characteristics
of the extrusion processes properly as they are complex in
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nature and nonlinear relationship exists between the process
variables. To cope with this problem, extended versions of
PCA for describing system nonlinear or dynamic behavior
have been developed. For nonlinear process monitoring,
nonlinear extensions of PCA have been investigated which
include principal curves [6], [7], multi-layer auto-associative
neural networks (ANNs) [8], [9], and the kernel function
approach [10], [11]. For dynamic process monitoring, linear
dynamic PCA (DPCA) was first proposed by augmenting
matrix with time-lagged variables [12]. More recently, sub-
space identification for a state space model was proposed
[13] which mainly deals with the linear dynamic system.
Again, an attempt has been made to apply the time-lagged
data extension with Kernel PCA for handling nonlinearity
and dynamics. However, this combination could be compu-
tationally expensive due to the augmented data matrix [14].
Recently, Rotem et. al [15] presented a model-based PCA
approach, where the system nonlinear and dynamic behavior
are described by first-principle models. Unfortunately, it is
often difficult to obtain such models to describe the complex
thermodynamic behavior in the polymer extrusion process.
To overcome this problem, this paper proposes a new method
for monitoring of the nonlinear dynamic polymer extru-
sion processes, where the nonlinear finite impulse response
(NFIR) model based on the Fast Recursive Algorithm (FRA)
and the PCA are integrated to form a nonlinear dynamic
model-based PCA monitoring scheme. Different from the
DPCA, which makes use of all the potential time-lagged
variables, the FRA determines and selects the most important
and relevant nonlinear dynamic terms from the potential
ones to construct the NFIR model. Here the NFIR model,
which is a nonlinear extension of FIR [16], is employed to
capture the nonlinear and dynamic behavior of the extrusion
process. The residuals resulting from the difference between
the model predicted outputs and process outputs are analyzed
by PCA to detect process faults. The effectiveness of the
proposed model-based PCA approach was demonstrated by
the monitoring results for data recorded from a polymer
extrusion process.

The paper is organized as follows. The PCA and the dy-
namic PCA methods are briefly described in Section II. This
is followed by the proposed nonlinear dynamic model-based
PCA for process monitoring in Section III. The experimental
polymer extrusion process and data generation are described
in Section IV. Section V then presents the monitoring results
of an application study to a polymer extrusion process. A
concluding summary is given in Section VI.
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II. PCA AND DYNAMIC PCA

This section provides the description of the PCA and the
dynamic PCA for process monitoring.

Suppose a data matrix X ∈ RN×m consists of N samples
and m variables, the PCA decomposition allows the construc-
tion of two statistics for a sample vector x∈Rm, a Hotelling’s
T2 statistic and a Q statistic:

T 2 = xT PΛ−1PT x = tT Λ−1t,Q = xT [
I−PPT ]x (1)

for which confidence limits can be calculated based on [2], Λ
is a diagonal matrix consisting of r eigenvalue of covariance
matrix of scaled X. t = xT P is a score vector, and P ∈ Rm×r

(r ≤ m is the number of retained PCs) is a loading matrix.
Dynamic PCA proposed by [12] arranges the process

variables to form an autogressive (AR) structure:

X = [X0,X−1, · · ·X−d ] ∈ R(N−d)×(d+1)m (2)

where X is an augmented set of variables, representing an
AR model structure of order d and the subscript 0,1,d refer
to the backshifts. The PCA is then applied to X and the
corresponding T 2 and Q statistics can be constructed. The
above method could be computationally expensive due to the
augmented variables. Moreover, the dynamic PCA model is
obtained under the assumption that the recorded variables
are linear, therefore, it may not be suitable to model the
nonlinear dynamics efficiently. To tackle this problem, a new
model-based PCA method is proposed to account for both the
nonlinear and dynamic behaviors of the extrusion process. If
the model is accurate, the residual between the measured
values and the model predicted values will be relatively
insensitive to the variations caused by the nonlinearity or
dynamics of the normal operating conditions [15], [16].
Consequently, PCA is more sensitive to process variation
caused by the process faults, such as the disturbance of the
material variations. In the following section, a new model-
based PCA monitoring scheme will be introduced in more
detail.

III. NONLINEAR DYNAMIC MODEL-BASED PCA FOR
PROCESS MONITORING

The proposed model-based PCA involves a nonlinear
dynamic modelling approach to identify a non-linear finite
impulse response model to capture the underlying relation-
ship between the process input and output variables. The
residuals resulting from the difference between the model
predicted outputs and process outputs are analyzed by PCA
to detect process faults.

A. Nonlinear Dynamic Model Based On Fast Recursive
Algorithm

Assuming a general nonlinear dynamic MISO system can
be formulated as

y(t) = f (u1(t−1), · · · ,u1(t−du1), · · · ,up(t−1), · · · ,up(t−dup)
(3)

where y and ui (i = 1, · · · , p, p ≤ m) are the system output
and input variables respectively. p is the number of input

variables. dui is the time delay for the process inputs ui. By
using a polynomial function, Eq. (3) can be approximated
by a linear-in-the-parameter model:

y =
M

∑
i=1

θiφi(u)+ e (4)

where φi(.), (i = 1, · · · ,M) are all candidate model terms,
u = [u1, · · · ,up]T , uT

i = [ui(t−1), · · · ,ui(t−dui)] is the model
input vector, and e is the model residual.

If N data samples {y,u}N are used for model training, then
Eq. (4) can be written in the form

y = ΦΘ+ e (5)

where Φ = [φ 1, . . . ,φ M]∈R(N−d)×M is the regression matrix,
φ i = [φi(u(d − dui + 1)), · · · ,φi(u(N − dui))]

T ; y = [y(d +
1), . . . ,y(N)]T ∈ RN−d , d is the maximum delay among
dui . Θ = [θ 1, · · · ,θ M] ∈ RM , and e = [e(d +1), · · · ,e(N)]T ∈
RN−d .

In Eq.(5), Θ can be estimated using least-squares by
minimizing the loss function

J(Θ) = eT e (6)

The corresponding solution is given by Θ̂ = (ΦT Φ)−1ΦT y.
Due to the noise and correlation between regressors, the

matrix (ΦT Φ)−1ΦT is always ill-conditioned, which may
lead to inaccurate calculation of the model coefficients.
Therefore, a subset selection technique such as the Fast
Recursive Algrithm [17] is applied in order to determine the
most important and relevant terms of all potential ones with
respect to the available data [18].

Fast Recursive Algorithm

The FRA employs a residual matrix Rk defined as:

Rk � I−Φk(ΦT
k Φk)−1ΦT

k R0 � I (7)

where Φk = [φ 1, · · · ,φ k], and k = 1, · · · ,M. According to [17]
and [19], Rk can be updated recursively:

Rk+1 = Rk −
Rkφ k+1φ T

k+1RT
k

φ T
k+1Rkφ k+1

, k = 0,1, · · · ,M−1 (8)

Now, the cost function in (6) can be rewritten as: J(Θ,Φk) =
tr(yT Rky).

In a forward stepwise stage, the nonlinear model terms
are selected one at a time. Thus, suppose at the kth step,
one more term φ j, k +1 � j � M from the candidate term
pool is to be selected. The net contribution of φ j to the cost
function can be calculated as

ΔJk+1(Θ,Φk,φ j) =
‖ (y(k))T φ (k)

j ‖2

‖ φ (k)
j ‖2

(9)

where φ (k)
j � Rkφ j, y(k) � Rky.
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Fig. 1: Nonlinear dynamic model-based PCA

By defining an auxiliary matrix A ∈Rk×M and au ∈RM×q

with elements

ai, j �
{

0, 1 ≤ j < i
(φ (i−1)

i )T φ (i−1)
j , i ≤ j ≤ M

(10)

ai,u �
{

(φ (i−1)
i )T y(k), 1 ≤ i ≤ k

(φ (k)
i )T y(k), k < i ≤ M

(11)

the cost function can be updated recursively:

ΔJk+1(Θ,Φk,φ j) =
‖ a j,u ‖2

a j, j
(12)

The model term that provides the largest contribution to
(12) is then selected, and this procedure continues until
some criterion (e.g., Akaike’s information criterion [20]) is
met or until a pre-set maximum number of model terms
are selected. After a satisfactory model with M terms has
been constructed, the model coefficients are then computed
recursively from

θ̂ j =

(
aT

j,u −
M

∑
i= j+1

θ̂ ia j,i

)
/a j, j, j = k,k−1, · · · ,1. (13)

B. Nonlinear Dynamic Model-Based PCA Monitoring
Scheme

Having discussed the nonlinear dynamic modelling ap-
proach based on the FRA, the model-based PCA moni-
toring scheme, as shown in Fig. 1, will be introduced in
detail, where the nonlinear models are employed to predict
process outputs. The residuals between the system outputs
and predicted outputs are used to construct the PCA model.
The following summarizes the construction procedure of the
proposed model-based PCA and its application to the process
monitoring:

1) Process dynamic data including the input and output
variables are recorded for nonlinear dynamic mod-
elling;

2) The nonlinear modelling approach based on the FRA
is applied to obtain the NFIR models to describe the
nonlinear dynamic relationship between the system
input and output variables;

3) The residual resulting from the difference between the
model outputs and process outputs is calculated as
ei = yi − ŷi (i = 1, · · · ,q, q is the number of output
variables).

4) The residual matrix E = [e1, · · · ,eq] is constructed and
scaled;

5) Compute the PCA model for the scaled residual matrix
E;

6) Construct the T 2 and the Q statistics, and calculate the
confidence limit as discussed in [21].

7) For a centered new data sample z during the on-line
monitoring procedure, the scaled residual ez between
the actual process output and the model predicted
ouput is calculated;

8) Calculate the constructed T 2 and Q statistics by:

T 2 = eT
z PΛPT ez Q = eT

z
[
I−PPT ]ez, (14)

9) Check whether T 2 or Q exceeds the corresponding
control limit; if so, the hypothesis that the soft sensor
is violated is accepted, otherwise the soft sensor is
reliable.

It is clear that the effectiveness of the proposed model-
based PCA method relies on the sensitivity of the system
model to the different types of process faults. For instance,
if process fault only affects the process output, then it is
important that the model-based PCA should be insensitive
to the process outputs. Therefore, if the NARX (nonlinear
autoregressive with exogenous input) structure is employed,
which relies on the past values of the process outputs, then
the generated residuals couldn’t reflect the influence of the
process fault on the the process output. Consequently its
monitoring ability can be compromised. However, with the
NFIR structure, which only makes use of the past values
of the process inputs, the predicted outputs are not affected
by the process faults. As a result, the model residuals are
capable of reflecting the deviation of process outputs from
those obtained without process faults. Based on the above
discussion, the NFIR model is preferred over the NARX
model to be incorporated by PCA.

IV. EXPERIMENTAL POLYMER EXTRUSION PROCESS

There are two types of extrusion processes in the polymer
industry: continuous and discontinuous. According to the
number of screws used in the extruder, there are single-
screw, twin-screw and multi-screw extruders. Of these single
screw continuous extruders are the most commonly used in
polymer industry. The conventional single screw extrusion
process has a standard setup including a barrel which is
heated by a number of electrical heaters, a rotating screw,
and an extrusion die for the final product [22]. Typical
temperature and pressure sensors are installed along the
barrel and the die to provide continuous data for the process.
For process operation, the polymer materials are fed into
the barrel through the hopper by gravity, and then they are
conveyed and melted along the flights of the screw and finally
pushed out through the die to achieve a desired form.

Different types of faults may occur in a polymer extrusion
process, such as (i) incoming material variations in terms
of size, physical properties and compositions; (ii) process
upsets; (iii) equipment faults; (iv) the operator errors.
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Fig. 2: The laboratory extruder with a in-line-rheometer die

TABLE I: Description Of The Recorded Process Variables
Number Description Variable Unit Note

1 Screw speed N rpm Input
2 Barrel zone 1 temperature T1

oC
3 Barrel zone 2 temperature T2

oC
4 Barrel zone 3 temperature T3

oC

5 Barrel pressure Pb MPa Output
6 Die pressure 2 P2 MPa
7 Viscosity η Pas

Figure 2 depicts the experimental single screw extruder
(Killion KTS-100) used in this paper. An in-line-rheometer
die is especially instrumented in the experiment for the
calculation of the melt viscosity. The analyzed variables
are given in Table I. For obtaining some information-rich
data sets of process inputs, the screw speed, N, and the
temperature settings at the three heating zones, T1, T2, T3,
were excited using a Pseudo-Random Signal applied in a
‘random walk’ algorithm respectively. That is the signal
excited by a Gaussian sequence and the period of input
change was also defined by a Gaussian sequence where
the mean and standard deviation were defined on the basis
of measured pressure and viscosity response time to step
changes in the inputs. Thus a wide operating range was
covered in the sequences while consecutive input changes
were within practical operating limits [23].

Two low-density polyethylene (LDPE) materials were
used in this work, one is LD159AC (LDPE(A)) and the
other is DOW352E (LDPE(B)). All signals were acquired at
1Hz using a 16-bit DAQ card through a SC-2345 connector
box. At first, 6000 process data samples of LDPE(A) were
collected under the above conditions and used as fault free
reference samples. These samples were divided into two
data sets where the first 2000 samples was used for model
identification using the FRA, and the remained 4000 samples
for test purpose. A third data set of 4000 samples was
collected under the same conditions as above with a different

material LDPE(B), which is used as a faulty data set. The
generated screw speed, barrel pressure and the viscosity
signals under normal conditions are illustrated in Fig. 3.
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Fig. 3: Generated signals under normal conditions

V. APPLICATION OF MODEL-BASED PCA TO
POLYMER EXTRUSION PROCESS

The description of the polymer extrusion line used in
this application study was explained in Section IV. This
section discusses the proposed monitoring approach involved
in the NFIR model identification for process outputs using
the FRA, followed by the PCA applied to the generated
residuals.

To build the system model, the screw speed N, and the
barrel set temperatures T1,T2,T3, are employed as the process
inputs to predict the three outputs, including the barrel
pressure Pb, the die pressure P2, and the viscosity η . As
mentioned above, the different model structure employed
by model-based PCA has distinct sensitivity to the process
faults. To illustrate this point, both NARX and NFIR models
are used to predict the process outputs. The three process
outputs are generated using the FRA based on the LDPE(A)
fault free data with a time series of system variables as below.
The NFIR model is given as:

Pb(t) = −2.7+10−4N(t −1)η(t −1) (15)
P2(t) = 2.2+10−4N(t −1)η(t −1)

η(t) = 202.5−0.06T3(t −1)−0.05N(t −1)T3(t −5)
+0.03N(t −1)T3(t −8)

The NARX model has the form of

Pb(t) = −0.2+0.6Pb(t −1)+3×10−5N(t −1)η(t −1) (16)
P2(t) = 0.3+0.4Pb(t −1)+3×10−5N(t −1)η(t −1)

η(t) = 364.8+10−4η(t −1)−0.01η(t −1)2

+0.04N(t −1)T3(t −24)

The error residuals of the above NFIR model has zero mean
and variance of 0.04, which can be approximated by a normal
distribution. Its performance on the unseen validation data of
LDPE(A) including the measured barrel pressure, the melt
pressure in the die, and the viscosity is shown in Fig. 4. It
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shows that the predicted values of the unseen data based on
the NFIR model match the measured values very well. For
comparison, the NARX model performance on the same data
is also illustrated in Fig 4.
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Fig. 4: Modeling result of the NFIR and the NARX on
unseen LDPE(A) data under normal conditions. Solid black
line: actual output; red dashed line: NARX model output;
blue dashed line: NFIR model output.

A. Process Monitoring

An attempt to monitor an extrusion process using PCA
directly will lead to unavoidable difficulties because of the
nonlinear and dynamic nature of the process [7], [24],
[25]. In this subsection, the monitoring results of applying
the proposed model-based PCA on the residual matrix is
investigated. A PCA model was produced using the residual
matrix E, which is composed of the errors between the
model predicted outputs and the measured outputs. The
proposed NFIR-PCA approach for process monitoring is
further compared to both conventional linear DPCA and the
NARX-PCA in this section.

The number of principal components, r, was determined
according to its variance contribution. Thus, two principal
components which could capture 79.1% of the variance of
the of the total variance of the 3 error variables were chosen
for the NFIR-PCA model. Compared to NARX-PCA, two
linear principal components captured 86.2% of the total
variance. By contrast, one principal component was required
for the linear DPCA model and 96.4% of the total variance
was explained. After establishing the PCA model, on-line
monitoring of the extrusion process requires the T 2 statistic
to monitor system variations in the PCA model space, and a
second Q statistic to monitor system variations in the PCA
residual space. The 99% confidence limits for the T 2 and Q
statistics are determined respectively as discussed in [21].

For the recorded 2000 reference samples, Table II sum-
marizes the Type I error, or false alarm rate, for the T 2 and
the Q statistics of the linear DPCA, the NARX-PCA and the
NFIR-PCA methods for a confidence of 99%. These results
imply that the Type I errors for the T 2 statistic of linear
DPCA is far lower than expected, which is later shown to
result in its insensitivity of detecting process fault. This can
be attributed to that the principal component in linear DPCA

TABLE II: Number of Type I errors For Reference Data
From Linear DPCA, NFIR-PCA And NARX-PCA With 99%
Control Limits

Method #PC(s) Variance Contribution T 2 Q

Linear DPCA 1 96.4% 0 % 2.2%
NARX-PCA 2 86.2% 1.9% 0.9%
NFIR-PCA 2 79.1% 2.0% 0.7%

is unable to describe the nonlinear behavior in the extrusion
process and that the assumption of the monitored variables
follow a Gaussian distribution no longer holds.

Monitoring results of the proposed method for the testing
data set 1) the unseen LDPE(A) fault free data; 2) the
unseen LDPE(B) faulty data are shown in Fig. 5. The
straight lines represent the 99% control limits. Fig. 5c shows
all the unseen LDPE(A) data (the first 4000 samples) is
under the control limit, which implies the NFIR model
is capable to capture the nonlinear and dynamic behavior.
Moreover, for the second fault data set, both T 2 and Q
statistics of NFIR-PCA in Fig. 5c show the data samples
are beyond the control limit (50 samples after the new
material introduced) implying the NFIR model is no longer
validated for different material. In contrast, the T 2 of linear
DPCA and the Q of the NARX-PCA are not sensitive to this
disturbance. The application study therefore indicated that
using linear principal components and incorrect distribution
function to describe nonlinear dynamic behavior may render
the monitoring statistics insensitive or increase the false
alarms. It also demonstrated that the monitoring ability of
the NARX-model structure, which relies on the past values
of the process outputs, is compromised when the process
outputs are affected by process faults.

VI. CONCLUSIONS
This paper has studied the incorporation of NFIR model

into the multivariate statistical process control framework,
motivated by the fact that monitoring processes with linear
dynamic model may lead to insensitive statistics or false
alarms. The application of the NFIR model to remove
the nonlinear and dynamic information from the monitored
variables, together with the use of PCA to monitor the
resulting residuals can thus help to circumvent the above
problems. The benefit of applying the NFIR model instead
of the NARX is that the NFIR model requires no feedback
of the process output, and hence its model residual is able
to reflect the process faults more closely.

A further contribution of this paper has been to apply
the Fast Recursive Algorithm for model identification. In
comparison with the traditional subset selection method, such
as the orthogonal least square algorithm (OLS), the FRA
is able to select the most important and relevant model
terms more efficiently without compromising model accuracy
[17], [19], [26]. Unlike DPCA, which makes use of all
the potential time-lagged data variables, the FRA selects
only the most important ones for the NFIR model. The
effectiveness of the proposed model-based PCA approach
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Fig. 5: Process monitoring results on the unseen normal
data (the first 4000 samples) and the faulty data (after 4000
samples) using (a) DPCA; (b) NARX-PCA; (c) NFIR-PCA

has been demonstrated by the monitoring results for data
recorded from a polymer extrusion process.
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Abstract—In this paper, the optimal bandwidth allocation
scheduling problem for two-layer networked learning control sys-
tems (NLCSs) is studied. In NLCS, multiple networked feedback
control loops share a common communication channel and they
compete to bid for available bandwidth. A non-cooperative game
fairness model is first formulated, which takes into consideration
of a number of factors, such as transmission data rate, control
sampling strategy and scheduling pattern. Then, a novel two-
layer hierarchical market competition algorithm (THMCA) is
proposed. Two hierarchical population individuals are defined in
the algorithm, namely the holding companies and the subsidiary
companies which altogether form conglomerates. Market compe-
titions among these conglomerates lead to the convergence to a
monopoly at the end, resulting in an optimal solution of the above
problem. The algorithm is shown to have a high convergence rate
and the comparison simulation results on a NLCS with up to 100
subsystems have demonstrated the effectiveness of the proposed
method.

I. INTRODUCTION

A networked control system (NCS) [1] is defined as a
feedback control system where the control loops are closed
via a communication network. Due to its various advantages
such as low cost installation, ease of maintenance and great
flexibility, NCSs have been widely applied in manufacturing,
aircraft and power systems etc. Most researches have focused
on the traditional single-layer NCSs in the last decade. How-
ever, there exist many complex plants that are composed of
a great number of subsystems and the traditional single-layer
NCS architecture may not be applicable. Recently, a two-layer
Networked Learning Control System (NLCS) architecture has
been proposed [2]. In this architecture, the bottom layer is
for real-time control, and local controllers communicate with
the sensors and actuators attached to the plant through shared
networks. The upper layer is used for complex learning and
scheduling tasks.

In a real-time NLCS, limited network bandwidth along
end-to-end paths [3] inevitably cause network-induced delays
[4] or packet dropout which further deteriorates the system
performance even causes instability. Therefore, an optimized
scheduling for bandwidth allocation among all network links
plays a key role in improving the quality of network service
(QoS) and the performance of control system (PoC). This can
be achieved generally through the following two steps. Firstly,

bandwidth scheduling is designed to allocate the available
bandwidth to control units to meet communication demand.
A non-cooperative game (NG) [5] theory based rational
competition mechanism can be employed, which emphasizes
individual rational defined by Nash equilibrium (NE) and can
simultaneously satisfy individual and collective requirements.
Secondly, the exact solution to the bandwidth scheduling
problem can be obtained by a complete enumeration.

This is however prohibitive due to its excessive computa-
tional time for real-time applications. To tackle this problem,
several intelligent optimization methods can be adopted, for
example genetic algorithm (GA) [6], particle swarm optimiza-
tion (PSO) [7], clone evolutionary algorithm [8], bacterial
foraging (BF) [9] and shuffled frog leaping algorithm (SFLA)
[10] etc. Evolutionary algorithms (EAs), such as GA and
PSO, are stochastic based search methods. GA is one of the
early proposed evolutionary algorithms which has found many
successful applications. However, it is computationally ex-
pensive, and the convergence cannot be guaranteed. Bacterial
foraging (BF) algorithm is a feature selection method based
on a heuristic search strategy with fast computing speed. But a
large storage capacity is required to complete the computation.
Shuffled frog leaping algorithm (SFLA) is a meta-heuristic
optimization method which is based on observing, imitating,
and modeling of the behavior of a group of frogs searching
for the location where maximum amount of food is available.
The SFLA combines the benefits of both the genetic-based
memetic algorithm and the social behavior-based PSO algo-
rithm. However SFLA suffers from the curse of dimensionality
problem.

In this paper, a new integer-coded two-layer hierarchical
market competition algorithm (THMCA) is proposed to
efficiently solve the bandwidth scheduling problem in the
NLCS applications. The rest of the paper is organized as
follows. Section 2 introduces NLCS and the non-cooperative
game scheduling scheme. A new two-layer hierarchical
market competition algorithm (THMCA) is proposed in
Section 3. Section 4 presents the comparative simulation
results. Finally, a brief conclusion is given in Section 5.
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Fig. 1. A two-layer networked learning control system (NLCS)

II. BANDWIDTH NON-COOPERATIVE GAME MODEL FOR A
NETWORKED LEARNING CONTROL SYSTEM

A. System Architecture

The two-layer networked learning control system architec-
ture [2] is shown in Fig.1, where Ci, Si and Ai represent
the i-th controller, sensor and actuator respectively. Local
controllers are connected to the sensors and actuators, attached
to the complex plant via the bottom layer communication
network, typically some fieldbus dedicated to real-time control.
Local controllers also communicate with the computer system,
which functions as a learning and scheduling agent through
the upper layer communication network. This network can
be local area network (LAN), wide area network (WAN), or
possibly the internet. Control and learning signals at two levels
share the available network bandwidth with other consumers.
This general architecture can be adopted in many industrial
applications with distributed plants and units, such as the
power systems.

B. Bandwidth non-cooperative game model

Suppose the set of subsystems is denoted as L = {�i|1 ≤
i ≤ n}, where n is the total number of subsystems in a NLCS.
The network can only provide limited available bandwidth.
Each subsystem aims to improve its own bandwidth utilization
instead of the overall network performance. Therefore, all the
subsystems in a NLCS form a non-cooperative game (NG).
The NG model is a triple, namely G(L, S, ui), where S is
the set of strategies including transmission data rate, allotted
bandwidth and sampling period for each subsystem, that is,
S = {si|si = (bi, δi, ti), i ∈ L}, bi ∈ [δmin

i , Ud] is the pre-
allocated data rate to the subsystem li, and ti is the sampling
period. Data rate set available for all subsystems in NLCS
is given as D = {δi|1 ≤ i ≤ n}, δi ∈ [δmin

i , δmax
i ]. The

minimum data rate δmin
i is to guarantee the most basic work.

Maximum bandwidth of the network is Ud and δmax
i ≤ Ud.

ui is the utility function of subsystem li which maps S to
real numbers u : S → R. If and only if ui(s

∗
i ) > ui(si), the

quality of s∗i is better than si for subsystem li.
The available data rate δi satisfies the probability distribu-

tion di(δi) defined as follows [11].

di(δi) =

⎧⎨⎩
0 δi < δmin

i

(Δ/Δi)
c δmin

i ≤ δi ≤ δmax
i

1 δi > δmax
i

(1)

where Δ = δi− δmin
i , Δi = δmax

i − δmin
i and c ≥ 1 works

as an empirical constant which can be adjusted for a specific
subsystem.

Given the above definition, the mean value of occupied
bandwidth for a subsystem is thus given as

Edi(δi) = (cδmax
i + δmin

i )/(c+ 1) (2)

The utility function is defined as follows:

ui(si) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

[‖ei‖2−(δi−Edi)
2−γiti](

bi
Edi

e)μ

e
μ
bi
Edi ‖ei‖3

if 0 ≤ bi < Edi

[1− ( bi−Edi
Edi−δmaxi

)ν ]‖ei‖
2−(δi−Edi)

2−γiti
‖ei‖3

if Edi ≤ bi ≤ δmax
i

(3)

Here, the rights law is used, including compounding data
rate δi and sample period ti, and γi is the weight coefficient for
trade-off. ‖ei‖ is the maximum expectation deviation between
optional data rate and the distribution of each subsystem,
that is ‖ei‖ = max(|δmin

i − Edi|, |δmax
i − Edi|). μ, ν are

the empirical constants for specific subsystems to adjust the
change rate of utility functions.

III. TWO-LAYER HIERARCHICAL MARKET COMPETITION
ALGORITHM (THMCA)

The two-layer hierarchical market competition algorithm
(THMCA) is inspired by competitions among enterprises in
economic activities. The THMCA begins with an initial popu-
lation called perfect competition companies. Some of the best
companies that have the best objective fitness function values
are selected to be the holding companies. The rest become
the subsidiary companies which are then divided among the
holding companies based on their power. The power of a
holding company is positively proportional to its fitness value.
The holding companies and their subsidiary companies form
different conglomerates. Then subsidiary companies move
toward their relevant holding companies and the position of
the holding companies will be updated if necessary. In the next
step, the market competition among the conglomerates begins,
and the weak conglomerates are eliminated. This is called
monopolistic competition procedure. Then the oligopoly pro-
cedure begins. The market competition will gradually lead to
an increase in the power of strong conglomerates (oligopolies)
and a decrease in the power of weaker ones. Finally the weak
conglomerates which could not to improve their performance
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will collapse. These competitions among the conglomerates
will cause all the companies to converge to a state called
monopoly where only one conglomerate exits in the market
and all the other companies become subsidiary companies of
this holding company.

To begin with, an initial population called perfect com-
petition companies is created. In a D-dimensional problem,
the position of the i-th company is defined as Companyi =
[xi,1, xi,2, · · · , xi,D], i = 1, 2, · · · , Nc, where Nc is total
number of competition companies.

The fitness function of the i-th company is defined as:

fiti(Companyi) = fiti(xi,1, xi,2, · · · , xi,D) (4)

Then, the cost function of the i-th company can be defined
as:

fi =
1

fiti(xi,1, xi,2, · · · , xi,D)
(5)

Nholding of the most powerful competition companies are
selected as the holding companies, which form different con-
glomerates. The remaining Nsub are the subsidiary companies
of these holding companies. At the next step, the subsidiary
companies must be divided among the holding companies
based on their power. The initial number of subsidiary com-
panies of a conglomerate is directly proportional to its power.
Theoretically, the normalized cost of the n-th holding company
can be defined as:

Fholding
n = max

i
{fholding

i } − fholding
n (6)

where fholding
n is the cost of the n-th holding company.

The normalized power of each holding company is defined
as:

Pholding
n = ‖Fholding

n /

Nholding∑
n=1

Fholding
n ‖ (7)

Then the initial number of subsidiary companies of a
conglomerate becomes

Nsub
n = round{Pholding

n ×Nsub, 0} (8)

where Nsub
n is the initial number of subsidiary companies

of the n-th conglomerate. For each holding company, Nsub
n of

the subsidiary companies are randomly selected and allocated.
These subsidiary companies along with their holding company
form the conglomerate.

Then the subsidiary companies start to move toward their
relevant holding companies. The positions of the subsidiary
companies of the n-th conglomerate are updated as follows:

SUBn,i = subn,i +
rand()× ω(holdingn − subn,i)

cos θ
(9)

where subn,i is the position of the i-th subsidiary company
of the n-th holding company, rand() is a random number
between 0 and 1, ω is a weight factor, and holdingn is the po-
sition of the n-th holding company. To search different points
around the holding company, a random amount of deviation
is added to the direction of movement. The movement of a
subsidiary company toward its relevant holding company at
its new direction θ is a random angle between −ε and ε,
where ε > 0 is the parameter that adjusts the deviation from
the original direction.

However, a subsidiary company in a conglomerate may
reach a position with higher fitness (or lower cost) than its
holding company. In such case, the positions of the holding
company will be replaced by the higher one. The rest will
move toward the new position of the holding company.

The total power of a conglomerate depends on both the
power of the holding company and the power of its subsidiary
companies. But the holding company has larger weights. This
total power is defined by the weighted cost of two hierarchical
companies:

powercongn =
1

pcongn
=

1

fholding
n + τfsub

n,i

(10)

where pcongn is the total cost of the n-th conglomerate and
0 < τ < 1. Cost fsub

n,i is the geometry mean of i-th subsidiary
company in n-th conglomerate. In fact, τ represents the role
of the subsidiary companies in determining the total power of
a conglomerate.

The market competition among conglomerates begins and
all the conglomerates try to take possession of the subsidiary
companies of other conglomerates. This competition is mod-
eled by picking some of the weakest subsidiary companies
of the weakest conglomerates and making a competition a-
mong all conglomerates to possess these subsidiary companies.
Each of the conglomerates will have a likelihood of taking
possession of these subsidiary companies based on its total
power; therefore, powerful conglomerates have greater chance
to possess subsidiary companies. The possession probability
of each conglomerate must be found. The normalized total
cost of each conglomerate is calculated as:

P cong
n = max

i
{pcongi } − pcongn (11)

where P cong
n is the normalized total cost of the n-th

conglomerate.
The possession probability of each conglomerate is given

by

ppcongn = ‖P cong
n /

Nholding∑
n=1

P cong
n ‖ (12)

where ppcongn is the possession probability of the n-th con-
glomerate. A vector is formed to divide the relevant subsidiary
companies among the conglomerates:
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Fig. 2. Flowchart of two-layer hierarchical market competition algorithm

PPcong = [ppcong1 , ppcong2 , · · · , ppcong
Nholding ] (13)

Then a random vector with the same size is generated:

RAND = [rand1, rand2, · · · , randNholding ] (14)

where rand1, rand2, · · · , randNholding are randomly gen-
erated numbers between 0 and 1.

Finally, vector Dif is formed by subtracting RAND from
PPcong:

Dif = PPcong −RAND

=

⎛⎜⎜⎝
PP cong

1 − rand1,
PP cong

2 − rand2,
· · ·

PP cong
Nholding − randNholding

⎞⎟⎟⎠
T

(15)

The mentioned subsidiary companies will be given to an
conglomerate which has the maximum relevant index in Dif
vector.

The powerless conglomerates will collapse in the market
competition. Different criteria can be defined for collapse
mechanism. In this paper, a conglomerate is assumed to be
collapsed when it loses all of its subsidiary companies.

After the market competitions, all the conglomerates will
collapse except the most powerful one and all companies
under their possession become subsidiary companies of this
conglomerate. All the subsidiary companies also have the same
positions and the same fitness. In such case, the algorithm
stops. The flowchart of the procedure is illustrated in Fig.2.

In the integer coded THMCA, the company position consists
of a sequence of integer numbers, representing the sequence
of the bandwidth allocation cycle duration of each subsystem
during the scheduling horizon. A positive integer represents

TABLE I
RANGE OF THE OUTPUT DATA RATES OF SUBSYSTEMS FOR TWO

DISTRIBUTIONS

Data Rate DND SD
Subsystems δmin

i δmax
i δmin

i δmax
i

l1 20.58 75.51 32 51
l2 41.63 88.68 56 85
l3 53.45 97.20 19 31
l4 64.02 106.71 98 120
l5 76.84 111.69 28 42
l6 77.68 115.60 102 135
l7 65.97 108.10 49 76
l8 56.32 99.59 84 116
l9 46.24 90.73 156 196
l10 32.30 80.18 246 380

an increased bandwidth allocation, while a negative integer
represents the bandwidth decrease of the subsystem.

IV. SIMULATION STUDIES

To verify the effectiveness of the proposed bandwidth
scheduling method, numerical simulations were carried out us-
ing MATLAB on an Intel(R) Core(TM)-i5-3.10-GHZ desktop
personal computer (PC) with Windows 7 Enterprise.

The proposed THMCA was tested on NLCSs with Num
= 10, 20, 50 and 100 subsystems. The required data for ten
subsystems is given in table I, which shows the distributions
of sending data rates for the first ten subsystems. Two different
distributions, namely the Discrete Normal Distribution (DND)
and Stochastic Distribution (SD) are generated to cover general
cases. The simulation test system first has 10 subsystems.
Initially, the network bandwidth is Ud = 1000Kbps. For
NLCS with 20 subsystems, the data of the ten subsystems was
duplicated and the total bandwidth available was multiplied
by two. For the problem with more subsystems, the data was
scaled appropriately.

The optimal THMCA parameters for ten subsystems which
were chosen after several runs are given as Nholding = 10,
Nsub = 200, τ = 0.2, ω = 2. For NLCS with more
subsystems, the same parameters were utilized, except for
Nholding and Nsub which increase correspondingly. Another
parameter to be selected is θ ∈ (45◦, 90◦), which adjusts the
deviation from the original direction. These values were found
suitable to produce good solutions in terms of the processing
time and the quality of the solutions. The fitness function is
set to be the utility function of NG, that is, fiti = ui.

For the comparison purpose among the THMCA and other
optimization methods, all the simulation experiments used the
same basic parameter settings.

The convergence of the algorithm for ten subsystems in
NLCS with 50, 100, 150, 200, 250 and 300 initial competition
companies with discrete nomal distribution data rate is shown
in Fig.3. It is clear that the initial number of 200 competition
companies is notably the best on both convergence (mean
solution time) and the bandwidth consumption.

From the results of 10 simulation runs, it is found that the
optimal solution can be obtained after 8-th to 10-th market
competition interactions. Fig.4 shows the convergence of the
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Fig. 3. Convergence characteristics of market competition algorithm with
different initial competition companies in 10-subsystem NLCS

Fig. 4. 10-runs convergence of market competition algorithm in 10-subsystem
NLCS

iteration for the 10-subsystem test system with stochastic
distribution data rate. This indeed verifies the high convergence
rate of the algorithm.

When the overall fitness value is stabilized, the nash equi-
librium point is reached. For discrete normal distribution, this
is: {b1, b2, · · · , b10} = {55.90, 68.12, 77.56, 93.37, 101.34,
105.82, 94.70, 84.18, 60.79, 56.84}. For stochastic distribu-
tion, this is {38, 78, 27,110, 36, 117, 62, 101, 107, 318}.

Figure 5 and 6 illustrate the proportion of statistical output
data rates with lower limit, the reserved data rate and output
data limit of the two distributions. It is evident that the game
model based method is able to produce a fair network resource
allocation in NLCS under different constraints. The overall
performance of the system remained stable by effectively
restricting large network resource utilization.

Figure 7 shows the ratio between the scheduled sampling
period of subsystems and the original sampling period t∗i /ti,
where the lower ratio means a better optimization scheme.
The optimization results of the sampling period after the

Fig. 5. Data rate percentage plot of DND in 10-subsystem NLCS

Fig. 6. Data rate percentage plot of SD in 10-subsystem NLCS

Fig. 7. t∗i /ti proportion plot in 10-subsystem NLCS

adjustment within the requirements of the two data rates
distributions is also shown. Further, when the discrete normal
distribution data rates was used, larger probability distribution
leads to better optimization results, indicating that this method
is adequate for meeting the requirements of most data rates.

The best bandwidth results obtained by THMCA are com-
pared with those obtained by the shuffled frog leaping algo-
rithm (SFLA) [11], BF [9], GA [6], hybrid quantum clone
evolutionary algorithm (HQCE) [8], and quantum inspired
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TABLE II
COMPARISON OF TOTAL BANDWIDTH CONSUMPTION(KBPS) WITH

DIFFERENT NUMBER OF SUBSYSTEMS

Num GA HQCE Q-PSO BF SLFA THMCA
10 825 817 807 823 803 798
20 1643 1630 1611 1641 1601 1591
50 4105 4074 4026 4099 4002 3976

100 8209 8149 8053 8196 8005 7952

TABLE III
COMPARISON OF AVERAGE EXECUTION TIME(SEC) WITH DIFFERENT

NUMBER OF SUBSYSTEMS

Num GA HQCE Q-PSO BF SLFA THMCA
10 30 24 22 28 21 17
20 82 65 61 75 58 46
50 214 169 158 196 147 119

100 1504 1189 1112 1376 1076 836

PSO (Q-PSO) [7] for NLCS with up to 100 subsystems in
table II.

The execution time is also an important factor. Table III lists
the execution time with different size of subsystem obtained by
THMCA, SFLA, BF, GA, HQCE, and Q-PSO. It is obvious
that the execution time of THMCA increases linearly with
the size of the bandwidth scheduling problem. The overall
execution time obtained by THMCA is less than that of other
methods.

V. CONCLUSIONS

Resource allocation in a networked learning control system
is a constrained nonlinear optimization problem. A fair non-
cooperation game model has been proposed in this paper.
Then, the resource allocation problem is transformed into a
problem of settling the equilibrium point of the game model.
A new optimization algorithm namely two-layer hierarchical
market competition algorithm (THMCA) has been proposed to
solve the problem effectively. The proposed method has been
tested and compared with a few alternatives. Simulation results
show that the computational time and bandwidth consumptions
of THMCA are less than other algorithms such as SFLA, GA,
BF, quantum-inspired PSO, and hybrid quantum clone evolu-
tionary algorithm. However, the performance of the THMCA
also depends on certain parameters selected. Future research
includes developing more efficient algorithms and addressing
uncertainties in the proposed non-cooperation game model.
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Abstract—This paper proposes a new nonlinear optimization
algorithm for the construction of radial basis function (RBF)
networks in modelling nonlinear systems. The main objective is to
speed up the learning convergence of the conventional conjugate
gradient method. All the hidden layer parameters of RBF
networks are simultaneously optimized by the conjugate gradient
method while the output weights are adjusted accordingly using
the orthogonal least squares (OLS) method. The derivatives used
in the conjugate gradient algorithm are efficiently computed us-
ing a recursive sum squared error criterion. Numerical examples
show that the new method converges faster than the previously
proposed continuous forward algorithm (CFA).

I. INTRODUCTION

The Radial Basis Function (RBF) networks are well known
for strict interpolation for approximating scattered data in
multi-dimensions [1]. It has been proved that a RBF network
can approximate any multi-variate continuous function if a
sufficient number of RBF nodes are provided [2]. The RBF
networks have been successfully applied in nonlinear system
identification [3], signal processing [4] and fault diagnosis
[5]. A standard RBF network consists of a nonlinear hidden
layer and a linear output layer. The training of such RBF
networks involves the optimization of hidden layer parameters
(centers and widths) and linear output weights, with the aim
of minimizing the cost function like sum squared error (SSE)
or Akaike information criterion (AIC) [6].

A variety of methods for training RBF networks have been
proposed. Unsupervised clustering methods and the supervised
least squares based subset selection methods are widely used.
Though these methods, like k-means clustering [7], orthogonal
least squares (OLS) [8] and the fast recursive algorithm (FRA)
[9], are fast and powerful techniques, they may not build a
compact model. To address this problem, methods combining
the OLS with evolutionary algorithms [10], [11] have been
proposed. However, they are often computationally expensive
and suffer from slow convergence due to their random search
nature [12].

Alternative solutions are gradient based methods, like conju-
gate gradient and Newton algorithms [13]. However, they treat
all the hidden layer parameters and output weights separately
without the consideration of the correlation between these
two sets of parameters, therefore, they may converge slowly

or not at all if the initial guess is far from the minimum.
To speed up the convergence and simplify the computational
complexity, the continuous forward algorithm (CFA) [14] has
been proposed recently. This method employs the conjugate
gradient algorithm to optimize the hidden layer parameters
while the optimal output weights are transformed into a set
of dependant parameters based on the least squares method,
thus without explicit optimizing the output weights. The CFA
can be considered as a stepwise algorithm as it optimizes
one hidden node at a time. Its advantage is that the model
parameters and model size can be determined simultaneously
and the computational complexity is not high for each iteration
of optimization. The disadvantage is that the learning con-
vergency can be slow and the parameters are not necessarily
optimal as the previously obtained parameters are fixed and
become the constraints when optimizing the new hidden layer
nodes. In other words, it does not optimize all the hidden layer
parameters simultaneously.

In this paper, a conjugate gradient method combined with
OLS approach is introduced to construct RBF networks, in
which all the hidden layer parameters are optimized simul-
taneously by the conjugate gradient method while the output
weights are adjusted accordingly using the OLS method in the
continuous space, leading to an improved model performance
with fast learning convergence. This is achieved effectively us-
ing a recursive sum squared error (SSE) and all the derivatives
are updated recursively at each iteration. A numerical example
confirms that the new method could converge faster than the
CFA.

II. PROBLEM FORMULATION AND PRELIMINARIES

A RBF network for modelling a nonlinear system can be
formulated as [14]

y(t) =

m∑
i=1

pi(x(t), di, si)θi + ξ(t) (1)

where {x(t), y(t)} are the system input and output variables
at time instant t. x(t) is of assumed known dimension of q,
t = 1, 2, . . . , N , N being the size of the training data set.
pi(x(t), di, si) denotes the RBF network function of the ith
hidden node with the width di ∈ �1 and centers si ∈ �q ,
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here i = 1, 2, . . . ,m, m being the number of RBF nodes. θi
is the weight parameter. ξ(t) is a model residual sequence.
For a RBF network, all adjustable parameters are the hidden
layer parameters and output weights. More specifically, all the
hidden layer parameters can be expressed as

V =

⎡⎢⎢⎢⎣
v1

v2

...
vm

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
d1 s11 s12 . . . s1q
d2 s21 s22 . . . s2q
...

...
...

...
...

dm sm1 sm2 . . . smq

⎤⎥⎥⎥⎦ (2)

where the vector vi includes the ith hidden layer node
parameters. di and the set {si1, ..siq} are the width and centers
of the ith hidden layer node, respectively. For simplicity,
vi = [d1, si1, . . . , viq] can be denoted as vi = [vi1, . . . , vir]
where r = q + 1.

Equation (1) can be expressed in the matrix form as

y = PΘ+Ξ (3)

where y = [y(1), . . . , y(N)]T is the output vector,
Θ = [θ1, . . . , θm]T is the unknown parameter vec-
tor, Ξ = [ξ(1), . . . , ξ(N)]T is the residual vector, and
P = [p1, . . . ,pm] is a N -by-m matrix with pj =
[pj(x(1),vj), . . . , pj(x(N),vj)]

T . The RBF network model-
ing aims to minimize the sum squared error (SSE)

ΞTΞ = (y −PΘ)T (y −PΘ) (4)

by optimizing di’s, si’s and θi’s.
If all the hidden layer parameters are determined, the output

weights can then be obtained by least squares methods. The
orthogonal least squares (OLS) is the most popular algorithm
for determining both the linear parameters and model structure.
It computes the output weights using the orthogonal decom-
position given by [15]

P = WA (5)

where A is a m-by-m triangular matrix,

A =

⎡⎢⎢⎢⎣
1 α12 . . . α1m

0 1 . . . α2m

...
...

...
...

0 0 0 1

⎤⎥⎥⎥⎦ (6)

and W = [w1, ...,wm] is a N -by-m matrix with orthogonal
columns wi,

W =

⎡⎢⎢⎢⎣
w11 w12 . . . w1m

w21 w22 . . . w2m

...
...

...
...

wN1 wN2 . . . wNm

⎤⎥⎥⎥⎦ (7)

which satisfies

WTW = diag{wT
1 w1, . . . ,w

T
mwm}. (8)

The orthogonal decomposition involved in OLS can be carried
out by the classic Gram-Schimdt (CGS) method. This com-
putes one column of A at a time and factorizes P as follows:

w1 = p1

αik =
< wi,pk >

< wi,wi >
, 1 ≤ i < k

wk = pk −
k−1∑
i=1

αikwi

⎫⎪⎪⎪⎬⎪⎪⎪⎭ k = 2, . . . ,m

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
(9)

The model (3) can thus be expressed as

y = (PA−1)(AΘ) +Ξ = Wg +Ξ (10)

where g = [g1, g2, . . . , gm]T = AΘ is the orthogonal weight
vector. The original model weight vector g can then be
calculated by [8]

g = (WTW)−1WTy − (WTW)−1WTΞ. (11)

and the sum squares of y is given by

yTy = gTWTWg +ΞTΞ+ gTWTΞ+ΞTWg (12)

If Ξ is a zero mean white sequence and is uncorrelated with
P and all stochastic processes of interest are ergodic, then
WTΞ = 0 [8]. Hence (11) and (12) can be further simplified
to

g = (WTW)−1WTy, (13)

and

yTy = gTWTWg +ΞTΞ, (14)

respectively. Finally, the weight θi can be computed using
backward elimination

θm = gm

θi = gi −
m∑

k=i+1

αikθk, i = m− 1, . . . , 1

⎫⎪⎬⎪⎭ (15)

Substituting g in (10) and (14) using (13), we get

Ξ = y −W(WTW)−1WTy. (16)

and

ΞTΞ = yTy − yTW(WTW)−1WTy. (17)

Using the property in (8), the (17) is converted into a recursive
form given by

ΞTΞ = yTy − yT {
m∑
j=1

wjw
T
j

wT
j wj

}y

= yTy − yTRy

(18)

where R =
∑m

j=1

wjw
T
j

wTj wj
is a recursive matrix.
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III. THE PROPOSED METHOD

To address the problem of slow convergence in the con-
ventional conjugate gradient method, the CFA [14] considers
the coupling relationship between V and Θ. It converts Θ

and the estimation error sequence Ξ into (PTP)
−1

PTy and
y−P(PTP)

−1
PTy using least-squares method respectively,

and then computes the derivatives of the estimated error se-
quence with respect to V. After the updated V are determined
using derivative information, the output weights Θ are re-
calculated by the least squares methods. However, It optimizes
each vector parameter vi, i = 1, ...,M at a time while other
parameters vj , j = 1, ...,M, j �= i being fixed and become
the constraints, hence the resultant model may be not optimal,
though the computational complexity is significantly reduced
in each iteration..

The proposed algorithm not only considers the coupling
relationship between V and Θ and but also computes all
the hidden layer parameters V simultaneously. The proposed
algorithm first optimizes all the hidden layer parameters in (2)
using conjugate gradient algorithm and then adjusts the output
weights Θ by the OLS method.

The conjugate gradient involves computing the first deriva-
tive of the SSE with respective to the hidden layer parameters
V, which is given by [16]

∇(ΞTΞ) = 2

(
∂Ξ

∂V

)T

Ξ (19)

where the first order derivative of the error sequence ∂Ξ
∂V is

also called the Jacobian matrix, given by

J =
∂Ξ

∂V
= −

[
∂R

∂v1
y, ...,

∂R

∂vm
y

]
∂R

∂vk
=

[
∂R

∂vk1
, ...,

∂R

∂vkr

]
, k = 1, ...,m

∂R

∂vki
=

m∑
j=1

∂

{
wjw

T
j

wTj wj

}
∂vki

, i = 1, ..., r

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(20)

where vk = {vk1, ...,vkr}.
The key step for the conjugate gradient algorithm is the

computation of the Jacobian matrix. For each element in the
Jacobian matrix shown in (20), the derivative of wk with
respect to vki, k = 1, ...,m, i = 1, ..., r needs to be computed.
The mapping between wk and vki can be obtained from
the relations among vki, pk and wk. Each RBF term pk

is determined by a vector vk = [vk1, ..., vkr]. Further, (9)
indicates wk is dependant on p1, ...,pk and independent of
pk+1, ...,pm, hence,

∂wk

∂vij
=

⎧⎨⎩
0, k < i, j = 1, ..., r

∂wk

∂vij
, k ≥ i, j = 1, ..., r

(21)

and thus, the element in (20) is simplified as

∂R

∂vki
=

m∑
j=1

∂

{
wjw

T
j

wTj wj

}
∂vki

=

m∑
j=k

∂

{
wjw

T
j

wTj wj

}
∂vki

, i = 1, .., r (22)

while k = m, (22) becomes

∂R

∂vmi
=

∂
{

wmwTm
wTmwm

}
∂vmi

, i = 1, .., r (23)

Compare (22) and (23), and it is clear that to compute
the derivative with respect to the last term parameters vm =
[vm1, ..., vmi] only ∂wm

∂wmi
, i = 1, ..., r, is needed while for other

derivatives, say vk = [vk1, ..., vki], only ∂wk
∂vki

, ..., ∂wm
∂wki

, i =
1, ..., r, need to be computed. To simplify the computational
complexity for derivatives, each term except the last one is
moved to the last position and its derivatives is then computed
as proposed in [12]. If any term position is changed, the
orthogonal decomposition procedure needs to be repeated.
Suppose pk, k = 1, ...,m − 1, is to be moved to the last
position. This leads to shifting the columns pk+1, ...,pm, left
by one place. This is given by

{p1, ...,pk, ...,pm} → {p1, ...,pk−1,pk+1, ...pm,pk} (24)

and consequently their corresponding orthogonal basis is
changed. If k = 1, then all the orthogonal terms [w

′
1, ...,w

′
m]

need to be computed using (9). If k > 1, the terms
[w1, ...,wk−1] are left unchanged and only [w

′
k, ...,w

′
m] need

to alter. In details, shift the position by

p
′
j = pj+1, k ≤ j < m

p
′
m = pk

}
(25)

and then re-decompose p
′
k, ...,p

′
m by

α
′
nj =

< wn,p
′
k >

< wn,wn >
, 1 ≤ n < k

α
′
nj =

< w
′
n,p

′
k >

< w′
n,w

′
n >

, k ≤ n < j

w
′
j = p

′
j −

k−1∑
n=1

α
′
njwn −

j−1∑
n=k

α
′
njw

′
n

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
j = k, ...,m. (26)

The derivative with respect to the last term pm in Jacobian
matrix is calculated by

∂pm

∂vmi
=

[
∂pm(x(1))

∂vmi
, ...,

∂pm(x(N))

∂vmi

]
∂wm

∂vmi
=

∂pm

∂vmi
−

j=m−1∑
j=1

wT
j

∂pm
∂vmi

wT
j wj

wj

Jmi = − ∂R

∂vmi
y

= −
∂wm
∂vmi

(wT
my) +wm(

∂wTm
∂vmi

y)

wT
mwm

+ 2
wm(wT

my)(
∂wTm
∂vmi

wm)

(wT
mwm)2

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

i = 1, ..., r (27)
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Other terms pk, k = 1, ...,m − 1, moved to the
last position also use the formula (27) where ∂p

′
m

∂v
′
mi

equals ∂pk
∂vki

. To compute ∂pk
∂vki

, the basis function pk =
[pk(x(1),vk), . . . , pk(x(N),vk)] should be given. In this pa-
per, the Gaussian function is considered

pk(x(t),vk) = pk(x(t), dk, sk) = exp(−η) (28)

where η =
∑i=q

i=1(
xi−ski

dk
)2, t = 1, . . . , N and k = 1, . . . ,m.

The first-order partial derivatives with respect to widths and
centers are

∂pk
∂dk

=
2

dk
ηexp(−η) (29)

and
∂pk
∂ski

=
2

d2k
(xi − ski)exp(−η) (30)

respectively.
The procedure of the new method is summarized as follows:
Step 1: Initialize all the hidden layer parameters V randomly

or using OLS based subset selection method [15], [17]. It
should be pointed out that to choose appropriate values could
speed up the model convergence.

Step 2: Compute Jacobian and Hessian matrices using (25)-
(27).

Step 3: Update the V = V + ΔV and construct the basis
functions terms P in the form of (28) using the new parameters
V, and then compute the SSE using (9) and (18).

Step 4: Repeat step 3 until the SSE is reduced to some
error target or the iteration number reaches a given number.
After the hidden layer parameters V are determined, the output
weights are calculated by back elimination (15).

IV. A NUMERICAL EXAMPLE

To verify the efficacy of the new method, a numerical
examples is used to test its convergence rate. The comparison
with CFA will be also discussed. All the tests were carried out
using MATLAB R2010a on a desktop Intel E8400 PC with
Windows XP system.

The following nonlinear system model [3]

y(t) =− 0.6377y(t− 1) + 0.07298y(t− 2)

+ 0.03597u(t− 1) + 0.06622u(t− 2)

+ 0.06568u(t− 1)y(t− 1) + 0.02357u2(t− 1)

+ 0.05939

(31)

Here t denotes the time series and u and y represent the
system input and output, respectively. A data sequence of
length 500 was generated for training, with input u being
uniformly distributed within [−1, 1].

For comparison, the CFA was also used to model the
nonlinear system. For a fair comparison, these two methods
used the same initialization procedure. The iteration stops
when the SSE reduction rate is less than 0.01. Fig. 1, Fig.
2 and Fig. 3 illustrate the training curves for the CFA and
new methods with model size of 5, 6 and 7 separately. These
results are averages over 100 different trials. It is shown that
the new method converges faster than the CFA.
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Fig. 1. Variation in training SSE for CFA and the new method with size 5
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Fig. 2. Variation in training SSE for CFA and the new method with size 6
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Fig. 3. Variation in training SSE for CFA and the new method with size 7

V. CONCLUSION

An improved conjugate gradient algorithm for constructing
RBF models has been proposed. Unlike previously proposed
CFA method which optimizes one hidden node parameters
at a time, the new method optimizes all the RBF parameters
simultaneously, leading to a faster convergence rate. A numer-
ical example has confirmed the effectiveness of the proposed
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method.
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Abstract—The injection stretch-blow Moulding (ISBM) process
is typically used to manufacture PET containers for the beverage
and consumer goods industry. The process is somehow complex
and users often have to heavily rely on trial and error methods
to setup and control it. In this paper, a novel identification
method based on a radial basis function (RBF) network model
and heuristic optimization methods, such as particle swarm
optimization (PSO), deferential evolution (DE), and extreme
learning machine (ELM) is proposed for the modelling and
control of bottle section weights. The main advantage of the
proposed method is that the non-linear parameters are optimized
in a continuous space while the hidden nodes are selected
one by one in a discrete space using a two-stage selection
algorithm. The computational complexity is significantly reduced
due to a recursive updating mechanism. Experimental results
on simulation data from ABAQUS are presented to confirm the
superiority of the proposed method.

I. INTRODUCTION

Over last few decades, the use of plastics has experienced
healthy growth due to its many high performances including
lightweight with high tensile/impact/tear strengths, high tem-
perature/chemical resistance, high clarity/modulus/plasticity
and low cost [1]. The injection stretch-blow moulding (ISBM)
process is a kind of blow-moulding process in making thin-
walled polyethylene terephthalate (PET) bottles for the carbon-
ated soft drink and mineral water industries. In such a process,
polymer granules is first extruded and injected into a hollow
tube to produce structurally amorphous preforms. The resultant
preforms are then loaded and conveyed in an infrared oven
for reheat. Finally, the heated preforms are simultaneously
stretched by a rod and blown with high pressure air to
produce to the finished article shape. This stretch blowing and
subsequent cooling takes around one second. Due to the fast
production rate, the ability to mould complex part and some
other attractive features, ISBM process has become one of the
most popular methods adopted in the polymer industry.

The quality of made bottles is usually indicated by the bottle
wall thickness distribution, top load, burst, and the section
weights. All these variables are correlated to the process
parameter settings, including preform temperature distribution,
blowing air pressure and the delay between rode stretching
and air blowing [2]. Unfortunately, the current ISBM process
is still an open-loop system where optimal process settings are

found by trial and error [3]. This is not only time consuming
but also leads to wasting of materials, and the process is
sensitive to both internal and external interruptions. Therefore,
the design of feedback control for ISBM process is extremely
urgent. The bottle wall thickness and its section weights are
clearly the best options for feedback signals, but they are
either difficult to measure in real-time or the cost is too
high. Alternatively, the ’soft-sensor’ method to infer these
parameters based on the mathematical process model becomes
an affordable and cost-effective approach.

In non-linear system identification, the radial basis function
networks are recognized as an universal approximation model
that has been widely applied in data mining, pattern recogni-
tion, signal processing, and system modelling and control [4].
The RBF network has a simple topological structure, and it
is easy to be trained compared to the multilayer perceptron
(MLP) neural network alternative. The construction of RBF
network model mainly involves two steps, the optimization
of basis function parameters and the estimation of output
layer weights. The latter can be easily achieved by least-
square estimation while the former is difficult to implement
as it involves non-linear optimization. The conventional way
to handle those non-linear parameter are either by exhaustive
search or gradient-based methods, which can be computa-
tionally expensive, and the global best solution cannot be
guaranteed [5].

Heuristic approaches, such as simulated annealing (SA)
[6], evolutionary algorithm (EA) [7], Tabu search (TS) [8],
particle swarm optimization (PSO) [9], differential evolution
(DE) [10], ant colony optimization (ACO) [11] and har-
mony search (HS) [12] have offered the alternatives for such
an optimization problem. Unlike conventional calculus-based
methods, heuristic approaches randomly generate some new
solutions from which the best one is selected. The employment
of heuristic methods in the RBF network construction can
be implemented at either the global or the local level. In
the former case all the non-linear and linear parameters are
optimized simultaneously while in the latter case only the non-
linear parameters of a single hidden node are regarded as one
solution, and the RBF model is built step by step through
subset selection algorithm [13]. Simultaneous optimization
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of the whole RBF network can archive the global optimal
solution. However, it can be computationally expensive, and
a large number of iterations are required in the optimization
process. By contrast, subset selection involves fewer param-
eters to be optimized at each step, thus it is more efficient.
The recently proposed two-stage subset selection algorithm
has also shown its ability in reaching the near global optimal
solution while retaining the computational efficiency of the
forward alternative [14, 15].

In this paper, heuristic optimization methods, such as the
Particle Swarm Optimization, Differential Evolution and the
recently developed Extreme Learning Machine [16, 17] are
effectively integrated with our two-stage selection (TSS) algo-
rithm, leading to a flexible and efficient construction scheme
for RBF neural modelling. Non-linear parameters in the hid-
den layer will be continuously optimized at each step while
the output layer weights are estimated by the least-squares.
The main advantages over the conventional subset selection
methods are that both the centre vector and width vector in a
RBF function are optimized separately for each hidden node.
Thus the model size can be significantly reduced, leading
to improved generalisation performance. The experimental
results on the simulation data illustrate the compactness and
performances of the obtained model. It also shows that the
PSO and DE have similar capabilities in non-linear parameter
optimization while the extreme learning machine provides an
efficient alternative with significantly reduced computational
effort.

The rest of this paper is organized as follows. Section II and
III give an overview of the ISBM process and the heuristic
methods employed. The new two-stage selection algorithm is
then introduced in Section IV with the experimental results
given in V. Finally, VI concludes the paper and provides with
suggested future work.

II. THE ISBM PROCESS

Practically, it is difficult to generate enough data for system
identification. Thus a commercial finite element (FE) package
known as ABAQUS is used to simulate the ISBM process.
Several conditions need to be pre-set before the simulation
process. These include the geometry of the preform, stretch
rod and mould, material model, pre-blow process conditions
(mass flow rate, pre-blow air pressure, preform temperature)
and final-blow process conditions (final-blow air pressure and
cooling time).

The pre-blow process conditions have a major influence
on the final thickness and mechanical properties distributions
in the ISBM process. At this stage, the simulations are only
focused on modelling wall thickness distribution at different
pre-blow process conditions. The preform reheating stage
and cooling stage are beyond the scope of this study. Four
parameters of the process were identified to be important,
namely mass flow rate, pressure, temperature, and timing. The
mass flow rate indicates the velocity of air blowing to the
pre-form while the pressure affects the total amount of air

TABLE I
DOE SETTINGS OF EACH PARAMETER IN ISBM SIMULATION

Mass flow rate(g/s) Pressure(MPa) Temperature(◦C) Timing(ms)
5 0.6 95 0

17 0.8 100 50
29 1 105 100
40 110

consumed. The pre-form temperature was assumed uniform
and equivalent to the setting value in the simulation, and the
timing reflects the delay between stretching and blowing. Each
of the four parameters were given different settings as shown
in table I, and totally 144 possible combinations were ob-
tained. Meanwhile the bottle wall volume is divided into three
parts: shoulder, side-wall and base. These volume distribution
indicators can generally represent the weight distribution. The
frictional force between mould and bottle was infinite during
the simulation.

III. REVIEW OF RBF NETWORK MODEL AND HEURISTIC
OPTIMIZATION METHODS

A. Radial Basis function network model

A general RBF neural model can be expressed as

y(t) =
n∑

k=1

θkϕk(x(t); ck;Σk) + ε(t) (1)

where y(t) is the actual output at sample time t, x(t) ∈ �p

is the input vector, ϕk(x(t); ck;Σk) denotes the nonlinear
activation function, ci = [ci1, ci2, · · · , cip]T is the centre
vector, and Σi is the associated norm matrix. Finally, θk
represents the output layer weight for each RBF node, and
ε(t) is the network error at sample time t. By using a set of
N data samples {x(t), y(t)}Nt=1 for model training, (1) can
then be re-written in a matrix form as

y = Φθ + e (2)

If the regression matrix Φ is of full column rank, the Least-
Squares estimate of the regression coefficients in (2) is given
by

θ̂ = (ΦTΦ)−1ΦTy (3)

where ΦTΦ is sometimes called the information matrix. The
associated minimal cost function is

Jn(θ̂n) = yT (I−Φn)(Φ
T
nΦn)

−1ΦT
ny (4)

B. Particle Swarm Optimization

PSO involves a number of particles which move through
the problem search space seeking an optimal or satisfactory
solution. The position of each particle is adjusted according
to its velocity and the difference between its current position,
the best one it has found so far, and the best position to date
found by its neighbours.

Suppose xi denotes the ith particle in the swarm, vi

represents its velocity, pi is its best position to date, while
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pg denotes the best position from the entire swarm. In inertia-
weighted PSO, v(i+1) and x(i+1) are updated as:

v(i+1) ← w0vi + c1r1(pi − xi) + c2r2(pg − xi) (5)
x(i+1) ← xi + vi (6)

where w0 is the inertia weight used to scale the previous
velocity term, c1 and c2 are acceleration coefficients, and r1
and r2 are two uniform random number generated between 0
and 1. The acceleration coefficients c1 and c2 can be fixed or
varied during the iterative procedure. In order to ensure that
each updated particle is still inside the search space, it is also
necessary to define a value range, and check both the position
and velocity for each particle at the end of an iteration.

C. Deferential Evolution

As a population based optimization technique, DE [10] also
starts with some initial points which are randomly generated in
the search space, and then pushes the populations toward the
global optimum point through repeated operations of mutation,
crossover and selection. New populations are obtained by
adding the weighted difference of two vectors to a third one,
where the vectors are mutually different random points from
the last generation.

Suppose x
(l)
i (i = 1, 2, · · · , p) is the solution vector in

generation l, the operations in the classic DE method can be
summarised as follows:

• Mutation: A mutant vector is generated by:

v
(l+1)
i = x

(l)
r1 + F (x

(l)
r2 − x

(l)
r3 ) (7)

where r1, r2, r3 are random indices from [1, 2, · · · , p]
and F ∈ [0, 2] is a real constant which controls the
amplification of the added differential variation. Larger
values for F lead to higher diversity in new populations,
while lower values cause faster convergence.

• Crossover: This operation is implemented to increase the
diversity of the population. A trial vector is defined as

u
(l+1)
i = [u

(l+1)
i1 , u

(l+1)
i2 , · · · , u(l+1)

ip ]T (8)

with elements given by

u
(l+1)
ij =

{
v
(l+1)
ij randi(0, 1) ≤ Cr or i = br

x
(l)
ij otherwise

(9)

where p is the vector dimension, Cr ∈ [0, 1] is the prede-
fined crossover constant, randi(0, 1) uniformly generates
a scaler from [0, 1] at the ith evaluation, and br is a
random index chosen from [1, 2, · · · , p] so that u

(l+1)
i

contains at least one parameter from v
(l+1)
i .

• Selection: The last step is to compare all the trial vectors
u
(l+1)
i with the target ones x

(l)
i using a criterion, such

as their contribution to a loss function, and then decide
which one becomes a member of the next generation.

The above procedure continues until a pre-set number of
iterations is reached or the desired accuracy is obtained.

D. Extreme Learning Machine

The Extreme Learning Machine (ELM) was first introduced
for the training of Single-hidden Layer Feedforward neural
Network (SLFN). It builds the SLFN model by randomly
assigning non-linear parameters for each hidden node instead
of iterative training. The target is then simply a linear com-
bination of the hidden nodes, and the output layer weights
can be easily estimated by Least-Squares. As a result, the
learning speed in ELM can be several orders of magnitude
faster than traditional learning. Using incremental methods, it
has been proven that the ELM can be regarded as a universal
approximator [18].

The SLFN has a similar structure to a RBF network. For a
multi-input, multi-output (MIMO) system, it can be expressed
as

y(t) =
n∑

k=1

θkϕk(wk · x(t) + bk) (10)

where x(t) = [x1(t), x2(t), · · · , xp(t)] and y(t) =
[y1(t), y2(t), · · · , ym(t)] is the system input and output vector;
wk = [wk1, wk2, · · · , wkp] is the weight vector between the
p inputs and the kth hidden node; bk is the threshold of the
kth hidden node; (·) denotes the inner product, and ϕ is the
activation function. Finally θk = [θk1, θk2, · · · , θkm] is the
output layer weight vector between the kth hidden node and
m outputs.

In ELM, the non-linear parameters wk and bk in (10) are
assigned randomly, and it has been proven that the the required
number of hidden nodes n ≤ N if the activation function ϕ
is infinitely differentiable [16].

According to the above theorem, the ELM is also valid
for the RBF network in (1). The construction process can be
summarised in two steps:

1) Randomly assign the hidden nodes parameters, including
the number of hidden nodes n, and non-linear parame-
ters ci and σi for i = 1, 2, · · · , n;

2) Form the regression matrix Φ, and estimate the output
layer weights using (3);

The main issue in using ELM is that the sparsity of the
constructed model cannot be guaranteed due to its stochastic
characteristics. Fortunately, subset selection methods can be
easily integrated to solve this problem, and better generaliza-
tion performance can be achieved.

IV. TWO-STAGE SELECTION BASED ON HEURISTIC
OPTIMIZATION

The two-stage selection algorithm includes a forward model
construction stage and a backward model refinement stage.
At its first stage, one RBF centre is selected and added
to the model at each step. The significance of each centre
is measured by its contribution to the cost function. This
process continues until some pre-defined modelling criteria
are met (such as Akaike’s information criterion or a pre-
defined number of hidden nodes is reached), the algorithm
then moves to the second stage where the importance of
previously selected centres are reviewed, and any insignificant

26



ones are replaced. The computational efficiency involved in
such process is achieved by defining a residual matrix Rk

which can be updated recursively. Moreover, PSO and DE are
used to find the best centre at each step while ELM is used
to form the centre pool before the selection process.

A. First stage - forward selection

Refer to (4), a recursive matrix Mk and a residual matrix
Rk are defined to simplify the computation.

Mk � PT
kPk k = 1, · · · , n (11)

Rk � I −PkM
−1
k PT

k R0 � I (12)

where PT
k ∈ �N×k contains the first k columns of the

regression matrix Φ in (2).
By substituting (12) into (4), the cost function becomes

J(Pk) = yTRky (13)

At this forward stage, the RBF centres are optimized one
at a time, and given by the best solution from the entire
population of the heuristic methods after several iterations.
Suppose at the kth step, one more centre pk+1 is to be added.
The net contribution of pk+1 to the cost function can then be
calculated as [14]:

ΔJk+1(Pk,pk+1) =
(yTp

(k)
k+1)

2

pT
k+1p

(k)
k+1

(14)

where p
(k)
k+1 � Rkpk+1. According to [14], an auxiliary

matrix A ∈ �n×n and a vector b ∈ �n×1 need to be defined
to reduce the computational complexity. Their elements are
given by:

ai,j � (p
(i−1)
i )Tpj , 1 ≤ i ≤ j (15)

bj � (p
(j−1)
j )Ty, 1 ≤ j ≤ n (16)

where (p
(0)
j = pj). The efficiency of the this forward stage

then follows from updating these terms recursively as:

ai,j = pT
i pj −

i−1∑
l=1

al,ial,j/al,l (17)

bj = pT
j y −

j−1∑
l=1

(al,jbl)/al,l (18)

By substituting (15) and (16) into (14), the net contribution
of a new RBF centre pk+1 to the cost function can then be
expressed as:

ΔJk+1(pk+1) =
b2k+1

ak+1,k+1
(19)

In heuristic methods, (19) provides the formula to evaluate
each solution in the population. For instance, the selection of
local best and global best particles in PSO or the selection
between trial vector and target vector in DE.
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Fig. 1. Effect of mass flow rate on the section volumes (The other three
parameters were kept constant, and set as Pressure = 10bar, Temperature =
100◦C, Timing = 50ms

B. Second stage - backward network refinement

The model from the first stage is not optimal due to the
correlations between selected terms, that is the prior selected
centres introduced a constraint on the latter selections. This
second stage is therefore adopted to eliminate such constraint
and replace any insignificant centres by new one generated
from the population. Clearly, the last selected centre in the
forward construction has always been maximally optimized for
the whole network, the backward refinement can be divided
into two main steps: Firstly, a selected centre pk, k =
1, · · · , n − 1 is shifted to the nth position as if it were the
last selected one; then the optimization is implemented to
find an alternative centre at the nth position based on the
re-ordered n− 1 centres. If the shifted one is less significant
than the new centre from the population it will be replaced,
leading to a reduced training error and potential improvement
in the generalisation capability. This review is repeated until
a pre-defined number of check loops is reached. The detailed
algorithm and its computational analysis can be found in [13].

V. EXPERIMENTAL RESULTS

According to table I, a total number of 144 experiments
need to be carried out to generate the required data. However,
running these experiments and measuring the section weights
are practically difficult. Therefore, a manufacturing simulation
software, known as ABAQUS/standard version 6.10 [2], was
adopted as a substitute of the real process. Each simulation
lasted around 20 minutes, and when all finished, four experi-
ments were regarded as failure with their associated results
being removed from the final data set. For the remaining
140 data points, 100 were used for RBF model training, and
another 40 were reserved for model validation. The effect
of mass flow rate is illustrated in Fig. 1 while other three
parameters were kept constant.

The two-stage selection algorithm integrated with PSO, DE,
and ELM was then applied on the training data. For heuristic
optimization methods, their algorithm parameter settings are
shown in table II. From the implementation, it is found that
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TABLE II
PARAMETER SETTINGS FOR THE HEURISTIC APPROACHES (THE INITIAL

CENTRE VECTORS WERE RANDOMLY SELECTED FROM THE TRAINING
DATA)

Method Parameter Value Description

PSO

xi [ci;σi] ith particle in the swarm
σi ∈ [0.1, 4] Range of the width of ith RBF

centre
S 20 Number of particles
G 30 Number of updating cycles
w0 0.8 Inertia weight in velocity updating

DE

xi [ci;σi] ith solution vector in the popula-
tion

σi ∈ [0.1, 4] Width of ith RBF centre randomly
generated from the specified range;
if σi < 0 in the mutation step, |σi|
is used

S 10 Population size
G 20 Maximum number of generations
F 0.8 Weight of vector difference
Cr 0.6 Crossover constant

ELM σi ∈ [0.1, 4] Width of ith RBF centre randomly
generated from the specific range;

TABLE III
COMPARISON OF BOTTLE SHOULDER VOLUME MODELLING

PERFORMANCES (RMSE)

Algorithm Model size Training error Test error
PSO+FRA 4 0.2395 0.2770
PSO+TSS 4 0.1687 0.1998
DE+TSS 4 0.1780 0.1869
ELM+TSS 4 0.2531 0.2784

PSO+FRA 5 0.2333 0.2319
PSO+TSS 5 0.1441 0.1575
DE+TSS 5 0.1448 0.1216
ELM+TSS 5 0.2354 0.2408

PSO+FRA 6 0.1791 0.1972
PSO+TSS 6 0.1297 0.1272
DE+TSS 6 0.1089 0.1293
ELM+TSS 6 0.1896 0.2261

the increase of swarm size normally affects the performance
more than the increase of updating cycles in PSO, while in
differential evolution, these two control parameters have the
similar effects.

The resultant RBF models are usually evaluated by the Root
Mean Squared Error (RMSE) on validation data, table III - V
illustrate such performances under different algorithms. Due
to the stochastic characteristics in heuristic optimization, the
best results from five runs are chosen for comparison. The fast
recursive algorithm (first stage of TSS) usually gives worse
results than the TSS alternative, so it was only tested in the
modelling of bottle shoulder volume. The results also indicate
that DE works better than PSO in the shoulder volume mod-
elling. However, PSO outperforms DE in the other two section
volume modelling. Extreme learning machine is definitely the
most efficient methods which runs much faster than PSO or
DE, however the corresponding model performances are less
favourable. The prediction of bottle base volume is also shown
in Fig. 2, while the associated RBF model parameters are given
in table VI.

TABLE IV
COMPARISON OF BOTTLE SIDE WALL VOLUME MODELLING

PERFORMANCES (RMSE)

Algorithm Model size Training error Test error
PSO+TSS 4 0.4084 0.4023
DE+TSS 4 0.4201 0.4531
ELM+TSS 4 0.4506 0.5505

PSO+TSS 5 0.3761 0.3761
DE+TSS 5 0.3481 0.3935
ELM+TSS 5 0.4194 0.4996

PSO+TSS 6 0.3523 0.4926
DE+TSS 6 0.3379 0.4049
ELM+TSS 6 0.4156 0.4425

TABLE V
COMPARISON OF BOTTLE BASE VOLUME MODELLING PERFORMANCES

(RMSE)

Algorithm Model size Training error Test error
PSO+TSS 4 0.1300 0.1281
DE+TSS 4 0.1518 0.1508
ELM+TSS 4 0.2500 0.2959

PSO+TSS 5 0.1148 0.1021
DE+TSS 5 0.1363 0.1260
ELM+TSS 5 0.1907 0.2215

PSO+TSS 6 0.0898 0.0938
DE+TSS 6 0.1054 0.0990
ELM+TSS 6 0.1834 0.2104

TABLE VI
OPTIMIZED PARAMETERS OF RBF MODEL FOR THE BOTTLE BASE

VOLUME PREDICTION (REFER TO (1))

Parameters Optimized values
θ1 1.5419
θ2 -2.6327
θ3 2.5896
θ4 -3.0357
θ1 3.0150
c1 [-0.051, 0.244, 1.635, 1.499]
σ1 [0.100, 4.000, 4.000, 0.100]
c2 [-1.605, 1.475, -0.112, 1.499]
σ1 [0.244, 4.000, 4.000, 4.000]
c3 [1.575, 1.475, 1.635, 0.451]
σ3 [0.487, 4.000, 2.986, 0.276]
c4 [0.946, -1.475, -1.574, 1.499]
σ4 [4.000, 4.000, 2.008, 4.000]
c5 [1.185, 0.632, -0.332, 1.499]
σ5 [2.966, 4.000, 2.454, 1.030]

VI. CONCLUSION AND FUTURE WORK

Injection stretch-blow moulding is a typical process to
produce plastic bottles in the industry. The process is usually
controlled by several adjustable parameters, such as the mass
flow rate, blow pressure and preform temperature. The quality
of resultant bottles can be measured by its top loads, or
the section weights distribution. Due to the lack of closed-
loop control, large variations can be observed on the quality
indicators.

Section weights are found to be the most prospective
variable for feed-back control, but cannot be measured directly
in a typical process. Thus, a soft-sensor approach based on
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Fig. 2. The bottle base volume model prediction by TSS+PSO (5 hidden
nodes were used, the first 100 samples show the training performance while
the rest 40 points are model prediction)

an inferential mathematical model becomes an affordable
alternative for control implementation. This paper uses a radial
basis function network model to predict the bottle section
weights. The main issue involved in RBF model construction is
the determination of non-liner parameters in the hidden nodes.
As the gradient-based approaches require large computational
effort, heuristic optimization methods, such as particle swarm
optimization, deferential evolution, and extreme learning ma-
chine become appropriate alternatives. In this paper, these
heuristic optimization methods are effectively integrated with
our recently proposed two-stage subset selection algorithm,
leading to an efficient RBF model construction algorithm. Ex-
perimental results on simulation data has successfully verified
the effectiveness of the proposed method. Future work will
use practical data to build the models and implement iterative
learning control for the ISBM process based on the soft-
sensors.
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Abstract—Congestion is a problem in real networks. Users do 
not want to lose information and data should be delivered as 
fast and reliably as possible. This is really difficult to achieve. 
Moreover, networks work in changing environments: number 
of users, type of traffic, delays in transmission, etc. So this 
paper presents how to design PID controllers that take 
network changes into account. Non-linear simulations using ns-
2 will show the goodness of the approach when compared with 
classical PID, drop tail and RED. 

Keywords-component; congestion control; PID; adaptive 
control; robustness; TCP/AQM 

I.  INTRODUCTION 
Internet is very important in our society. Information, 

images, videos and data are transmitted from one place to 
another in a matter of seconds. Nevertheless, there are 
problems in transmission that affect the quality of the 
process. Congestion is one of the most annoying obstacles 
([1], [2]). It is important to detect this and to act as fast as 
possible to solve it. Thus, techniques to reduce congestion 
are of great interest. There are two basic approaches ([3], 
[4]): congestion control, which is used after the network is 
overloaded, and congestion avoidance, which takes action 
before the problem appears.  

Feedback control can help to solve congestion control. 
The end-to-end transmission control protocol (TCP), and the 
active queue management (AQM) scheme define the two 
parts implemented at the routers’ transport layer where 
congestion control is carried out. The AQM objectives ([5]) 
are: to minimize the occurrences of queue overflow and 
underflow, to minimize the time required for a data packet 
to be serviced by the routing queue and to maintain closed-
loop performance in spite of changing conditions 
(robustness). 

AQM schemes enhance the performance of TCP, 
although they do not work perfectly in every traffic 
situation. Numerous algorithms have been proposed (a good 
survey can be found in [4]).  RED [6] is the basic algorithm 
used for comparison. It can detect and respond to long-term 
traffic patterns, but it cannot detect congestion caused by 
short-term traffic load changes. The most widely used AQM 
mathematical models were published in [4]. Since then, 
several control approaches have been applied, such as fuzzy, 
predictive control or robust control. The automatic control 

techniques that have received most attention are the PI 
controller, followed by the PID ([5]). 

AQM techniques should be robust and give good results 
when the network is not operating in a nominal situation, 
when the delays are changing, or the number of users or the 
intensity of the packets’ flow vary.  So the AQM congestion 
control algorithm should be robust, stable and do better in a 
changing environment. If PID is chosen as the AQM 
algorithm, there are many useful references in the literature 
([7]-[9]). These works do not consider what happens with 
the tuning when the traffic conditions change. They 
explicitly consider delays in the design of the PIDs and this 
is the situation that arises when working with networks: a 
system with delay.  

Motivated by these issues, this paper presents how to 
derive PIDs, with guaranteed stability and robustness, which 
perform well in a network with changing traffic conditions. 
The work presented in this paper applies the generic method 
by [7] for finding stable PID controllers for time delay 
systems to the dynamic TCP/AQM router model. A linear 
gain scheduling is included in the design (reducing the gain 
variation) to enhance the robustness and ensure an adequate 
behaviour in extreme working scenarios. A similar approach 
was described in [10], but further study has shown that it 
can be simplified, as shown in this paper. The metrics 
applied to study the controller performance are: the router 
queue size, the link utilization and the probability of packet 
losses.  

Non-linear simulations with ns-2 will show the 
performance of the technique by applying it to a problem of 
two routers connected in a Dumbbell topology, which 
represents a single bottleneck scenario. A comparison 
between the new PID, a classic PID and the RED approach 
is performed.  

This paper is organized as follows. Section II briefly 
describes the TCP NewReno modeling. Section III describes 
a fluid model for the system. Next, the gain scheduling PID, 
classic PID and RED are explained and their methodology is 
described. Simulation results are shown in section V. 
Finally, some conclusions are presented. 
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II. TCP/IP NETWORK MODELLING  

A. TCP/IP NewReno dynamic model  
Now, the TCP/IP NewReno network dynamics is 

presented. The dynamics of an AQM router are complex due 
to the number of variables that come into play: packet 
sources, protocols, etc. Nevertheless, it is possible to obtain 
a nonlinear model that represents the dynamics of the 
system ([4]), considering that the protocol used is TCP. The 
model relates to the average value of the network variables 
and is described by the following coupled, nonlinear 
differential equations: 
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(1) 
where  
W:  average TCP window size (packets),  
q� : average queue length (packets),   
R: round-trip time = q/C+Tp (secs),  
C: link capacity (packets/sec),  
Tp: propagation delay (secs),  
NTCP: load factor (number of TCP sessions) and   
p: probability of packet mark. 
As explained in [4], the first differential equation in (1) 

describes the TCP window control dynamic, and the second 
equation models the bottleneck queue length, as an 
accumulated difference between the packet arrival rate and 
the link capacity. The queue length and window size are 
positive, bounded quantities, i.e., [ ]qq ,0∈  and [ ]WW ,0∈ , 
where q and W denote buffer capacity and maximum 
window size, respectively. In this formulation, the 
congestion window size W(t) is increased by one every 
round-trip time if no congestion is detected, and is halved 
when congestion is detected.  

 

Fig. 1. Block diagram of AQM as a feedback control system 

B. Linearized model 
Although an AQM router is a non-linear system, in order 

to analyze certain types of properties and design controllers, 
a linearized model is used. To linearize (1), it is assumed 

that the number of active TCP sessions and the link capacity 
are constant, i.e., NTCP(t)= N and C(t)=C.  

The dependence of the time delay argument t�R on 
queue length q is ignored ([4]) and it is assumed to be fixed 
at t�R0. This is a big assumption and there will be situations 
where it may not be acceptable. In [11], the authors deduced 
that this is a good approximation when the round-trip time is 
dominated by the propagation delay. This occurs when the 
capacity C is large. R0 should be chosen such that the above 
hypothesis can be ensured, so a value that works in the 
worst case scenario should be advisable. When the model is 
linearized, the same supposition is made. It cannot be denied 
that calculations are significantly simplified, but further 
research in the matter would be advisable. Local 
linearization of (1) around the operating point results in the 
following differential equations: 
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where 0)( WWtW −=∂ � , 0qqq −=∂  and 0ppp −=∂ , 
represent the perturbed variables. The operating point for a 
desired equilibrium queue length q0 is given by: 
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The linearized model (2) can be rewritten by separating the 
low frequency (‘nominal’) behaviour P(s) of the window 
dynamic from the high frequency behaviour �(s) which is 
considered as parasitic.   
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Taking (4) as a starting point, Hollot et al. (2002) give a 
feedback control description of AQM (Fig. 1).  The action 
implemented by an AQM control law is to mark packets 
with a discard probability p(t), as a function of the measured 
queue length q(t). The larger the queue, the greater the 
discard probability becomes.  

III. DESIGN OF AQM CONTROLLERS 
This section introduces the control formulation of an 

AQM router and how RED, classic PID and the gain 
scheduling PID can be applied. The latter will be described 

31



in depth, as it is the approach that outperforms the other 
two. 

A. AQM as feedback control 
Taking (4) as the starting point, [5] gives a feedback 

control system of AQM (Figure 1). The action of an AQM 
control law is to mark packets with probability p, as a 
function of the measured queue length q. Following (4), the 
transfer function �(s) denotes the high-frequency window 
dynamics and P(s) (plant dynamics) relates how p 
dynamically affects q. 

B. AQM using RED 
Random Early Detection (known as RED) was presented 

in [6]. A RED gateway calculates the average queue size, 
using a low-pass filter with an exponential weighted moving 
average. The average queue size is compared to two 
thresholds (minimum and maximum). When the average 
queue size is less than the minimum threshold, no packets 
are marked. When the average queue size is greater than the 
maximum threshold, every arriving packet is marked. If 
marked packets are in fact dropped, or if all source nodes 
are co-operative, this ensures that the average queue size 
does not significantly exceed the maximum threshold. When 
the average queue size is between the minimum and the 
maximum threshold, each arriving packet is marked with 
probability p, where p is a function of the measured queue 
length q.  
RED does not work with a proper reference, set-point. As 
explained in [7], RED introduces a range of reference input 
values, rather than a proper set-point. We will use it as a 
classic AQM algorithm for the sake of comparison.  

C. AQM using PID control 
PID controllers [5] are the most common form of 

feedback. They can be described by (5). This is the classic 
formulation. 
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D. AQM using gain scheduling PID controller 
This subsection presents the approach that has been 

followed to deal with the AQM congestion control problem 
in a network working with TCP Newreno (it should be noted 
that the approach can be applied to other TCP variants, [12]) 
under varying traffic. There are parameters, such as the link 
capacity C, which do not usually change, but the round trip 
delay, R0, and the number of users, NTCP , frequently vary.  

The proposed technique is simple, but works well in 
networks with a wide range of users and varying delays. As 
network traffic changes constantly, this affects the 
performance of the system. We tune the PID for a certain set 
of conditions, but they change. The method proposed here 
will improve the router’s performance no matter how many 
users or delay there may be in the network. 

 
 
 
 

Figure 2: Block diagram of the AQM feedback control system 
 

The PID is tuned following a model-based approach, 
taking as its starting point the linearized dynamic model of 
TCP described in the previous section. Figure 2 depicts the 
block diagram corresponding to the feedback control 
approach followed in the paper: P(s) is the transfer function 
obtained in the previous section. The delay 0sRe− is explicitly 
considered in the design. There are two elements in the 
controller C(s): 

• CPID(s) is a PID controller and  
• K1 is a variable gain; a simple gain scheduling that 

allows the controller to work satisfactorily in a 
broad range of situations. 

The steps in the design are: 
• Choose the worst network scenario in terms of NTCP 

and R0: i.e., the biggest delay and the smallest 
number of users.  

• Choose the best network scenario in terms of NTCP 
and R0: i.e., the smallest delay and the biggest 
number of users. 

• Design a controller CPID(s) that is stable in these two 
situations and the scenarios in between.  

• Add a simple gain scheduling K1 to improve the 
system’s response, based on the expected variations 
of the system’s gain. 

We have chosen the PID controller (6) as the basic AQM 
congestion control algorithm, as it is the most common form 
of feedback control technique. The PID should be tuned to 
be stable in the above mentioned situations. It is also 
required to have good responses in terms of settling time 
and overshoot. Taking this into account, the tuning of the 
controller is done following the method presented in [7]. It 
is relevant to note that the system can be of any order and 
the roots can be real or complex. Using the provided Matlab 
toolbox, a three dimensional region is obtained. If Kp, Ki and 
Kd are chosen inside this region, the closed-loop response is 
stable. 

The simple gain scheduling approach that we propose 
takes into consideration the big gain variation that the AQM 
dynamic model has:  

N
C

2

2−
                   (7) 

Moreover, if a fair comparison among all the network 
configurations is to be done, the open-loop gain of the 
systems should be the same, so the independent term of the 
denominator of the transfer function should be included: 

 3
0

2
RC
N
⋅

                 (8) 

This term greatly affects the size of the stable region and 
the magnitude of the PID’s tuning parameters (as will be 
shown in next section). So we take out this term from P(s) 
and calculate the stable region for: 

CPID K1 P(s) 0sRe−
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So, the gain scheduling term is given by (11). 
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It is important to choose the worst and best scenarios 
properly. A good knowledge of the network is required. 
Section IV defines the network parameters. The stable 
regions are depicted and the PID tuned. Then linear and 
non-linear simulations will show the goodness of the 
method. 

IV. SIMULATIONS 
This Section presents how the new PID is tuned. A 

comparison between the proposed approach and a classical 
PID is shown using a linear simulation. Finally, ns-2 is used 
to test the new controller and to compare it with a classical 
PID and the AQM/RED congestion control technique. 

A. Tuning the Controller 
The basic network topology, used as an example to test 

the controller, is depicted in Figure 3. It is a typical, single 
bottleneck topology. Although the network capacity C could 
change, its adjustments are more related with network 
updates than with everyday traffic conditions. The different 
scenarios come from changing the number of users 
(N=NTCP) and the round trip time (R0) (see Table I). For 
each of the values in Table 1, the link capacity takes two 
values: 1875 and 940 packets/sec.  

TABLE I.   

 N R0 Results (Fig. 4) 
Case 1 100 0.5 Red 
Case 2 150 0.4 Green 
Case 3 40 0.9 Blue 
Case 4 60 0.24 Yellow 

The situations deal with a broad range of conditions: few 
users and big delay, many users and small delay and in-
between situations.  In [13] and [14], the effect of N and R0 
on the size of the controller’s stability region was studied. 
They concluded (and our experiments also agree) that the 

smallest stability region is obtained for the smallest number 
of users (N) and the minimum round trip delay (R0) 

Figure 3: Dumbbell topology 

Figure 4 shows the open loop poles of the system, 
without considering the delay. The lower graph depicts the 
open loop poles and zeros if a Padé approximation of first 
order is used for the delay of each of the scenarios.  
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Figure 4: Open loop poles and zeros 

The open loop step response for each of the studied 
scenarios of the original linear system (P(s)) and the 
normalized one (Pn(s)) are shown in Figure 5 (upper and 
lower, respectively). Both systems have the same settling 
time, but the behaviour will be very different once the loop 
is closed. Case 3 gives the slowest open loop response 
(settling time: 150 sec.) and case 4 gives the fastest (settling 
time: 7.53 sec.). 
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TABLE II.  PID PARAMETERS 

 Normalized Standard 
Kp 1.2 -0.000006 
Ki 0.2 -0.0000012 
Kd 0.05 -0.00000432 
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Figure 8: Closed-loop step response with proposed method 
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Figure 9: Closed-loop step response with classical approach 

   

   
Figure 10: Non-linear simulations in ns-2 

Using the approach in [7], a PID is tuned for both linear 
systems (Table II). The closed loop for these settings is 

stable for both approaches: the classical and the one 
presented in the paper. This system has negative gain. With 
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the new PID, the sign is included in the gain scheduling, but 
the classic PID should be taken into account. 

 

B. Linear Simulations 

Figures 8 and 9 show the closed loop step response of 
the normalized and classical systems. The proposed PID 
greatly improves the response when the network deals with 
cases 1, 2 and 4. Case 3 results are slower than when the 
classical approach is used. 

C. Non-linear simulations 
This sub-section shows a comparison between the PID 

proposed in the paper, a classical PID and RED. Table I 
summarizes the different network parameters that have been 
used. The PIDs have been tuned as in Table II. RED 
minimum and maximum thresholds are set to 180 and 220, 
respectively. 

 
Figure 10 depicts the results of the non-linear 

simulations that have been carried out using the very well 
known ns-2. The results with the link capacity C set to 1875 
packet/sec are shown in the first row of Figure 10. The 
second row depicts the results when C=940 packets/sec. In 
both cases the reference is set to 200 packets, i.e., the queue 
at the router should take this value. The simulation lasts 200 
seconds. The first column illustrates the RED algorithm; the 
classic PID is in the second column and the results of the 
gain scheduling discussed in the paper correspond to the 
third column. 

The experiment has been carried out for the four 
scenarios described at the beginning of this section. The 
RED algorithm cannot deal properly with the requirements. 
This is logical because this technique is not intended for 
following a reference. Packets are marked following the 
steps described in Section III. 

The classic PID gives good results, but it is slow. If 
C=940 packets/sec., the queue does not reach the reference 
value at any of the scenarios until t=150 sec. This would be 
almost unacceptable in a real network. When, in case 3 (blue 
line), the link is not congested, no packets are queued at the 
router. 

Finally, the gain scheduling PID gives the best results. 
The response is very fast and there is almost no difference 
(in terms of settling time or final value) for any of the 
scenarios. As in the classic PID approach, when N=40 and 
the delay is 0.9 sec., the link is not congested. Results are 
very promising and further tests would give us a better 
insight. 

V. CONCLUSION 
This paper has presented a comparison between a PID 

with linear gain scheduling and normalized values, a classic 
PID and an AQM/RED algorithm using the non-linear 
simulation environment ns-2. The controller is tuned for the 
worst scenario and works properly in a wide range of 
situations.  

The main goal was to show that when traffic network 

changes and the delay, the number of users or the link’s 
capacity are not the nominal values, the controller gives 
good results. The proposed PID outperforms the other 
approaches, as linear and non-linear simulations confirm. 

The technique presented in the paper gives more uniform 
results than the classical approach. It does not matter if the 
scenario is close to the nominal situation or if it is a worst 
case setting, the controller reacts adequately and the settling 
times are all of the same order, whereas the classic approach 
cannot deal well with extreme situations. The RED 
algorithm gives the worst results of the three. 

Future work will include testing the technique in a 
network with more congested routers. 
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Abstract—An output feedback model reference adaptive 
controller is developed for a class of linear systems with multiple 
unknown time-varying state delays and in the presence of 
actuator failures. The adaptive controller is designed based on 
SPR-Lyapunov approach and is robust with respect to multiple 
unknown time-varying plant delays and to an external 
disturbance with unknown bounds. Closed-loop system stability 
and asymptotic output tracking are proved using suitable 
Lyapunov-Krasovskii functional and Simulation results are 
provided to demonstrate the effectiveness of the proposed 
controller. 

Keywords- Robust adaptive control, Output feedback, Actuator 
failure, State delay systems. 

I.  INTRODUCTION  
Component failures occur in many practical systems and 

may cause performance deterioration and catastrophic 
accidents. There have been many studies in the literature on 
control of systems with component failures [1]-[11]. In these 
papers, different design methods including multiple model, 
switching and tuning designs, fault detection and diagnosis 
designs, robust control designs and adaptive designs are used. 
Compared to other approaches, the direct adaptive control 
approach has the key advantage that it can provide theoretically 
provable asymptotic tracking in addition to stability, in the 
presence of large parameter variation and uncertainties. 
Important results for direct adaptive control of systems with 
actuator failures exist in [8]-[11]. 

Delay phenomena are frequently encountered in mechanics, 
physics, applied mathematics, biology, economics and 
engineering systems. In the presence of time delay, the design 
of fault tolerant controller becomes more complex. Therefore, 
the problem of fault tolerant adaptive control of delay systems 
has received little attention. For example, in [12] a fault 
detection and accommodation method is considered for 
nonlinear state delay systems, based on an iterative design of 
an observer which monitors the variations of the system 
dynamics and the control signal is formed by treating 
component failures as uncertainties. In [13] and [14], state 
feedback controllers are developed within the framework of 
Linear Matrix Inequalities for a class of linear systems with 
time delay in control inputs and constant actuator failures of 
stuck-type. A direct state feedback adaptive control scheme is 

introduced in [15] for linear state delay systems with unknown 
plant dynamics and unknown constant stuck failures in 
actuators. The same problem is solved for decentralized 
systems in [16]. Based on a linear matrix inequality technique 
and an adaptive method, [17] suggests adaptive reliable 
controllers against loss of effectiveness unknown actuator 
failures, but with the assumption that the system parameters are 
known.  

 In a recent work [18], an output feedback adaptive 
controller is designed for state delay systems with unknown 
parameters and unknown constant failures of stuck-type. To the 
best knowledge of authors, it is the first output-feedback model 
reference adaptive controller for compensating actuator failures 
in time delay systems. In this study, a new controller structure 
is developed to have robustness with respect to an external 
bounded disturbance with unknown bounds in addition to 
multiple unknown time-varying plant delays.   

II. PROBLEM FORMULATION 
In this section, the control problem is formulated. Consider 

a linear state delay plant described by 
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where ntx ℜ∈)(  is the state vector, ℜ∈)(ty  is the plant output 

and  mT
muutu ℜ∈= ],...,[)( 1 is the input vector whose 

elements may fail during system operation. ℜ∈)(tf  is the 
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Mldtddtd ll ,...,1,1)(,)(0 max =<≤≤≤ �                 (2) 

where maxd  and d  are some unknown positive constants.  

In this paper, one important type of actuator failure 
modeled as 

                       { }mjutu jj ,...,2,1,)( ∈=                          (3)
  

is considered, where the constant values ju  and the failure 
time instants jt  are unknown. With this type of actuator 
failure, the input )(tu is defined as 
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and )(tv is an applied control input to be designed. For this 
important type of actuator failure it is a basic assumption that 
[8]: 

(A1)- If the system parameters and actuator failures (up to                  
1−m  failures) are known, the remaining actuators can still 

achieve a desired control objective.  

The adaptive control objective is to determine an output 
feedback )(tv for the plant (1) with unknown parameters and 
unknown actuator failures (3) such that despite the control error 

)( vuvu −=− σ , all signals of the closed-loop system remain 
bounded and the plant output )(ty  follows the output )(tym  
of  a stable reference model with the transfer function 
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asymptotically; i.e., .0))()((lim)(lim =−=
→∞→∞

tytyte m
tt

 In the 

above equation, )(sDm  is a monic Hurwitz polynomial and 
)(tr  is the reference input which is assumed to be uniformly 

bounded and piecewise continuous. 

 For simplicity the "equal control" design 

                  )()(...)()( 21 tvtvtvtv om ≡===                   (6) 

which assumes that the control inputs to all actuators are the 
same, is used. It is reasonable in many practical applications.  

Consider the transfer function of the system without delay 
as 
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where  pjk  is a scalar, )(sN j  is a monic polynomial and 
)(sD is a monic polynomial of degree n . 

With the assumption that p  (up to 1−m ) actuators fail and 
from (4) and (6) the closed-loop system  (7) can be expressed 
as  
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To achieve control objective, it is assumed that 
)(sWo satisfies the following assumptions: 

(A2)- )(sNuf  is stable for each number of failures.  

(A3)- The high-frequency gain pk has the same sign for 

each number of failures and ].[][ *
pr ksignKsign =   

(A4)- The relative degree of the transfer function )(sWo  is 

1* =n  for each number of failures. 

III. ERROR EQUATION  
In order to design the adaptive controller, a suitable error 

equation parameterization is obtained in this section. For this 
purpose, first consider the system without delay (7) and when 
the plant parameters and actuator failures are known. The 
controller structure is defined as 
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in which )(sΛ  is a monic Hurwitz polynomial of degree n , 

ℜ∈ℜ∈ℜ∈ −− *1*
2

1*
1 ,, r

nn KKK , ℜ∈*
eK    are the parameters 

of the standard controller structure for MRAC of systems 
without delay and Tnsss ],...,1[)( 2−=α .  

In order to drive the error equation, )(ty  from (8) is 
substituted in (10) and the closed-loop system is obtained as 
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Now suppose that there exist constant matrices *
dla   and F  

of appropriate dimensions such that 
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Using directly the analysis in [18] and [19], the tracking error 
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To find a suitable error equation parameterization the 
dynamic system 
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is defined in which,  
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 By decomposing  )(tz xl  into two components we have 
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Using (13) and (14), the error equation (12) can be 
rewritten as follows 
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where  **
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IV. ADAPTIVE CONTROLLER DESIGN 
For system with state delays and unknown parameters and 

actuator failures, the adaptive controller is designed in this 
section. Using the error equation (17) the controller structure 
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estimate of the unknown parameter vector *K and IK  is a 
positive constant scalar. This control law is composed of two 
terms. The first component )()( twtKT  has the standard 
structure for output feedback control of systems with actuator 

failures [9]. The integral term dtteteK
t

I 	
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)())(sgn(  is used to 

achieve robustness with respect to unknown plant delays and 
external disturbance [20]. 

Introducing the parameter error *)()(~ KtKtK −=  and 
using (16), the tracking error (15) can be expressed as 
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As the usual design method of MRAC for systems without 
delay, the augmented state vector TTTT xxxx ],,[ˆ 21=  is defined. 
Let mxxe ˆˆˆ −=  where )(ˆ txm  is the state of a nonminimal 

realization *1 ˆ)ˆ(ˆ rKbAsIc −−  of )(sWm . Then the state space 
representation  
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is obtained for (17), where T
nnnnnnIL ]0,0,[ )1()1( −×−××=  and 

the triple ),,( eee CBA  is a minimal state space realization for 
the stable transfer matrix )(sHn . 

Because the relative degree is assumed to be one, 
*1 ˆ)ˆ(ˆ)( rm KbAsIcsW −−=  is SPR. Therefore, according to 

MKY lemma [21], for any symmetric positive definite 
matrix 0>= T

cc LL , there exist a symmetric positive definite 

matrix 0>= TPP , a positive scalar 0>υ and a vector q  such 
that 
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Since eA   is stable, there exist symmetric positive definite 

matrices 0>= T
zlzl PP  and 0>= T

zlzl QQ  that satisfy 
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Now we are ready to state the following theorem. 

Theorem 1: Consider the system (1) with actuator failures 
(3) and the reference model (5). Suppose that assumptions (A1) 
to (A4) hold. Then for any positive number γ  and positive 

definite
 

matrix 0>Γ=Γ T , the adaptive control (16) with 

coefficients 
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assures that all the closed-loop signals are bounded and the 
tracking error )(te  converges to zero asymptotically.  

Proof To prove this theorem, choose the Lyapunov-
Krasovskii functional  
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in which  0>γ is a constant scalar and 1** −= rKρ . The vector 

1K̂   is defined as TrK ]0,...,0,[
2

ˆ *
1 ρ−= . The parameters  0>r  

and 0* >η  with arbitrary values will be defined later. 
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for ),( 1+∈ ii TTt , 0,...,1,0 mi = . 

Because )(sDm  and )(sH n are stable and the reference 
input )(tr is bounded, the reference signals )(txm , )( dtxm −  

and )(tzm are bounded. Therefore there exists a constant *
mw  

such that *)( mm wtw ≤  and the following inequality can be 
written for the eighth term of (23). 
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For the last term of (23) the following inequality can be 
written. 
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According to the known inequality  
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that is true for any vectors yx, and any positive definite matrix 
S , the following expressions can be written for the fifth, sixth 
and seventh terms 
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Using (25), (26) and (27), choosing the coefficient IK from 

(21) and defining *
2
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* ηηη += , the inequality  
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with dd −= 1*
 is obtained. By choosing the arbitrary values 

rLc ,  and zlQ  as 
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we have 0)( ≤tV�  for ),( 1+∈ ii TTt  , 0,...,1,0 mi = .  

Since there are only a finite number of failures in system, 
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0mTV  is finite and from 
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∞∈ LtK )(~ . Using directly the analysis method in [21], it can 
be proved that all the closed loop signals are bounded 
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V. SIMULATION EXAMPLE 
Consider system (1) with parameters 
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and the external disturbance 3.0)5.0sin(2.0)( += ttf  and let 
the transfer function of the reference model be given by 
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All parameters of system and the delay value are assumed 
to be unknown to the controller. Simulation results are obtained 
with the adaptive control (16) with coefficients (21), reference 
input )2.0sin()( ttr =  and by choosing I10=Γ , 001.=γ  
and 2)1()( +=Λ ss , for one and two actuator failure cases, 
respectively. The results for the case of one actuator failure: 

50,5.)(1 ≥= ttu , are shown in Fig. 1. In Fig. 2, the simulation 
results are shown for the case when two actuators fail: 

70,0)(,30,1)( 21 ≥=≥= ttuttu .  

VI. CONCLUSION 
A robust output-feedback adaptive controller is presented 

for state delayed systems with unknown parameters and 
unknown actuator failures. The controller structure is 
composed of two terms. The first term is defined for 
compensating actuator failures. The second integral term is 
used to achieve robustness against unknown delay values and 
an external disturbance with unknown bounds. The results of 
this paper can be extended to higher relative degrees using 
normalized MRAC scheme. 

 

Figure 1.  Simulation results for one actuator failure: (a) The plant and 
reference model outputs; (b) Tracking error; (c) control input. 

 

Figure 2.   Simulation results for two actuator failures: (a) The plant and 
reference model outputs; (b) Tracking error; (c) control input. 
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Invariant Control of Non-Linear Elements in a Stacked High

Redundancy Actuator

T. Steffen, R. Dixon, R. Goodall
Department of Aeronautical and Automotive Engineering,

Department of Electronic and Electrical Engineering,
Loughborough University, LE11 3TU, UK

Abstract—The High Redundancy Actuator (HRA) con-
cept aims to provide a single actuator comprising many
cooperating actuation elements. The potential benefits
of this include improved overall reliability, availability,
and reduced need for oversizing of actuators in safety
critical applications. This paper deals with the question of
distributing the load evenly between a stack of elements
despite non-linear characteristics.

The approach is to separate the state space into a high
dimensional internal and a low dimensional invariant (or
external) subspace. If the internal states can be decoupled
and damped, the input-output behaviour only depends on
the few states of the invariant subspace. In other words:
the high redundancy actuator with many redundant
elements behaves just like a conventional single actuator,
and classical control strategies can then be applied.

This approach is demonstrated here for an HRA con-
structed from simple spring-damper-actuator elements.
The non-linear behaviour is required to simulate the
element behaviour at the end of the available travel.
Without equalisation, excessive accelerations are caused
by individual elements hitting the end stop, and this can
be avoided by applying the proposed element tuning.

Index Terms—electromagnetic actuation, fault toler-
ance, multi-variable control, non-linear control

I. HIGH REDUNDANCY ACTUATION

High Redundancy Actuation (HRA) is a novel ap-
proach for designing a fault tolerant actuator that com-
prises a relatively large number of actuation elements
(see Figure 1). As a result, faults in the individual
elements can be inherently accommodated without
resulting in a failure of the complete actuator system.1

The concept of the High Redundancy Actuation
(HRA) is inspired by the human musculature. A mus-
cle is composed of many individual muscle cells, each
of which provides only a minute contribution to the
force and the travel of the muscle. These properties
allow the muscle as a whole to be highly resilient to
damage of individual cells. The aim of this project is
not to replicate muscles, but to use the same principle
of co-operation with existing technology to provide
intrinsic fault tolerance.

1This project is a cooperation of the Control Systems
group at Loughborough University, the Systems Engineering
and Innovation Centre (SEIC), and the actuator supplier
SMAC Europe limited. The project was funded by the En-
gineering and Physical Sciences Research Council (EPSRC)
of the UK under reference EP/D078350/1.

Figure 1. High Redundancy Actuator

An important feature of the High Redundancy Ac-
tuator is that the elements are connected both in
parallel and in series. While the parallel arrangement
is commonly used, the serial configuration is rarely
employed, because it is perceived to be less efficient.
However, the use of elements in series is the only
configuration that can deal with the lock-up of an
element. In a parallel configuration, this would imme-
diately render all elements useless, but in the series
configuration it only leads to a slight reduction of
available travel (see Steffen et al. 2007, 2008a for
details).

The paper is organised as follows: it starts with the
motivation and background in Section 2, followed by
the non-linear model of an actuator stack consisting of
elements with a non-linear characteristic in Section 3.
The control goal is presented in Section 4, followed
by the solution in Section 5. Sections 6 presents a sim-
ulation example, and Section 7 proposes an extension
for more complex HRA configurations.

II. MOTIVATION

While the parallel configuration of actuation ele-
ments is well established and researched, the dynamic
behaviour of elements in series is very different. The

Figure 2. Electromechanical actuator

42

UKACC International Conference on Control 2012 
Cardiff, UK, 3-5 September 2012 

978-1-4673-1560-9/12/$31.00 ©2012 IEEE



reason is that between each element in series, there
is a moving mass. This creates a high number of me-
chanical degrees of freedom, in turn leading to a high
order dynamic model. The model needs to describe the
position and speed of each mass separately, and there
may also be further states internal to each element.

For the envisioned number of elements (10x10 or
more), this may lead to a model with hundreds of
states. Dealing with this complexity constructively is
crucial for the success of the high redundancy actuator,
because the standard approach of using sophisticated
instrumentation may not be suitable. The goal of this
paper is to reduce the model and instrumentation
complexity to a level comparable to a conventional
actuator.

A. Approach

The basic idea is to split the travel equally between
all actuation elements. If this is achieved, the states
of the elements are no longer individual variables, and
they can all be reduced into a single simple model. In
other words: because the whole system behaves like
a single conventional actuator, a simple conventional
actuator model is sufficient to describe it.

This approach is not trivial, because the elements
experience different effective loads. The element at
the bottom of the assembly for example experiences a
higher load, because it needs to move all the other
elements in addition to the load. This paper will
present a number of ways to address this problem
using active and passive, feedforward and feedback
approaches. The relative advantages and disadvantages
are discussed, and two approaches are considered in
more detail. Based on this set of options, a specific
solution or combination of solutions can be selected
as appropriate according to the practical requirements.

B. Literature Overview

High Redundancy Actuation is a novel approach to
fault tolerance, and consequently the specific problem
formulated in this paper has not been previously con-
sidered.

Previous work on High Redundancy Actuation did
look into the possibility of aligning dynamics using
different methods (see Steffen et al., 2008b, 2010), but
without using the geometric approach. This leads to
results that are much less general than the approach
presented here.

A similar approach is used in rotary actuation with
torque summing and velocity summing gears, see for
example Ting et al. [1994], Bennett et al. [2004]. The
approach has a number of characteristic differences
to the systems studied in this paper: it only works
for rotary motion, and the problem of complexity is
much less prominent because, due to the symmetrical
structure, all elements act and behave in exactly the

m
1

Element 1

p
1

Mass 1

Figure 3. Dynamic components of a single element

same way. Thus the parameter tuning described in this
paper is not applicable.

A related problem has been studied in the dynamic
behaviour of axial stacks of piezoelectric actuators
by Jalili [2009]. The author models the stack as a
distributed system with partial differential equations
(compared to the lumped elements in this paper),
which leads to similar results concerning the internal
mode. However, the author makes no apttempt to
control or decouple these modes internally.

The basis for decoupling internal modes is the
geometric approach, because it creates a connection
between the dynamics of the system and constraints
formulated in terms of the states of the system. This
approach was introduced by Wonham [1985] and
later extended by Basile and Marro [1992]. It provides
the standard solution for the disturbance decoupling
problem (see Commault et al., 1997), which is the
class of control problems at the heart of this paper.
The geometric approach has previously been used for
adaptive control of a High Redundancy Actuator in
Steffen et al. [2009].

C. Symbols

diag{}diagonal matrix
f j force produced by element j
g j strength factor for element j
Fi force total for mass mi

f characteristic element function (non-linear
model)

kd kr damping and force constant (linear model)
mi mass of moving mass number i
ni n j number of masses and elements
Q the connection matrix ∈ {−1,0,−1} j×i

R set of real numbers
t time
u j input of element j
xi ẋi ẍiposition, speed and acceleration of mass mi

III. SYSTEM MODEL

The basic components of an electromechanical actu-
ation element are shown in Figure 3. From a modelling
perspective, it is a typical actuated spring-mass-damper
system, which can be described by NEWTONian me-
chanics. Three forces act upon the mass: the elec-
tromagnetic force Fel , the damping force Fd , and the
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Figure 4. 3 Elements in Series

spring force Fs = rx (see Davies et al. 2008 for more
details). Damping and spring for are often assumed
to be linear, but in reality that is rarely the case, and
there are always limits to the linear region which may
be relevant. Therefore, a nonlinear model is used here,
using a characteristic function f (x, ẋ) to describe the
behaviour of the spring and the damper:

mẍ = f (x, ẋ,u) .

Choosing x and ẋ as states leads to a full state space
model:

d
dt

x = f(x,u)

with

x =

(
ẋ
x

)

f(x,u) =
(

f (x, ẋ,u)
ẋ

)
u =

(
u
)

.

Once several actuator elements are stacked, it is
worth distinguishing between the mass (inertia) and
the connection part of an element (generating the there
forces). The connection part is attached to the element
(or ground) below, so each element is subject to forces
from both sides (except for the top one, as shown in
Figure 4). The resulting model for actuation elements
in series is:

diag{m}ẍ =−Q f (QT x,QT ẋ,u) (1)

where

Q =

⎛⎝1 −1 0
0 1 −1
0 0 1

⎞⎠
is the connection matrix defining the connections
between the actuators and the masses. The notation
f (QT x,QT ẋ) indicates that the same function f is
applied element wise to the elements of QT x and the
derivative. More complicate configuration including
parallel configurations can be modelled by supplying
the corresponding connection matrix Q ∈ R

n j×ni , but
only stacks will be considered here with ni = n j = n,
and Q a band diagonal matrix of the same structure
as above. The time variables u, x, and m are vectors
describing the input and the position of the elements,
while the parameter vector m specifies the mass of the
elements. This model is in state space form, and the

state variable consists of the velocity and the position
components (

ẋ
x

)
∈ R

2n .

Internal states of the elements (e.g. current in the coil)
can be modelled in the same way if necessary.

The scalar equations behind this vector equation are

miẍi =−qif

and
f j = f (qT

j x,qT
j ẋ,u)

where qi is the ith row of Q, qT
j is the transpose of

the jth column of Q, and f is a column vector of all
f j .

In fact one further term is required to solve this
problem, because using equal elements will not gen-
erally be sufficient. Because the elements close to the
ground have a higher load, they need to be stronger,
and this is modelling using a strength factor l. The
characteristic function is scaled with this factor:

f j = g j f (qT
j x,qT

j ẋ)

or

diag{m}ẍ =−Qdiag{g} f (QT x,QT ẋ,u) (2)

IV. ALIGNMENT GOAL

One of the goals of high redundancy actuation is that
all elements work together to perform the actuation
task. This requires that they move in a coordinated
and generally synchronous motion. This is called the
alignment goal.

The key obstacle that the elements are not equal,
because they at different positions along the stack
and therefore subject to different accelerations. The
naive approach of applying the same input signal to
all elements does not achieve the alignment of motion.
Instead, the force created by two elements cancels out
for all masses except the load mass. The top element
(x3) responds first, then the middle element (x2) begins
to move, and finally the element on the base (x1) will
respond. So the input responses ripples through the
system like a longitudinal wave. This phenomenon is
already known from stacks of piezoelectric actuators.

An example is shown in Figure 5 for a nominal
system with f (x, ẋ,u) = u− 2ẋ− 0.5x, m1 = m2 = 0.5
and m3 = 1. A simple single input/single output (SISO)
proportional controller with a phase lead compensator
is used K(s) = 2 0.4s+1

4s+1 , and a reference step of 30mm
(10mm per element) is used in this simulation.

This kind of wave propagation complicates the
control of the actuator, because it leads to situations
where the elements work against each other, and not
in cooperation. It can also cause elements to run into
mechanical limits, which may create further vibrations
and reduce the lifetime of the system significantly.
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Figure 5. Delay between elements

To avoid this, the alignment goal is introduced. It
states that all elements should follow a synchronous
motion. Let Δxi = xi − xi−1 denote the extensions of
element number i, then the alignment goal is

Δx1 = Δx2 = . . .= Δxn j (3)

In the case of stacked elements, this can be reformu-
lated as follows.

Definition 1. The alignment goal is to distribute the
extension of the stack equally between all elements

∀i : nΔxi = xn . (4)

Error signals for this goal can be defined either on the
extension

ei = nΔxi − xn

or on the position

ei = xi − i
n

xn .

The following section will present a number of solu-
tions to achieve this goal.

V. SOLUTION

There are several approaches that can be used either
individually or in combination to address the alignment
goal. For an overview see [to be published], it lists a
number of active and passive approaches. This paper
focuses on element tuning with the goal of creating an
invariant subspace. Only the strength of the elements
is changed here, while the characteristics are assumed
to be identical across all elements.

The feedforward approach presented here is not
about controlling the deviations, but making sure that
they do not occur in the first place. So the goal
becomes to equalise the derivatives:

Δẍ1 = Δẍ2 = . . .= Δẍn j (5)

assuming that all Δx j and Δẋ j are equal. This is
the basic idea of invariant control: once the invariant

condition is satisfied, invariant control can ensure that
it remains valid.

In a stack, the travel of an element Δx j can be
calculated as qT

j x. Inserting the model equation results
in

Δx j =−qT
j diag−1{m}Qdiag{g} f

with
f j = f (qT

j x,qT
j ẋ,u) .

Because of the assumption, all f j are equal, so the goal
can be achieved if all elements of

QT diag−1{m}Qig

are equal, or

g =
(
QT Q

)−1
(1 1 · · · 1)T .

Since Q is invertible for the stack configuration con-
sidered here, this can be rewritten as:

g = Q−1diag{m}Q−1,T (1 1 · · · 1)T .

With

Q−1 =

⎛⎜⎝1
... 1
1 · · · 1

⎞⎟⎠
this can be rewritten as

g j =
n

∑
k= j

kmk .

In the example with three elements, this means

g1 = m1 + 2m2 + 3m3

g2 = 2m2 + 3m3

g3 = 3m3 .

The result of this tuning is shown in Figure 6. The
parameters of the third element are equal to the step
response in Figure ??, and the other elements are tuned
accordingly. Clearly the delay between the elements
has been eliminated, and they all respond at the same
time. The disturbance response (at t = 5) still deviates
slightly between the elements, but the difference is
small and not significant for most practical purposes.

VI. SIMULATION RESULTS

As an example, a stack of three elements is simu-
lated. The non-linear characteristic of each element is
used to include a linear damping term, a linear spring
term, and a non-linear spring term representing end
stops:

f (ẋ,x,u) = u− 2ẋ− 0.1x− 10000h(x)

where

h(x) =

⎧⎪⎨⎪⎩
x if x < 0

0 if x ∈ [0,0.35]

x− 0.35 if x > 0.35

.
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Figure 6. Step response after parameter tuning

Figure 7. Simulation Control Structure

A simple PD type controller with a slight prefilter
is used to control the stack as shown in Figure 7.
This may not be the controller of choice for practical
applications (for example because it does not provide
reference tracking), but the simplicity makes the analy-
sis of the system behaviour easier. With equal elements
(without tuning), the simulation in Figure 8 shows
a strong chattering effect caused by the end stops
becoming active at an extension of Δx= 0.35. The state
trace in Figure 9 also demonstrates that the travel is
by no means equally distributed between the elements.
This kind of chatter has also been observed in an
experimental demonstrator of the HRA. The forces
caused by the end stops and acting on the individual
masses can be significant, so much so that they destroy
the assembly.

Adjusting the strength of the three elements ac-
cording to the methodology shown above changes the
situation dramatically. The three weights are m1 =
m2 = 0.1kg and m3 = 1kg, therefore the strength
coefficients are

g1 = 3.3

g2 = 3.2

g3 = 3 .

In the implementation, these are scaled by g3 such that
g3 becomes equal to 1. As can be seen in Figure 10,
all elements of the adjusted HRA move in synchronose
motion. Because the overall travel is well within the
reach of the HRA, the end stops do not become
relevant.

VII. GENERALISED CONFIGURATIONS

This approach is not limited to stacks of actuators
- it can be applied to any network of actuators. For
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Figure 8. Simulation Results, unmatched
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example the system in Figure 12 has a connection
matrix of the form

Q =

⎛⎝ 1 0 −1 0
0 1 0 −1
0 0 1 1

⎞⎠ .

The equalisation can be calculated in the same way,
but since Q is not square, the left side inverse is not
unique. This agrees with the intuitive interpretation:
both stacks can have the same or different strength,
and the alignment goal can be achieved in either case.
If the pseudo-inverse is used, they will both have the
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Figure 10. Simulation Results, matched
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Figure 11. Abstracted Model of a Single Element

Figure 12. Example 2×2 Configuration

same strength:

Q∗ =
1
4

⎛⎜⎜⎝
3 1 2
1 3 2
−1 1 2
1 −1 2

⎞⎟⎟⎠
and

g = λ (m1,2 +m3 m1,2 +m3 m3 m3)
T .

VIII. CONCLUSION

Starting from a model of an actuator stack, it is
shown how a desired equal distribution of the speed
and travel between the elements can be formulated as
an invariance condition called alignment goal. The in-
variance can be achieved by tuning the strength of the
actuation elements according to their position in the
stack. While this approach is obvious within a linear
framework, it is equally applicable to elements with a
non-linear characteristic, as long as the characteristic
is the same for all elements.

Once the alignment goal is achieved, all elements
move synchronously “as one”, and the stack of actu-
ators behaves exactly the same way as a comparable
single (larger) actuator. Further modes still exist in the
system, but they are stable and decoupled from the
inputs. Therefore it is possible to use a simple PID
class controller to control an HRA.

The presented methods can be extended to more
complex configurations by relaxing some of the as-
sumptions. A simple 2x2 configuration is demon-
strated, but it also covers much more extensive con-
figuration.
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Abstract—For the chaotic systems with uncertain parameters
and stochastic disturbance, in order to satisfy some optimal
performance index when chaos control is achieved, the Lyapunov-
based model predictive control (LMPC) is introduced. The
LMPC scheme is concerned with an auxiliary controller which
is constructed in advance. Based on the auxiliary controller and
stochastic stability theory, it is shown that the chaotic systems
with uncertain parameters and stochastic disturbance are practi-
cal stable. With the help of the auxiliary controller, the stability of
LMPC can be guaranteed as well as some optimality property. As
an example, the unified chaotic system with uncertain parameter
and stochastic disturbance is considered and simulation results
show the effectiveness of the proposed method.

Index Terms—chaos, predictive control, uncertain parameters,
stochastic disturbance, optimization.

I. INTRODUCTION

Chaos is a complex nonlinear phenomenon that the behavior
of dynamical systems is highly sensitive to initial conditions,
which is also referred to as the butterfly effect. It exists in
many practical fields such as biology, economics, engineering,
finance, physics, oscillating chemical reactions, fluid and so
on. Because of the sensitiveness on initial conditions, chaos is
unpredictable in the long time and may be undesired in some
applications. In order to suppress this undesirable behavior,
Ott, Grebogi and Yorke first presented a kind of controlling
chaos method, which is so called OGY control method [1].
Since then, chaos control has been a hot issue and many
techniques have been presented [2], for example, delayed
feedback control method [3], adaptive control method [4],
linear and nonlinear control methods [5]–[7], active control
method [8], etc.

In real systems or experimental situations, it is difficult to
obtain the exact model. Instead, people usually only know the
approximate system model, and uncertain or/and stochastic
disturbance exists inevitably. It is important and necessary
to discuss the control problem when the systems include
uncertain or/and stochastic disturbance. On the other hand, in
many practical control fields such as economics, engineering,
finance and so on, the control problem is often connected with
some optimal performance index for example saving costs
(money, energy), gaining the most profits, and even some con-
straints. Obviously, the above question is concerned with the
optimal control problem of the systems with uncertain or/and
stochastic disturbance. In many application fields, model pre-

dictive control [9] is adopted widely when the control problem
includes optimal performance, constraints, uncertainty, etc.
MPC is a kind of optimal control technique, but where it
differs from the traditional optimal control method is that it
solves the standard optimal control problem on-line in a finite
horizon, rather than determining off-line a feedback law. Also,
when the on-line solution is obtained, MPC typically sends
out the first control action to be implemented, and repeats the
calculation at the next instant. The advantages of MPC are
that it can handle constraints, owns the ability of prediction
especially when there exists time delay, and to some extent
overcomes the effect of uncertainty on the systems.

Motivated by the above discussions, in this paper, we con-
sider the optimization and control problem of chaotic systems
with uncertain parameters and stochastic disturbance by the
Lyapunov-based model predictive control [10]–[16]. By using
a previously designed Lyapunov controller, the stability is
discussed and proved by stochastic Lyapunov stability theory.
As a typical example, the unified chaotic system with the
uncertain parameter and stochastic disturbance is considered
and simulation results show the effectiveness of the proposed
method.

II. CONTROL OF CHAOTIC SYSTEMS WITH UNCERTAIN
PARAMETERS AND STOCHASTIC DISTURBANCE BY LMPC

In many MPC formulations there often exist two important
issues that how to guarantee the closed-loop stability and
initial conditions starting from where the control is feasible.
In order to solve these problems, the Lyapunov-based model
predictive control(LMPC) is presented [10]–[16]. The idea of
LMPC is that a Lyapunov-based controller h(x) is designed
previously, and the closed-loop stability and the optimization
are based on the controller h(x). With the help of the controller
h(x), the stability of LMPC can be inherited and the region
of optimization feasibility can be explicitly characterized.

Let us consider the control problem of the following chaotic
systems

ẋ(t) = f0(x(t))+ f1(x(t))θ(x(t))+ l(x(t))ξ(t)+ g(x(t))u(t)
(1)

where f0(0) = f1(0) = l(0) = g(0) = 0, namely the origin is
the equilibrium point; θ(x(t)) is the uncertain parameter and
there exists θb > 0 such that ‖θ(x(t))‖ ≤ θb; ξ(t) denotes
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the standard Gaussian white noise which can be expressed
as the formal derivative of Wiener process w(t); u(t) is the
controller. We suppose that all the states of the system are
available, f0(x), f1(x), θ(x), l(x), g(x) are continuous func-
tions, and compared to the originally deterministic system
f1(x(t))θ(x(t)) + l(x(t))ξ(t) can be viewed as the small
disturbance.

For a candidate Lyapunov function V (x), the following
feedback control law u(t) = h(x(t)) can be constructed

h(x) =

{
0, if LgV (x) = 0

−ω+
√

ω2+(LgV (LgV )T )2

LgV (LgV )T (LgV )T , else
(2)

where ω = Lf0
V (x) + ||Lf1

V (x)||θb + 1
2Trace

{
lT ∂V 2

∂x2 l
}

+

ρV (x), ρ > 0, Lfi
V (x) = ∂V (x)

∂x
fi(x)(i = 0, 1) and

LgV (x) = ∂V (x)
∂x

g(x). It can be investigated that if V (x)
is a control Lyapunov function, then h(x) is optimal in some
sense [16]–[18].

The LMPC can be designed as follows

min
u(τ)∈S(Δ)

∫ tk+T

tk

(x̂T (τ)Qx̂(τ) + uT (τ)Ru(τ))dτ (3)

˙̂x(τ) = f0(x̂(τ)) + g(x̂(τ))u(τ) (4)

x̂(tk) = x(tk) (5)

∂V (x(tk))
∂x

g(x(tk))u(tk) ≤ ∂V (x(tk))
∂x

g(x(tk))h(x(tk))
(6)

where S(Δ) is the family of piece-wise constant functions
with sampling period Δ, which means that the controller
is applied in a sample-and-hold fashion. Q, R are positive
definite weight matrices. LMPC is unnecessary to use a
terminal penalty term, but needs an auxiliary Lyapunov-based
control law h(x) that gives the contractive constrains of the
Lyapunov-based model predictive controller. With the help of
the controller h(x), the initial feasibility of the optimization is
satisfied automatically. In the following section, we will prove
the stability of the system (1) under the control action u(tk),
which further implies that the optimization is consecutively
feasible.

In order to make the theory analysis easily, we give the
following assumption:

Assumption 1:
(1) ‖Ψ(y, θ(y), u) − Ψ(x, θ(x), u)‖ ≤ ηΨ ‖y − x‖,
ηΨ > 0. where Ψ(x, θ(x), u) = Lf0

V (x) + Lf1
V (x)θ(x) +

1
2Trace

{
l(x)T ∂V 2

∂x2 l(x)
}

+ LgV (x)u(t).
(2) ‖F (x, θ(x), u)‖ ≤ M1,‖l(x(t))‖ ≤ M2, (M1 > 0, M2 >
0). where F (x, θ(x), u) = f0(x) + f1(x)θ(x) + g(x)u(t).

Remark 1: For the chaotic system, its attractor is a bounded
compact set. When the control input is added and not too large,
usually the boundedness can be kept. Based on the properties
that the functions f0(x), f1(x), θ(x), l(x), g(x) are continuous,
then we can conclude the assumption (2) holds. Finally,if the
function Ψ(x, θ(x), u) is further differential in x for each u,
we can obtain Ψ(x, θ(x), u) satisfies the Lipschitz property

in the assumption(1). Thus, through the above discussion we
know that Assumption 1 is not difficult to be satisfied.

Lemma 1: If ẋ(t) = F (x(t), θ(x(t)), u(tk)) +
l(x(t))ξ(t), t ∈ [tk, tk+1), where F (x(t), θ(x(t)), u(tk)) =
f0(x(t)) + f1(x(t))θ(x(t)) + g(x(t))u(tk)), then there exists
a constant γ > 0 such that the following inequality holds
E ‖x(t) − x(tk)‖ ≤ γ

√
Δ.

Proof.

ẋ(t) = F (x(t), θ(x(t)), u(tk)) + l(x(t))ξ(t), t ∈ [tk, tk+1)

Integrating the above formula, we get x(t) − x(tk) =∫ t

tk
F (x(τ), θ(x(τ)), u(tk ))dτ +

∫ t

tk
l(x(τ))dw

Applying the inequality ‖a + b‖2 ≤ 2 ‖a‖2 + 2 ‖b‖2, then

E
(
‖x(t) − x(tk)‖2

)
= E

∥∥∥∫ t

tk
F (x(τ), θ(x(τ)), u(tk ))dτ +

∫ t

tk
l(x(τ))dw

∥∥∥2

≤ 2E
∥∥∥∫ t

tk
F (x(τ), θ(x(τ)), u(tk ))dτ

∥∥∥2

+2E
∥∥∥∫ t

tk
l(x(τ))dw

∥∥∥2

Using Cauchy-Schwarz inequality and Assumption 1, we can
obtain

E

(∥∥∥∫ t

tk
F (x(τ), θ(x(τ)), u(tk ))dτ

∥∥∥2
)

≤ (t − tk)E
(∫ t

tk
‖F (x(τ), θ(x(τ)), u(tk ))‖2

dτ
)

= (t − tk)
∫ t

tk
E

(
‖F (x(τ), θ(x(τ)), u(tk ))‖2

)
dτ

≤ M2
1 (t − tk)2 ≤ M2

1 Δ2

E

(∥∥∥∫ t

tk
l(x(τ))dw

∥∥∥2
)

= E
(∫ t

tk
‖l(x(τ))‖2 dτ

)
≤ M2

2 (t − tk) ≤ M2
2 Δ

Thus

E
(
‖x(t) − x(tk)‖2

)
≤ 2(M2

1 Δ + M2
2 )Δ

If we let γ2 = 2(M2
1 Δ + M2

2 ), then by Jensen’s inequality
we get

E ‖x(t) − x(tk)‖ = E

√
‖x(t) − x(tk)‖2

≤
√

E
(
‖x(t) − x(tk)‖2

)
≤ γ

√
Δ.

Theorem 1: Consider the trajectory x(t) of the system (1)
under the control law u(t), which satisfies the conditions
of Assumption 1 and is implemented in a sample-and-hold
fashion:

ẋ(t) = f0(x(t))+f1(x(t))θ(x(t))+ l(x(t))dw+g(x(t))u(tk )
(7)

where t ∈ [tk, tk+1) and tk = t0 + kΔ, k = 1, 2, ...
Then the origin of the system (1) is practically stable in some
mean sense.
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Proof. The time derivative of the Lyapunov function V (x)
along the trajectory x(t) of the system (1) in t ∈ [tk, tk+1) is
given by

V̇ (x(t)) = Ψ(x(t), θ(x(t)), u(tk)) +
∂V (x(t))

∂x
l(x(t))dw

Adding and subtracting Ψ(x(tk), θ(x(tk)), u(tk)), and taking
into account Assumption 1 and the constraint (6), we obtain

V̇ (x(t)) ≤ −ρV (x(tk)) + Ψ(x(t), θ(x(t)), u(tk))
−Ψ(x(tk), θ(x(tk)), u(tk)) + ∂V (x(t))

∂x
l(x(t))dw

≤ −ρV (x(tk)) + ηΨ||x(t) − x(tk)|| + ∂V (x(t))
∂x

l(x(t))dw

Taking the expectation of the above inequality and using
Lemma 1, it leads to

EV̇ (x(t))
≤ −ρEV (x(tk)) + ηΨE||x(t) − x(tk)||
≤ −ρEV (x(tk)) + γηφ

√
Δ

When the right side of the above inequality is less than zero,
we know that the value of EV (x(t)) will decrease. Therefore,
if we take r1 > r2 > 0 and a small constant ε > 0 such that
r2 = (ε + γηΨ

√
Δ)/ρ, Ωr1

= {x : EV (x(t)) ≤ r1}, Ωr2
=

{x : EV (x(t)) ≤ r2}, then for x(t) ∈ Ωr1
/Ωr2

, the state will
converge to Ωr2

in some mean sense. If we further take rmin <
r1 and rmin = max

Δ1∈[0,Δ]
{EV (x(t + Δ1)) : EV (x(t)) ≤ r2},

then once the state converge to Ωr2
⊆ Ωrmin

, it will remains
inside Ωrmin

for all times. That is to say lim
t→∞

supEV (x(t)) ≤
rmin.

III. EXAMPLE

Let us consider the control problem of the unified chaotic
system with the uncertain parameter θ and stochastic distur-
bance l(x)ξ(t).The system (8) is called the unified chaotic
system when the right of (8) only includes f(x(t), θ) and
θ ∈ [0, 1]. As shown in [19], if θ ∈ [0, 0.8), it is called the
generalized Lorenz chaotic system; if θ = 0.8, it is called
Lu chaotic system; if θ ∈ (0.8, 1], it becomes the generalized
Chen system. Therefore, the parameter θ plays an important
role in the unified chaotic system, and it’s natural to discuss
the control problem when the parameter θ is uncertain [20],
[21]. Furthermore, stochastic disturbance exists inevitably in
practice. It is necessary to discuss the control problem of the
unified chaotic system with uncertain parameter and stochastic
disturbance.

ẋ(t) = f(x(t), θ) + l(x(t))ξ(t) + Bu(t) (8)

where

f(x, θ) =

⎛⎝ (25θ + 10)(x2 − x1)
(28 − 35θ)x1 + (29θ − 1)x2 − x1x3

−(8 + θ)x3/3 + x1x2

⎞⎠ (9)

l(x(t))dw =

⎛⎝ σ1x1 0 0
0 σ2x2 0
0 0 σ3x3

⎞⎠⎛⎝ dw1

dw2

dw3

⎞⎠ (10)
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Fig. 1. Phase portrait of chaotic attractor in (x1, x2, x3) space.
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Fig. 2. Projective portrait of chaotic attractor in (x1, x3) plane.

B =

⎛⎝ 0
1
0

⎞⎠ (11)

In this example, we take l(x) and B as (10) and (11),
respectively. Choosing V (x) = 1

2 (x2
1 + x2

2 + x2
3), we get

Ψ(x, θ, u) = a(x, θ) + x2u, where

a(x, θ) = (x1, x2, x3)f(x, θ) + 1
2 (σ2

1x2
1 + σ2

2x2
2 + σ2

3x
2
3)

= (38 − 10θ)x1x2 + (29θ − 1)x2
2 − (10 + 25θ)x2

1 − 8+θ
3 x2

3

+ 1
2 (σ2

1x2
1 + σ2

2x2
2 + σ2

3x
2
3)

when x2 = 0, x �= 0, and θ ∈ [0, 1], σ1 < 2
√

5, σ3 < 4
/√

3,

α(x, θ) = −(25θ + 10 − 1
2
σ2

1)x2
1 − (

8 + θ

3
− 1

2
σ2

3)x
2
3 < 0

Thus, V (x) = 1
2 (x2

1 +x2
2 +x2

3) is a control lyapunov function
[17], and the auxiliary controller h(x) is taken as (2).

In numerical simulations, we take the initial value x(0) =
(2,−1, 1)T and the parameters σ1 = σ2 = σ3 = 0.1, θ(x) =
0.1 |sin(x1)| , ρ = 0.001, Q = I, R = 1.0, Δ = 0.02, T =
100Δ, to investigate the proposed method. Figs. 1-2 displays
the phase portrait of the uncertain and stochastic chaotic
attractor when the system (8) is without control input. When
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the control law of LMPC is applied to the chaotic system,
from Figs. 3-4 one can see that the state trajectories of
the chaotic system and the control action will approach to
the neighborhoods of zero points as time increases. These
results investigate the effectiveness of the proposed method for
the chaotic systems with uncertain parameters and stochastic
disturbance.

IV. CONCLUSION

Chaos is usually undesirable in real systems, therefore
many methods are proposed to control it. In this paper, for
the chaotic systems with uncertain parameters and stochastic
disturbance, we discussed the chaotic control problem by
using the Lyapunov-based model predictive control (LMPC).
Through introducing the auxiliary control law h(x), the stabil-
ity of LMPC is discussed and proved by stochastic Lyapunov
stability theory. Compared to other chaotic control schemes,
the advantage of the proposed method is that the optimality
can be considered and guaranteed as well as the close-loop

stability. Simulation results show the effectiveness of the
proposed method.
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Abstract— This paper evaluates the possibility of applying a 
geno-fuzzy control strategy to a magnetorheological semi-active 
damper for seismic vibration control. The proposed control 
starategy is designed and then tested and validated in a simulated 
environment. The control strategy is validated by considering a 
more destructive seismic disturbance as input for the damper-
structure system. The proposed geno-fuzzy hybrid controller 
offers improved performance and implementability for real-time 
applications. 

Keywords: semi-active control, fuzzy controller, 
magnetorheological fluid damper, seismic response, genetic 
algorithms, hybrid geno-fuzzy controller. 

I. INTRODUCTION 
Earthquake induced vibration of civil structures is a current 

topic of high interest. As buildings rise and materials are 
sought to be lighter and cheaper, the limitations of structural 
design are visible in buildings subjected to seismic and wind 
disturbance. A common approach is using additional structural 
vibration damping devices, be they passive, active, or semi-
active. The technological advancements in computer and 
information technology make possible the real-time 
implementation of complex, advanced or non-linear control 
systems. 

This article focuses on the use of magnetorheological (MR) 
dampers for semi-active seismic vibration control, by means of 
a hybrid geno-fuzzy non-linear controller. Using MR actuators 
for their dissipative properties is not a new idea. However, the 
applied control strategies vary in structure and performances. 
MR and ER (electrorheologic) bracing systems' analysis of 
seismic response with a linear controller based on ground 
acceleration is performed in [1], the authors showing showed 
that placing dampers near the base of a structure, as opposed to 
the upper levels, gives a better response reduction. Instead, in 
[2] a non-linear fuzzy control system is successfully employed 
for a base isolation MR damper. 

Due to the non-linear intrinsic character of the MR dampers 
and of the fuzzy controllers, researchers have attempted 
evolutionary optimization of the fuzzy control systems for 
active and semi-active dampers. A base isolation system is 
designed in [3], combining a MR damper with a passive 
friction pendulum system. The authors have obtained a neuro-

fuzzy model of the MR damper and have performed a genetic 
algorithm optimization of the fuzzy rules and the associated 
membership functions' parameters. A decrease in base 
displacements was observed, without increasing the 
acceleration, as seen in fully passive systems. 

Another base isolation system was developed for a 
benchmark structure using MR dampers and a fuzzy controller, 
in [4]. Numerically simulated genetic algorithms were used to 
optimize the control system's performance. The genetic 
algorithm chromosomes have been used to code the 
membership functions' parameters, as well as a set of weighting 
factors for the fuzzy rules, the authors obtaining structural 
response reduction in both the base and the supra-structure. 
The evolutionary optimization of fuzzy controllers is also 
applied to an active tuned mass damper (ATMD) system in [5], 
where a genetic algorithm was used to optimize membership 
functions, rule weighting coefficients and three of the ATMD 
parameters. 

In recent years, development of optimized fuzzy control 
systems for structural vibration control has taken a turn towards 
implementation of these algorithms. Thus, in [6], genetic 
algorithms are used to optimize model parameters of a 
benchmark building and a fuzzy model of a MR damper is 
obtained. Genetic algorithms are also used to optimize the  
fuzzy controller rules, that are considered to be described by 
membership functions and their parameters, reaching a 
chromosome length of 80 to 100 genes. 

Computation time was still an issue in [7], where genetic 
algorithms and particle swarm optimization are used for the 
optimization of a fuzzy rule base and membership functions' 
parameters. The considered damping system was a semi-active 
MR actuator, obtaining a computing time between 2 and 60 
hours for the tuning of the fuzzy controller. 

Genetic algorithms also are used for determining the rule 
base of a fuzzy control system for seismic vibration control 
with an MR semi-active damper in [8]. In comparison with an 
adaptive controllers, the authors have obtained a better 
response reduction of the structural system from the optimized 
fuzzy controller. 

This paper is organized as follows: in section 2, the authors 
present the models for the magnetorheological damper and 
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structure, along with the principle of semi-active vibration 
control. In section 3, the proposed control strategy is presented, 
while section 4 contains a case study along with its results. 
Finally, section 5 contains the conclusions. 

II. MAGNETORHEOLOGICAL SEMI-ACTIVE 
DAMPER 

A. Magnetorheological Damper Model 
A magnetorheological damper is a hydraulic-class actuator 

used in seismic protection design [9]. This device is used to 
generate the necessary control forces using as an input a 
command current and the velocity of the story on which it is 
mounted. The damper is a hydraulic cylinder filled with MR 
fluid – a magnetically polarizable micron size suspension in oil 
or other fluids [2]. The damping coefficient of this device is 
controlled by varying a magnetic field, thus changing the fluid 
from viscous to semi-solid in milliseconds. In this specific 
case, the command signal is a current between 0-2 A. 

In order to obtain a satisfactory vibration control of a given 
structure, it is necessary that the actuators perform inside a set 
of strict performance criteria, such as response time and 
robustness versus uncertainties. The output force generated by 
these dampers is required to be maintained into specific limits, 
as not to induce instability into the structure. Therefore, a 
control loop for the actuator is required. In this paper, a 
magnetorheological damper (figure 1) is controlled via a geno-
fuzzy hybrid controller. 

 

Figure 1.  Magnetorheological damper. 

A MR (magnetorheological) damper is analyzed. Due to 
uncertainties in modeling of the damper, a two velocity domain 
approximation is performed. The behavior of the semi-active 
MR damper used in this paper  has is given by [10]:  
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where f is the force generated by the damper, u is the 
command signal and v is the command voltage. The control 
element is modeled by the fourth equation with first order 

dynamic. This research makes use of the following parameter 
values [11]: c0a = 0.0064 Ns/cm, c0b = 0.0052 Ns/cmV, aa = 
8.66 N/cm, ab = 8.86 N/cmV, � = 300cm-2, � = 300cm-2, A = 
120, n = 2 and � = 80s-1. 

B. Structure Model 
The damper is considered to be mounted in the base of a 

building. Thus, the equation used to describe a structural 
system with a damper that is subject to earthquake disturbances 
is: 

 ud FFKxxCxM +=++ ���  (2) 

where x is a vector containing the displacements xi of each 
story, Fd is the force induced by the earthquake and Fu is a 
vector containing the control forces for each story. Due to 
physical connection of each damper, this vector consists of 
pairs of control forces, equal in value, but in opposing 
directions, each pair corresponding to one damper. M, C and K 
are mass, damping and stiffness matrices, respectively, as 
follows: M is a diagonal matrix that contains the stories' 
masses, C and K are tri-diagonal matrices describing the 
codependency between adjacent stories [12]. 

C. Semi-Active Vibration Control 
Semi-active vibration control allows the damping system 

behaves as a passive one while the structural vibration remains 
in specified constraints, otherwise the control is active. 
Advantages of these type of actuators show low costs and little 
need for auxiliary power sources. Semi-active dampers can 
efficiently respond with precision, to strong wind or damaging 
earthquakes. The necessary control forces are generated based 
on the information received from the sensor distribution 
throughout the structure. The performance levels are 
comparable to the ones offered by active control strategies, 
without their major drawbacks and with minimal risk to 
generate unstable behaviour. The principle of the semi-active 
control is presented in the figure 2. Earthquake induced ground 
motion information is submitted to a switch module which 
disables or enables the passive and active modes accordingly. 

 

Figure 2.  Semi-active control principle. 
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III. PROPOSED CONTROL STRATEGY 
Fuzzy sets are generally used to reflect vague information 

of the real world environment. Due to model nonlinearities and 
uncertainties, it is difficult to accurately describe the structural 
response or even the damper behavior. Nevertheless, fuzzy 
logic presents a viable solution, its main advantage being high 
performance when dealing with non-linear systems and vague 
information. 

To this extent, the fuzzy controller implemented in this 
paper is constructed with a set of rules that would have been 
extracted from human experience. The authors propose an 
evolutionary learning strategy for the fuzzy controller. Because 
of the non-linear nature of these controllers, genetic algorithms 
(GAs) are used for tuning the existing "knowledge" of the 
fuzzy controller. The general strategy is presented in [13]. 
Figure 3 illustrates the control architecture proposed in this 
paper, where: x is the displacement of the structure; x�  and x��  
are the velocity and acceleration of the structure, respectively; 
F is the control force; i is the command current, , iP is the 
passive command current, iA is the active command voltage; I 
is the performance index for the genetic algorithm; � 
represents a vector containing the fuzzy controller parameters 
that are optimized via genetic algorithm; a and v are the 
earthquake induced ground acceleration and velocity, 
respectively. 

The proposed strategy is structured on two levels. One level 
deals with damper control and building displacement reduction, 
while the other level deals with tuning the implemented fuzzy 
controller. The scheme functions online only through the first 
level, GA tuning being an offline procedure. The output is a 
generated control force. The main loop implements a hybrid 
geno-fuzzy controller. 

 

Figure 3.  The proposed control architecture. 

Fuzzy logic controllers (FLCs) make use of linguistic terms 
to describe process variables. The main characteristic of fuzzy 
systems is the use of vague notions instead of crisp numerical 

values. The linguistic information is represented through words 
like small, medium, large etc, and makes for a valuable tool in 
control systems design when the numerical information is 
incomplete. A FLC is comprised of a fuzzification module, a 
rule base, an inference mechanism, and a defuzzification 
module. The fuzzification module transforms the crisp variable 
into their vague counterparts, while the defuzzifier performs 
the inverse operation, allowing the controller to generate 
commands that are compatible with the real life plant. The 
inference mechanism retrieves the rules from the rule base 
according to the current inputs of the controller.  

Genetic algorithms (GAs) are evolutionary optimization 
algorithms, also suited for searching problems, specifically 
when the solution pool is vast and the information is little. GAs 
are able to perform multi-dimensional searches, even in 
conditions of uncertainty, and impartial to the strictness of the 
constraints. The main steps of a GA [14] require first an 
initialization of the solution pool, knows as a population. Then, 
for each generation, each individual is evaluated based on a 
problem-specific fitness function and thus is either selected or 
eliminated from the current population, followed by a 
recombination of the selected individuals. The loop repeats 
until a termination condition is met, either considering a 
maximum number of generations, or a specified population 
fitness. The fitness function models the objective of the 
algorithm, its purpose being the rejection of unfit/unwanted 
solutions from the gene pool. 

The genetic learning of fuzzy controllers is a fine tuning 
procedure for the parameters of the latter. The procedure 
requires two steps. First, an algebraic model (AM) for the 
fuzzy controller is obtained, by fitting a non-linear function 
over the fuzzy input-output dependency using GAs. Next, the 
AM's coefficients are tuned in closed loop in order to obtain a 
better system response, again by means of GAs. The structure 
of a hybrid geno-fuzzy controller is presented in figure 4, 
pointing out the inputs and outputs of the closed loop tuning 
genetic algorithm. 

The algebraic model (AM) of the FLC has the following 
general structure: 

 �
= ⋅+⋅+

⋅+⋅+=
N

i iii
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where � is the controller output (command), � is the control 
deviation between the setpoint and the system's output, d� is 
the derivative of �, and N is the number of terms in the AM, 
dependant on the complexity of the designed FLC. 

The parameters f in the model represent the algebraic model 
coefficients. In order to find the AM coefficients, a GA was 
implemented that minimizes a performance index I as the sum 
of the square errors between the AM output � and the actual 
fuzzy controller output. 

Further tuning of the AM is required, by means of GA. This 
time around, the GA searches the adjiacent space of the 
previously found solutions in order to obtain a better 
performance from the control system. Since the AM has 
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numerical coefficients, the tuning procedure is much faster than 
if human operator would apply modifications to the fuzzy 
membership functions or rulebase. 

 

Figure 4.  Geno-fuzzy controller. 

IV. CASE STUDY 
The case study presented here implements the proposed 

control architecture and analyzes the hybrid geno-fuzzy 
controller's performance in conditions of model uncertainties 
and external disturbances. The authors considered a base 
mounting of the MR damper. Since the destructive effect of the 
earthquake is a result of its horizontal vibrational components, 
the vertical load on the ground story is not taken into account, 
and all spring and damper structural elements are considered in 
a horizontal direction. The masses cover both the floors and the 
associated walls. 

This paper implements a geno-fuzzy control strategy for 
seismic vibration mitigation. Considering non-linearities and 
model uncertainties, the authors approached a hybrid geno-
fuzzy controller, which was included in a semi-active control 
strategy. The fuzzy controller input variables are the 
displacement and velocity of the structure and the output is the 
command voltage used for the elecrohydraulic damper. The 
discourse universes for each input variable are normalized to [-
1, 1], while the output is generated in the interval [0, 5]. The 
scaling factors used were obtained by analyzing the structure 
output. The input and output variables and the rulebase are 
presented in figure 5, in which all membership functions are 
triangular, with a 50% overlap. The linguistic terms are coded 
as follows: E - displacement (deviation from zero), D - velocity 
(derivative of first input), C - command (output), N - negative, 
P- positive, L - large, M - medium, S - small, Z - zero. 

 

Figure 5.  Rulebase of the fuzzy controller. 

The control methods described above have been simulated 
together with a 3-story structure. For the design of the hybrid 
geno-fuzzy controller, the structure is modeled as a system 
which integrates the damper in its base (figure 6). 

 

Figure 6.  Base isolation of the structure. 

The three story building has the following parameters: 
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Details of this model are given in [15]. 

A set of evaluation criteria [8] has been chosen: 
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where xi(t), )(txi�� are the relative displacement, acceleration 
of the i-th story, while di(t)  is the  interstory drift and the 
notation open designates the overall maximum absolute 
displacements, accelerations and drifts of the uncontrolled 
structure. 

The control system of the MR damper is simulated by 
means Matlab (Simulink). Figure 8 presents the response of the 
MR damper-structure system when excited with an earthquake 
input signal (Northridge 1994 - the earthquake accelerogram is 
presented in figure 7), controlled with the geno-fuzzy controller 
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vs. the uncontrolled response of the ground story. The 
performance criteria is to reduce ground story movement. 
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Figure 7.  Northridge earthquake accelerogram. 

For the fuzzy controller designed, the maximum controlled 
displacement and acceleration was observed to be 15.22% 
lower than for the open loop simulation. 

0 5 10 15
-0.02

0

0.02

Time (s)

D
is

pl
ac

em
en

t 
(m

)

 

 

0 5 10 15
-0.4

-0.2

0

0.2

0.4

Time (s)

V
el

oc
ity

 (
m

/s
)

 

 

0 5 10 15
-10

-5

0

5

10

Time (s)

A
cc

el
er

at
io

n 
(m

/s
2 )

 

 geno-fuzzy

uncontrolled

geno-fuzzy

uncontrolled

geno-fuzzy

uncontrolled

 

Figure 8.  Comparative base structural responses: geno-fuzzy.  

The fuzzy logic controller (FLC) designed in this paper has 
a set of rules, with a rule base created based on human 
experience. The AM obtained in this paper is: 

 

vd
vd

vd
vd

vd
vd

⋅−⋅−
⋅⋅−+

⋅+⋅+
⋅+⋅++

+
⋅+⋅+−
⋅+⋅+=

9.04.004.0
88.0

7.0054.002.0
434.086.0005.0

167.0843.04.0
743.0415.0113.0δ

(6) 

where v is the velocity, � is the deviation and d� is the 
difference of the deviation at two consecutive time samples as 
inputs of the controller, � is the output, a current between 0 and 
5 V, with a performance index I = 0.0039. 

Equation (6) presents an approximate model for the FLC. 
Further tuning of the AM parameters is necessary. Using GA 
optimization once more, the model for the fuzzy controller is: 

 

vd
vd

vd
vd

vd
vd

tuned

⋅+⋅−
⋅⋅+

⋅+⋅+
⋅+⋅++

+
⋅+⋅+−
⋅+⋅−=

02.003.104.0
75.0

7.0054.002.0
464.04.0764.0

167.083.04.0
74.028.0113.0δ

(7) 

with a performance index of J = 0.0087 (J is computed as 
the normalized sum of square acceleration deviations in closed 
loop). 

The responses of the system using both the AM and the 
tuned geno-fuzzy controllers, versus the uncontrolled structural 
responsem show an acceleration reduction of the ground story 
of 39.25% for the tuned controller relative to the uncontrolled 
system and 37.5% for the AM controller relative to the 
uncontrolled system. 

Further validation of the hybrid geno-fuzzy controller has 
been obtained by using a different set of external disturbances: 
the Vrancea 1977 earthquake accelerogram is presented in 
figure 9. 
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Figure 9.  Vrancea earthquake accelerogram. 

Results for each case are presented in Table I, for the 
following cases: using the fuzzy controller, using the algebraic 
model of the fuzzy controller and finally using the tuned geno-
fuzzy controller. A comparative analysis of the proposed 
control strategy has been performed, using bang-bang and 
skyhook controllers [16]. Although these two controllers offer 
a good displacement reduction, their effect on the acceleration 
of the building is massive, adding up to 63% acceleration. In 
opposition, the geno-fuzzy controller reduces both acceleration 
and displacements, as well as inter-story drifts. 

TABLE I.  PERFORMANCE EVALUATION 

Disturbance Controller J1 J2 J3 

Northridge 

Fuzzy 1.2419 1.2385 1.3227 

AM 0.9032 0.8979 1.0433 

Geno-Fuzzy 0.4729 0.4373 0.6317 

Bang-bang 0.1770 0.1570 1.5442 

Skyhook 0.7772 0.8101 1.6285 

Vrancea 

Fuzzy 1.3022 1.3541 1.2934 

AM 0.7802 0.7995 0.7563 

Geno-Fuzzy 0.5989 0.5959 0.7470 

Bang-bang 0.1760 0.1455 1.3737 

Skyhook 0.9076 0.9540 1.4363 
For the Northridge earthquake, the tuned hybrid geno-fuzzy 

controller offers the best performances: 39.25% acceleration 
reduction, 75.32% velocity reduction and 70.1% displacement 
reduction. For the Vrancea earthquake, the hybrid geno-fuzzy 
controller offers the best performances: 12.6% acceleration 
reduction, 33.3% velocity reduction and 7.8% displacement 
reduction. 

Figures 10 and 11 show the displacements, the inter-story 
drifts and the accelerations on each story, for the Northridge 
and Vrancea earthquakes, respectively. The designed geno-
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fuzzy controller offers a good performace for an earthquake 
with a maximum displacement amplitude  approximately 4.5 
times greater than the one it was originally designed for: 
maximum displacement for the Northridge earthquake is 
27.9mm, while the maximum displacement for the Vrancea 
earthquake is 124.6mm. It was thus shown that the designed 
geno-fuzzy controller can still offer acceptable performances in 
conditions of high uncertainties regarding the seismic 
magnitude of the region for which the controller is meant to be 
implemented. 
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Figure 10.  Maximum displacements, inter-story drifts and accelerations for 
the Northridge earthquake. 
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Figure 11.  Maximum displacements, inter-story drifts and accelerations for 
the Vrancea earthquake. 

The total computing time, including generating the 
algebraic model and the subsequent tuning procedure, is 
between 50 and 60 seconds, using an Intel Pentium Dual CPU 
2.16 GHz processor. Through optimization of the GA code on 
a dedicated processor, the total computing time can be 
significantly reduced, thus making possible the real-time 
implementation of the geno-fuzzy tuning procedure. 

V. CONCLUSIONS 
By means of genetic algorithms, the learning capabilities of 

a fuzzy logic controller have been enhanced. The designed 
hybrid geno-fuzzy controller offered better performance than 
the equivalent fuzzy controller. 

Moreover, by changing the basic implementation form of 
the fuzzy controller from a heterogenic entity to an algebraic 
model, the computing time decreases exponentially, making 
the obtained geno-fuzzy controller easy to implement without 
removing its non-linear essence. 

The proposed geno-fuzzy hybrid controller can offer 
improved performance and increased implementability in real 
life buildings. 
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Abstract— In this paper, a finite-horizon optimal control scheme 
for a class of nonlinear systems with saturating actuator is 
proposed by an improved iterative adaptive dynamic 
programming (ADP) algorithm. The Hamilton-Jacobi-Bellman 
(HJB) equation corresponding to constrained control is 
formulated using a suitable nonquadratic function. Then 
mathematical analysis of the convergence is presented, by 
proving that the performance index function can reach the 
optimum using the adaptive iteration. Finally the finite-horizon 
optimal control law can be obtained by the �-iterative adaptive 
algorithm. The examples are given to demonstrate the 
effectiveness of the above methods. 

Keywords-Adaptive dynamic programming(ADP); Saturating 
actuators; nonlinear system; Finite time optimal control 

I. INTRODUCTION 
In a practical control system, the saturating actuators will 

reduce the system's dynamic performance, and even affect the 
stability of the system. Therefore seeking a better way to 
design control systems with saturating actuator has attached 
considerable attention by many researchers in recent years. 
The stability of discrete-time linear systems subject to actuator 
saturation was analyzed using a saturation-dependent 
Lyapunov function based on the solution of an LMI 
optimization problem[1]. Saberi (1996) and Sussmann(1994) 
proposed several processes to control saturation problems, but 
they did not consider non-linear systems and optimal 
problems (see [2],[3]). A gain-scheduled output control design 
for systems coping with nonlinear time-varying parameter 
dependent systems subject to saturated actuators was proposed 
in [4]. Pontryagin's Minimum Principle is a way to solve 
optimal control problem with Saturating Actuator. However, 
this needs to solve differential equations with boundary, and 
the result we get is an open-loop control by this way. 
Lyshevski designed an optimal control for a closed-loop 
feedback system using a non-quadratic performance index 
function problem to deal with the control constraints based 
on dynamic programming principle in [5], but the difficulty 
lies in the HJB equations. 

Adaptive Dynamic Programming (ADP) is a powerful tool 
proposed by the idea of adaptive critic and reinforcement 
learning with dynamic programming[6]. It is solved by 

iterative algorithm to get an approximate solution of HJB 
equation, ADP has become an effective tool for optimal 
control problems and has achieved many results[7],[8-12]. A 
greedy iterative adaptive algorithm was proposed to solve the 
nonlinear discrete-time systems HJB equation in [8]. Iterative 
ADP was used to get an infinite horizon optimal control 
scheme for nonlinear systems with saturating actuator in [9].  

However, for practical systems, a limited period of time is 
required to achieve control. Finite time optimal control 
problem could be backward solved by dynamic programming, 
when facing the multi-dimensional nonlinear characteristics 
of complex systems, the calculation will be very large, that is 
the problem of the “curse of dimensionality”. 	-error 
bounds of adaptive algorithm was proposed to deal with 
finite time optimal control in [10],[11]. To the best of our 
knowledge, quite few research has been presented to deal with 
finite-horizon optimal control with saturating actuator. This 
motivates our research. 

This paper aims to solve finite time optimal control 
problem for nonlinear systems with saturating actuator. It is 
organized as follows. In Section II, the problem is introduced 
and HJB equation corresponding to constrained control is 
presented. In Section III, the iterative ADP algorithm and its 
convergence for finite-horizon optimal control problem are 
derived. In Section IV, 	-optimal control algorithm is 
developed with the definition of finite iteration steps and 
	-optimal control. In Section V, an example is given to 
demonstrate the effectiveness of the algorithm.  In Section 
VI, the conclusion is drawn. 

II. HJB EQUATION CORRESPONDING TO CONSTRAINED 
CONTROL 

A. Deal with saturated problem 
  Consider the following class of discrete-time nonlinear 

systems 

          ( )( 1) ( ) ( )      0,1,2,k + = k , k  k = �x F x u         (1) 

Where ( )x nk ∈� is the state, assume the system 

( )( ) ( )k , kF x u  is Lipschitz continuous controllable on a set �  
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containing the origin. The control ( )k ∈�uu , and 

{ }T m
1 2( ) [ ( ) ( ) ( )] : ( )m i ik u k ,u k , ,u k u k u= = ∈ ≤u u �� R , where iu  is 

the i -th execution controller saturation boundary, 1, ...,i m= . 
On the other hand, the constant diagonal matrix is 

[ ] m m
1 2 mdiag u u u ×= ∈A , A� �, , , . ( ), =0 0 0F , hence = 0x is an 

equilibrium state of system (1) under the control =0u .  

For the initial state (0)x , to minimize the performance index 
function defined in (2) with finite control sequences as  

1
0 ( (0) (1) ( 1))N , , , N− = �u u u u - . 

( ) { }
1

1 T
0(0), ( ) ( ) ( ( ))

N -
N

k=0
= k Q k + k− �J x u x x W u     (2) 

Where ( ) -1

0
( ( )) 2 ( tanh ( ))

u
sW u s

k
k d= 	 TA A R . The length N is 

determined with terminal time, this kind of optimal control 
problems has been called finite-horizon problems with 
unspecified terminal time [10]. 

If we set T( ( )) ( ) ( )k k k=W u u Ru in (2), the quadratic 
performance index function with unconstrained control is used 
to design the optimal control for control system with saturated 
actuator, however, this system could not ensure the optimal 
system performance, even may lead to system instability. 
According to [12], let  

      ( )

0
( ( )) 2 ( )

u -T sW u
k

k dsφ= 	 A RA
             (3) 

Where  
-1 1 1 1

1 2( ( )) [ ( ( )), ( ( )), ( ( ))]T
mu k u k u k u kφ − − −= �φ φ φ  

u ≤ A s m∈� m∈�φ let R be a diagonal positive definite, 

( )φ � is a bounded monotonically increasing odd function 
belongs to ( 1)p p ≥� and 2( )L Ω with ( ) 1φ ≤� , the first 
derivative is a bounded constant M , such function as 

( ) tanh( )φ =� � . Figure 1 shows a well approaching saturation 
when 0 5u ≤ . with function ( )φ � . Therefore, we can guarantee 
the control output signal within the range of actuator 
saturation using the performance index function in (2). 
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Figure 1.  The model of saturation when 0 5u ≤ .  

B. HJB equation and solution 
Definition 1 : The corresponding finite-horizon admissible 

control sequence of performance index function in (2) 1k N
k

+ −u is 
defined as follows: For ( ) nk∀ ∈�x , there exists a control 
sequence 1k N

k
+ −u satisfy 1( ( ), )x x u 0k N -f

kk + =  and ( ( ), )N -1
kkJ x u  is 

finite. Where 0N >  is a positive integer, 1( ( ), )k N -f
kk +x x u is the 

terminal state. 

Let { }1 1 1( ( ), ) ,x u x x u 0 u
k

k N k+N - k+N -N f
k k kk N+ −= = =C  be all the 

admissible control sets with length N .Assume a state ( )kx is a 
finite-horizon admissible control. By Definition 1, the optimal 
performance index function at the finite-horizon admissible 
control could be written as  

{ }*( ( )) ( ( ), ):
kN-1

k

N -1 N -1 N
k kk k= ∈Cx

u
J x inf J x u u       (4) 

According to the performance index function defined by 
equation (2) and Bellman principle of optimality, 

* ( ( ))kJ x under discrete time HJB equation can be written as 

}{* T *

( )
( ( )) ( ) ( )+ ( ( ))+ ( ( ( ), ( )))

k
k k Q k k k k= min

u
J x x x W u J F x u  (5) 

Define the optimal control sequence starting at k with 
length of N by 

{ }
1

1 1( ( ))= ( ( ), ): 
k

k N
k

k N k N N
k k kk k

+ −

∗ + − + − ∈C
u

xu x inf J x u u     (6) 

and define the one step optimal control vector by 

}{ T *

( )
( ( )) ( ) ( )+ ( ( ))+ ( ( ( ), ( )))

k
k k Q k k k k∗ = arg min

u
u x x x W u J F x u (7) 

Dynamic programming is used to solving optimal control 
sequence in equation (6), while the first step is to determine 

*( ( + 1))k N −u x by equation(6) in terminal state ( + 1)x k N − . 

}{* T

( )
( ( + 1)) ( + 1) ( + 1)+ ( ( + 1))

N-1
k N k N Q k N k N− = − − −argmin

u
u x x x W u

( ( + 1), ( + 1))=k N k N− − 0s.t . F x u     (8) 

Putting *( ( + 1))k N −u x  into (5), the optimal performance 
index function  

T( ( + 1)) ( + 1) ( + 1)+ ( ( + 1))k N k N Q k N k N∗ ∗− = − − −J x x x W u (9) 

After * ( ( + 1))k N −u x and ( ( + 1))k N∗ −J x is obtained, 
*( ( + 2))k N −u x and ( ( + 2)),k N∗ − …,J x could be determined by 

equation (5) and (7), finally ( ( ))k∗u x and *( ( ))kJ x  is solved. 
Then solving ( ) ( ( ))u u xk k∗ ∗= with ( )x k , and putting ( )u k∗ into 
equation (1) so as to get ( 1) ( ( ), ( ))x F x uk k k∗+ = . By the same 
way, solving ( 1)u k∗ + by ( 1)x k + and ( ( 1))u x k∗ + , putting 

( ( 1))u x k∗ + into equation (1) , then we can easily 
get ( 2) ( ( 1), ( 1))x F x uk k k∗+ = + + , repeating this process [9], 
the optimal control sequence will be obtained 
as ( ) { ( ), ( 1),..., ( 1)}u u u uk k k k N∗ ∗ ∗ ∗= + + −� . 

However, the performance index function in this paper is 
non- quadratic, and the system is non-linear. Therefore, it is 
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hard to get an analytical solution of optimal control law by 
solving HJB equation. On the other hand, when dealing with 
discrete time dynamic programming by backward method, one 
has to calculate and save all *( ( ))kJ x and ( ( ))k∗u x of the 
sequence. Hence, it will meet difficulties when calculating 
finite-horizon optimal control problems by dynamic 
programming. 

III.  FINITE TIME ITERATIVE ADP ALGORITHM 

A. Formula derived for iterative ADP  
For any state ( )x k , the performance index function{ }Vi  

and control policy { }iυ in the iterative ADP algorithm are 
updated by recursive iterations. The iterative starts with 

0i = and the initial performance index function
0 ( ( ))=0kV x , the 

performance index function for 1i = is computed as 

}{

{ }

T
0(1 )

T

( )

( ) ( )+ ( ( ))+ ( ( ( ), ( )))

                     ( ( ), ( ))

             ( ) ( )+ ( ( ))   

                    

( (

 ( ( ),

)

( )

)

)

k

k

k Q k k k k

s t k k

k Q k k

s t k

k

k

=

=

=

= min

0

min

0

u

u

x x W u V F x u

. . F x u

x x W u

. . F x u

V x

 

T( ) ( )+ ( ( ( )))k Q k k∗= x x W u x              (10)  

Where ( )( ), ( )F x uk k∗ = 0 , let *( ) ( ( ))u xk kυ1= , then (10) can 
be written as  

}{ T
0( )1 ( ) ( )+ ( ( ))+ ( ( ( ), ( )))

           

( ( ))

        ( ( ), ( ))
k

k Q k k k k

s t k k

k =

=

min

0
u

x x W u V F x u

. . F u

V

x

x    

T
1( ) ( )+ ( ( ( )))k Q k k= x x W xυ               (11) 

where  
T

( )
( ( )) { ( ) ( )+ ( ( ))} 

k
k k Q k k1 = argmin

u
x x x W uυ   

 ( ( ), ( ))s t k k = 0. . F x u              (12) 

For 2 3 4i = , ... , the iterative ADP algorithm is updated as 
follows

}{ T
1( )

( ) ( ) (( ( )) ( )) ( ( ( ), ( )))iki k Q k k kk k−= + +min
u

x x VV W u F x ux      

T
1( ) ( ) ( ( ( ))) ( ( ( ), ( ( ))))i i ik Q k k k k−= + +x x W x V F x xυ υ (13)     

where 
T

1( )
( ( )) { ( ) ( )+ ( ( )) ( ( ( ), ( )))} i ik

k k Q k k k k−= +arg min
u

x x x W u V F x uυ (14) 

After i steps iteration, the performance index function 
sequence is obtained as 

1 1{ } ( )i i i−= �V V ,V , ,V and control policy 
sequence as 

1 1{ } ( ), ,i i i−= �υ υ υ υ . Note that in this case, each 
control sequence ( )u ⋅ will obey with different control policy, 
that is, for 0 1 1, ,i N= −� , control sequence ( )u i is obtained 
by iυ respectively. However, one could prove that ( ( ))i kV x  is 
limit to *( ( ))kJ x when i → ∞ . Therefore, the performance 

index function *( ( ))kJ x  in HJB equation will be replaced by 
the iterative performance index function ( ( ))i kV x while 
control policy ( )u x will be replaced by the iterative control 
policy. 

B. Convergence of iteration ADP 
Remark 1:  According to (2) and (13), we have 

   ( 1)
1( ( )) { ( ( ), ): }x

u
V x J x u u

k+i k
k

k+i k+i i
k ki+ k k += ∈min C    (15) 

Prove:  According to (13), we have 
T

( )
( ( )) { ( ) ( ) ( ( )))}i k i

k +i k i Q k i k i
+

= + + + +min
u

V x x x W u   

  ( ( ), ( ))k i k i+ + = 0s .t . F x u           (16) 

Thus, 
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T
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T

( )

T

( 1)
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( 2)
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(17) 

Then (17) could be written as   
T

1

T

T

( ( )) { ( ) ( ) ( ( ))

                   ( 1) ( 1) ( ( 1))
                  ( ) ( ) ( ( ))} 
                           ( ( ), ( ))=  

k i
k

i k k Q k k

k Q k k
k i Q k i k i

k i k i
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+ + + + + +
+ + + + +

+ +

min

0

�
u

V x x x W u

x x W u
x x W u

s .t . F x u

  

( 1){ ( ( ), ): }
k+i k
k

k+i k+i i
k kk += ∈min Cx

u
J x u u         (18) 

Thus (15) holds.  

Three theorems as well as a corollary are given in the 
following. For the proof in detail, see [10],[11].    

Theorem 1: Giving an arbitrary state vector ( )kx , assume 
there exist an integral i such that ( )

k

iCx ≠ ∅ , then ( 1)
k

iCx
+ ≠ ∅ , 

the performance index function ( ( ))i kV x is a monotonically 
nonincreasing sequence. i.e. 1i∀ ≥ 1( ( )) ( ( ))V x V xi ik k+ ≤ . 

Theorem 2: Giving an arbitrary state vector ( )kx ,Define 
the performance index function ( ( ))k∞V x as the limit of the 
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iterative function ( ( ))i kV x , i.e.,  

( ( )) ( ( ))ii
k k∞ →∞

=V x V xlim               (19) 

Thus,  
T

( )
( ( )) { ( ) ( ) + ( ( )) ( ( 1))}min

u
V x x x W u V x

k
k k Q k k k∞ ∞= + +  (20) 

Theorem 3: Define the performance index 
function ( ( ))k∞V x as (13), assume the state ( )kx is controllable, 
then the performance index function ( ( ))k∞V x equals the 
optimal performance index function *( ( ))kJ x , i.e. 

*( ( )) ( ( ))V x J xii
k k

→∞
=lim            (21) 

Corollary 1: Assume the system state ( )kx is admissible 
controllable and the performance index function is defined in 
(13), and Theorem 3 holds, then the iterative control 
law ( ( ))i kxυ converges to the optimal control law *( ( ))ku x . 

IV. �-OPTIMAL CONTROL ALGORITHM 

A. �-Optimal Control 
In order to get the limit of the performance index 

function ( ( ))i kV x , iterative ADP algorithm (10) is need to 
perform, optimal control law *( ( ))ku x won’t obtain until 
i → ∞ . However, i is usually numbered in practical, 

*( ( )) ( ( ))ik k=J x V x  could not hold for any finite i . Therefore, 
error bound 	 is introduced for ( ( ))i kV x and *( ( ))kJ x in 
iterative ADP algorithm, so that the performance index 
function ( ( ))i kV x approximates to the optimal performance 
index function *( ( ))kJ x in finite number of steps. 

Definition 2: let ∞� be a controllable state set, 
( ) 0k ∞∈ >�x ,ε , then the number of iteration steps ( ( ))xK kε

for 
optimal control is defined as  

{ }*( ( )) ( ( )) ( ( ))x : V x J xiK k i k k= − ≤minε ε      (22) 

( ( ))xK kε
refers to the length of control sequence reaching 

equilibrium point from ( )x k , since ( )x k ∞∈ � ,thus 
*( ( )) ( ( ))ii

k k
→∞

=V x J xlim . Therefore, there exists a finite i such 

that 

     *( ( )) ( ( ))V x J xi k k− ≤ εε               (23) 

holds. Thus{ }*( ( )) ( ( ))V x J x: i k ki − ≤ ≠ε ∅ ,so that ( ( ))xK kε  

is defined. 

Definition 3:  let ( )x k ∞∈� be a controllable state vector, 
for any 0>ε , if *( ( )) ( ( ))V x J xi k k− ≤ εε  holds for the 

iterative control law ( ( ))xi kυ , then the ( ( ))xi kυ  is defined as 
a 	-Optimal Control ( ( ))k*

� x� , i.e. 

T

( )
1

( ) ( )+ ( ( ))
( ( )) ( ( ))

+ ( ( ( ), ( ( ))))i k
i

k Q k k
k k

k k−

� �
= = � �

� �
argmin*

� u

x x W u
x x

V u x
�

F x
υ    (24)       

B. Summary of the � -Optimal Control Algorithm 
Step A1. Giving an initial state ( )x k and an error bound . 
Step A2. Set 0i =

0 ( 0( ))xV k = and ) 0( ( )xK k =ε
. 

Step A3. Calculate 1( ( )) ( )x uk k∗=υ by (12). 
Step A4. For 1i = , calculate 1( ( ))V x k by (11). 

Step A5. Set 1i i= +  and ( ( ))xK k i=ε  
Step A6. For 2 3i = �, , , calculate ( ( ))xi kυ by (14), 
calculate ( ( ))V xi k by (13). 
Step A7. If

1( ( )) ( ( ))V Vx xi ik k+ − ≤ εε , go to step A8; 
then ( ( ))xK k i=ε is the number of optimal control steps, 
	-optimal control law is ( ( )) ( ( ))ik k=*

� x� x υ .otherwise, go to 
step A5. 
Step A8. Stop. 

V. SIMULATION STUDY 

A. �-Iterative ADP Algorithm for Saturating Actuator 
Consider the following nonlinear system 

( ) ( )) (1 ( ( ) ( ))x x x uk f k g k k+ = +          (25) 
where 

2
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The performance index function is  

( ) { }
1

( ), ( ) ( ) ( )+ ( ( ))
k N

i k
k i Q i i

+ −

=

⋅ = �J x u x x W uT        (26) 

Neural networks are used to implement the iterative ADP 
algorithm in [7],[9],[10] with its good function approximating 
characteristics. The structure diagram of the iterative ADP 
algorithm using Neural-Network approximate function is 
shown in figure 2. In the diagram, critic neural network is 
used to approximate function ( )iV x , action neural network is 
used to control law ( ( ))xi kυ , gradient descent algorithm is 
used to adjust the weight by neural network training rule, the 
approximate proof and formula derivation can be checked in 
[7],[9],[12]. The critic network and the action network are 
chosen as three-layer back-propagation (BP) neural networks 
with the structures of 2–10–1 and 2–10–2. According to 
	-optimal control algorithm, let 310−=ε , the initial state is 
chosen as [ ]( ) 1 1k Τ= −x , , learning rate 0.05=α . For each 
iterative step, the critic network and the action network are 
trained for 100 iteration steps so as to guarantee the neural 
network training error is less than 610− . 
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Figure 2.  The structure diagram of the iterative ADP algorithm using 

Neural-Network approximate ( )iV x and ( )i xυ  
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Figure 3.  The convergence process of the cost function  
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Figure 4.  The error of neural-network approximate cost function 

Simulation result in Figure 3 shows the iteration 
convergence process of the cost function ( ( ))V xi k . 
When 30i = , *( ( )) ( ( ))V x J xi k k− ≤ εε  holds, thus 	 optimal 

control law *�ε
is obtained in finite step ( ( ) 30)xK k i= =ε . Besides, 

Figure 3 also shows that ( ( ))V xi k satisfy the monotonically 
nonincreasing and constringency property in Theorem 1 
since

1( ( )) ( ( ))V xVxi ik k+ ≤ . Figure 4 shows the error of 
neural-network approximate cost function. In order to verify 
the control law *�ε

obtained by 	-iteration algorithm, the state 
trajectories and the optimal control trajectories are shows in 
Figure 5 and Figure 6 for the state [ ]( ) 1 1x ,k Τ= − , Figure 7 
shows the state trajectories in 3d space performance. Notice 
that the state has been control in stable within finite step 

30fT =  showed in Figure 6, which satisfies the theory, on 

the other hand, the control output 1 1 0 5u u≤ = .

2 2 1u u≤ =  in Figure 6 shows that control output signal 

actuator keeps under the constraints ≤ Au . 
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Figure 5.  The state trajectories     
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Figure 6.  The optimal control trajectories 

0
10

20
30

1

1.5

2
-1

0

1

Time Steps

x1
x2

 
Figure 7.  The state trajectories in 3d space performance 

B. Comparison of simulation 
In order to contrast with the controller with saturating 

actuator, the state trajectories without actuators saturation is 
showed in Figure 8 and the optimal control trajectories 
without actuators saturation is showed in Figure 9. In Figure 9, 
control output satisfy

1 0 5.u ≥ ,
2 1u ≥ , thus the control signal 

will be distorted with saturating actuator, while it keeps under 
the constraints in Figure 6. Comparing results with Figure 6 
and Figure 9, result shows that 	-Iterative adaptive dynamic 
programming works effective for finite-horizon optimal 
control scheme for nonlinear systems with saturating actuator. 
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Figure 8. The state trajectories without actuators saturation   
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Figure 9. The optimal control trajectories without actuators saturation 

VI. CONCLUSION 
In this paper, a functional performance index function was 

used to deal with saturating actuator control with constraints 
effectively. Furthermore, discrete HJB equation of nonlinear 
systems was derived. Finite horizon iteration ADP algorithm 
for control with saturation was developed via mathematical 
analysis. Finally the finite-horizon optimal control was 
obtained by the 	 iterative adaptive algorithm. 
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Abstract - This paper presents a method for actively controlling 
torsional vibrations in rotating machines caused by angle-
dependent parameters. The work is motivated by rotating 
machines with crank or cam gear mechanisms that cause 
fluctuations in the angular speed when the machine is driven by 
a constant load torque or when the speed is controlled with 
conventional controllers. A very general model for such a system 
is introduced and used to derive a control law by feedback 
linearization. With this control law, the speed fluctuations are 
completely eliminated and desired linear dynamics can be 
prescribed for the system. The method is tested in a simulation 
study with a model of a real industrial machine. Although the 
proposed method works well, the study is preliminary in the 
sense that the method has not been applied experimentally and 
its robustness has not been assessed. 

Active vibration control; Feedback linearization; Nonlinear 
control; Speed control; Torsional vibrations 

I. MOTIVATION 

There are different causes for torsional vibrations in drives. 
These vibrations can be the result of eccentric masses [1] or 
be excited by the propulsion itself, e.g. a combustion engine 
[2, 3, 4] or an electric drive [5, 6]. Another commonly 
occurring cause is the transformation of the rotational motion 
of the propulsion into a translational motion. This typically 
happens in a cam gear or a crank assembly and causes a 
periodically varying load torque. 

As an example, a simple crank assembly, which only 
includes a single oscillating mass, is shown in Fig. 1. The 
torque equilibrium for this example leads to the equation of 
motion given as 
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where T is the driving torque and all the other variables are as 
shown in Fig. 1. The displacement s  depends on the rotation 
angles  and � and is given as 
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 (2) 

The introduction of � �2d / dm s ��  as an angle depended 
parameter ( )J �  (which could be seen as an apparent, angle-
dependent, moment of inertia) leads to 

 21 d ( ) ( )
2 d

JT J� � � �
�

� 	� �� . (3) 

Even if a constant driving torque is applied to the system, 
the internal dynamics lead to nonlinear vibrations. This is due 
to the dependency of the parameters in the model describing 
the system on the rotational angle. 

 

 
Fig. 1  Schematic diagram of the crankshaft 

 
Such torsional vibrations are a well-known problem in 

industrial drives like rolling mill systems [7, 8], paper 
machines [9, 10] or turbo generators [11] and also in vehicles 
[2]. They lead to product quality problems like damage of 
machinery and a shorter lifecycle of the plant. 

Possible approaches for the attenuation of these vibrations 
are to change the inertia or to use damping elements, but this 
often has a negative effect on the dynamics of the machines. 
Because of these disadvantages several active control 
approaches to attenuate torsional vibrations have been 
proposed. In [12], a damping filter is implemented and in [13] 
a digital PI/PID controller is used to achieve active damping 
of the vibrations. In [14], an adaptive sliding neuro-fuzzy 
approach is suggested and in [15] sliding mode and force 
dynamics are considered. Active damping based on learning 
control is presented in [16]. In [4] the main target is to reduce 
the torsional vibrations of a crankshaft by adjusting the fuel 
injection duration by minimizing a cost function. 

Another way to control the dynamic system and attenuate 
the nonlinear behavior and prescribe linear system dynamics 
is to use the method of feedback linearization. In [17] and 
[18], feedback linearization control is used for improved fuel 
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consumption in combustion engines by using feedback 
linearization, but the afore-mentioned dynamical connections 
are only regarded marginally. In other fields, vibration control 
is the main aspect as in [19] where feedback linearization is 
used for active vehicle suspension control to reduce the 
vibrations. To the best of the authors' knowledge, however, 
no applications of feedback linearization to the problem 
considered in this paper have been reported in the literature to 
date. 

As mentioned above, the torsional vibrations can result 
from angle-dependent parameters in the system dynamics. 
The angle itself is also a state of the system. In order to make 
the method presented in this paper applicable to a wide range 
of systems, a very universal system description is introduced 
for systems with state-dependent parameters. The resulting 
description is very compact. With this description, it is very 
easy to derive a control law (which is given here only for 
systems with a relative degree of two, but can easily be 
extended). 

The remainder of this paper is organized as follows. The 
system description is introduced in Sec. II. The control law is 
derived in Sec. III. The control approach has been tested in 
simulation studies for a model that corresponds to an 
industrial machine that is operated by an industrial partner 
with whom this study has been conducted. The obtained 
results are shown in Sec. IV. Some conclusions are given in 
Sec. V. 

II. SYSTEM DESCRIPTION 

Real industrial drives are more complex systems than the 
simple example discussed in the introduction. Often, they are 
composed of more than one crank assembly or cam gear or 
even combine both types. Furthermore, elasticity, damping 
and gear ratios have to be taken into account. 

Nevertheless, the final system description of such systems 
will still contain constant and angle-dependent parameters. 
Due to the rotational mode of operation, the angle-dependent 
parameters are periodic in the rotational angle (see for 
example, the parameter J�  for the example considered in 
Sec. IV shown in Fig. 2).  

 
Fig. 2  Parameter J over the rotation angle �2 

These angle-dependent parameters can then be expanded 
into a Fourier series. Here, the exponential Fourier series is 
used for an easier handling of the derivatives. Expanding 
system parameters into Fourier systems is quite common for 
describing rotational systems (see, for example, [2], [4] and 
[20]). 

The system dynamics are described by the nonlinear state-
space model 

 ( ) u� 	x A x x B� , (4) 
where x is the state vector, u the input of the system and y the 
output. The “system matrix” ( )A x  is assumed to depend on 
linear combinations of the state vectors according to 
 � � � �T T T T

0 1 1( ) ,..., ,...,N N� 	 	A x A A v x v x A v x v x	 . (5) 

The matrix 0A  is constant (and therefore, corresponds to the 
“linear part” of the system dynamics), the matrix A  depends 
periodically on linear combinations of the state vector and the 
matrix A	  depends periodically and linearly on the linear 
combinations of the state vector. 

The matrices ( )A x  and ( )A x	  in the model are expressed 
as 
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and 
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 (7) 

Here, �  stands for the Kronecker product [21], L is the 
order of the Fourier series and N the number of the linear 
combinations of the state vector that the matrices depend 
upon. The linear combinations are expressed as T

pv x  with 
1, ,p N� � . 

The matrices ,l �M  and , ,h l �M	  result from expanding the 
periodic system parameters into Fourier series. Since the 
exponential Fourier series representation is used, it holds that 

 , , , , , ,Re Re , Re Rel l h l h l� � � �� �� �M M M M	 	  (8) 
 , , , , , ,Im Im , Im Iml l h l h l� � � �� �� � � �M M M M  (9) 

and 
 ,0 , ,0Im , Im .l h l� �0 0M M  (10) 
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III.  DERIVATION OF THE CONTROL LAW 

Consider a completely controllable SISO system of the 
form already introduced above, namely 

 ( ) u� 	x A x x B�  (11) 
with the output equation 

 y � Cx . (12) 
The first step in the derivation of the control law in 

feedback linearization consists of differentiating the output y 
until the input signal u shows up in the derivative. The 
amount of times the output has to be differentiated is known 
as the relative degree. In the following, it is assumed that the 
relative degree is two. 
The first derivative of y with respect to the time t is 

 ( )y u� � 	C x CA x x CB�� . (13) 
Since the relative degree is two, it holds that 

 0�CB . (14) 
The second derivative is then given by 
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To obtain the second derivative of y, the derivative of A with 
respect to the time t is needed. Using standard rules from 
matrix differential calculus [21], the time derivative of A 
follows as  
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From the system description (5), the derivative of A with 
respect to the transposed state vector x follows as 
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Since 0A  is constant, it follows that 
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Using the matrix chain rule and the matrix product rule 
[21], the second and the third term on the right hand side of 
(13) become 
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To calculate these derivatives, the derivatives of the 
matrices ( )A x  and ( )A x	  with respect to T

pv x  are required. 
These derivatives can be easily calculated from (6) and (7) 
and are given as 
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and 
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From (21) and (22) the advantage of the description in the 
introduced matrix notation becomes obvious because the 
matrices remain unchanged since their elements are constant. 
Only the vectors including the exponential functions of the 
Fourier series and the second factor of the Kronecker product 
change due to the differentiation. 

With (16) to (22) all necessary expressions are given to 
compute the control law 
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which can be calculated from (15). Applying the control law 
(23) leads to the resulting closed loop dynamics described by 

 1 0y y y w� � �� � � 	�� �  (24) 

and 
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As mentioned above, the derivation shown here is for 
systems with a relative degree of two. An extension to 
systems with a higher relative degree is fairly straightforward. 

 

IV.  SIMULATION STUDIES 

The control design described in the previous section is 
applied to an industrial machine in a simulation study. A 
schematic diagram of the model is shown in Fig. 3. 

Fig. 3  Schematic diagram of the industrial machine (belt not shown) 
 
The dynamics of this model are described by 

 1 1 1 ,J T T� � ���  (25) 

 � � � � 2
2 2 2 2 2J J T� �� � � �	 ��� �  (26) 

with 

 � � � �1 1 1 2 1 1 2 ,T k i d i� � � �� � 	 �� �  (27) 

and 

 2 1T iT� . (28) 

In this model, T is the driving torque generated from an 
electrical machine (not included in the model) and T1 and T2 
are inner torques that are transmitted through a belt drive (not 
shown in the diagram) with gear ratio i; �1 and �2 are the 
rotation angles of the drive side and the load side; J1 is the 
moment of inertia at the driving end, k1 is the stiffness and d1 
the damping of the system; J and J� are angle-dependent 
parameters that can be calculated from the construction data 
of the machine and were provided by an industrial partner 
that manufactures this type of machine. The variations of the 
parameters J over the angle �2 and J� over the angle �2 are 
shown in Fig. 2 and Fig. 4, respectively. 

 
Fig. 4  Parameter J� over the rotation angle �2 

If the system is driven by a constant input torque, the 
resulting angular speed fluctuates around a mean value. This 
undesirable behavior is shown in Fig. 5. The potential of 
standard cascaded PID/PI speed control for reducing these 
oscillations is limited. The tuning of PID/PI control for such 
systems is difficult since certain settings of the controller 
parameters can even amplify the oscillations in certain 
operating conditions. 

The system equations can be written as the state space 
model given by (11) and (12) with 
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A x  (30) 

  !T
10 1/ 0 0J�B , (31) 

and 
  !0 0 0 1 .�C  (32) 

 
Fig. 5  Angular speed 2��  if the system is driven by constant torque 

 
From (30) it can be seen that the behavior of the considered 

system depends on the rotation angle 2�  which corresponds 
to the state x3 and its derivative 2��  which corresponds to the 
state x4. 

For this system the state space representation of the form 
introduced in Sec. II becomes 

 � �T T T T
0 1 2 1 2( , ) ( , ) u� 	 	 	x A A v x v x A v x v x x B	�  (33) 

 y � C x , (34) 
with the vectors  

  !T
1 0 0 1 0�v  (35) 

and 

  !T
2 0 0 0 1�v  (36) 0
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the relevant states x3 and x4 can be selected. Thus, 2N � . 
From the system matrix in (30) the linear part of the system 

matrix can be read off directly and gives 

 1 1 1 1 1 1 1 1
0

0 1 0 0
/ / / /

0 0 0 1
0 0 0 0 .

k J d J ik J id J
� �
� �� �� ��
� �
� �
� �

A  (37) 

As introduced in (5), the nonlinear parts of (30) are divided 
into a part A  with a harmonic dependence on the states and 
A	  with a harmonic and a linear dependence on the states. 

These nonlinear parts can be represented by a Fourier series. 
The matrix coefficients ,l �M  for the matrix A  in (6) are 

obtained as 

1,

2 2
1 1 1 1

0 0 0 0
0 0 0 0
0 0 0 0

ik m id m i k m d i m

�

� � � �

� �
� �
� �� � �
� �

� �� �� �

M  (38) 

and 

 

2,� �M 0 , (39) 
where the scalars m �  are the coefficients of the Fourier 
expansion of 1J�

� . Similarly, the matrix coefficients for A	  in 
(7) are obtained as 

 
2,1,

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 m

�

�

� �
� �
� �� � �
� �
� �� �

M	

	

, (40) 

 
1,1, 1, 2, 2, 2,� � �

� � �M M M	 	 	 0 , (41) 

where the scalars m �	  are the coefficients of the Fourier 
expansion of /J J� � . Fourier series of eight order are used, 
that is, 8L � .  

The simulated control result for the model of the industrial 
machine is shown in Fig. 6. The effects of the nonlinearities 
are attenuated by the calculated control law with feedback 
linearization. Also the desired linear behavior as a second 
order system is achieved. 

 
Fig. 6  Step response of the controlled nonlinear system 

 
In Fig. 7 it can be seen that the angular speed at the drive 

side is still fluctuating while the angular speed at the load side 
is constant. 

Fig. 7  Fluctuating angular speed 1��  at the drive side (related to the load side 

by including the gear ratio i) and constant angular speed 2��  at the load side 

 
The control signal for the considered system to achieve the 

desired behavior is shown in Fig. 8. No calculations are 
needed to obtain the derivatives and the control law since the 
matrix coefficients can be simply plugged into the 
corresponding equations and the control law is readily 
obtained.  

Fig. 8  Control signal to achieve the desired behavior on the output 
 

V. SUMMARY AND CONCLUSION 

In this paper, the active control of speed fluctuations in 
rotating machines has been considered. After a simple 
motivating example, a very general state-space description of 
the considered systems was introduced. With this system 
description, it is very easy to derive a control law that 
eliminates the speed fluctuations and results in a second-order 
linear dynamics for the controlled system. The proposed 
control law has been applied to a model that represents the 
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behavior of an industrial machine that shows undesired speed 
fluctuations. To the best of the authors knowledge, this is the 
first time that feedback linearization has been used for active 
vibration control for such systems. 

The steps that need to be carried out in the control design 
process consist of transforming the model equations into the 
general form. This involves reading off entries from the 
model equations and expanding periodic model parameters 
into Fourier series. This can be easily done using the standard 
discrete Fourier transform. 

Although the simulation results show that the approach 
works well (as predicted by theory), it is stressed that this is a 
preliminary study. The setup considered here corresponds to 
an ideal case (noise free measurements, no actuator and 
sensor dynamics included, all system parameters exactly 
known, all states available for feedback, continuous-time 
control possible). The applicability of this approach in more 
realistic cases will be investigated in future studies, where 
robustness issues (sensitivity to noise and model 
inaccuracies), implementation issues (discretization of the 
control algorithm) and extensions (including actuator and 
sensor dynamics, using an observer to reconstruct 
unmeasured state variables) will be investigated. The main 
contribution of this paper is the idea of using feedback 
linearization for the active control of torsional vibrations. 
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Abstract—This paper proposes a systematic adaptive sliding 
mode controller design for the decentralized system with 
nonlinear interactions and unmatched uncertainties. An adaptive 
tuning approach is developed to deal with unknown but bounded 
uncertainties/interactions. The sliding surface is designed which 
obviates the use of regular transformation, by solving a simple 
LMI-based optimization problem. The feasibility of the LMIs is 
also discussed in this paper. Finally, a numerical example is used 
to illustrate this method. 

Keywords-Decentralized control, sliding mode, unmatched 
unccertainties/interactions, adaptive control 

I.  INTRODUCTION 
Decentralized control has gained considerable attention in 

the literature for two decades. [1]-[9]. The main idea of 
decentralized control is to use only local information at the 
level of each subsystem in the controller for large-scale 
interconnected systems. This feature can overcome the 
limitations of the traditional centralized control or partial 
decentralized control [10] that requires large communication 
bandwidth to exchange information between subsystems and 
controller. The decentralized control has much simpler control 
structure and more practical approach than centralized 
controller.  

On the other hand, sliding mode control (SMC), as a 
powerful robust control method, has been widely 
researched,[11], [12]. When using sliding mode, there are two 
steps i). sliding surface design and ii). control law design. The 
system states will be driven to the sliding surface and be 
maintained on it. Once the system is running in the sliding 
surface, the system is insensitive to the matched perturbations 
(perturbations coming from input channels). Edwards and 
Spurgeon [11] develop their approach to the classical sliding 
mode control design algorithm by introducing a so called 
“regular form” to set up a decomposition comprising 
matched/unmatched state space components. This approach 
can be considered too complex for a single SMC system and 
this motivates the use of an alternative approach obviating a 
need for transformations, whilst still satisfying matching 
condition properties. 

Choi [12],[13] proposed another SMC approach in which 
the sliding surface can be designed by solving a simple LMI 
problem. Although no transformations are used Choi’s work is 

focused on SMC of single rather than decentralized control 
systems. The proposal here is to further develop Choi’s 
approach with application to uncertain decentralized systems. 

When applying sliding mode in the decentralized system, 
researchers consider the interactions as perturbations and try to 
eliminate or at least attenuate these perturbations. [9], [14]-
[15]. However, the sliding mode can only deal with matched 
perturbations and the upper bound of perturbations should also 
be known. In this case, researchers start trying to combine the 
sliding mode with other robust control methods to overcome 
the unmatched problem limitation [9]. Šiljak [3] proposes a 
feedback control using an LMI approach that can deal with the 
interactions no matter whether or not they are matched. Also 
the assumption of unknown interactions in [3] is more general 
which includes both linear and non-linear types of interactions. 
Kalsi [5], [6] uses the control method of [3] to develop a 
sliding approach to observer-based control. Although a lot of 
research has been done in this area [9], [14]-[16], the main 
contribution of this paper is to use the LMI-based work of Choi 
[12], [13] to construct a simpler and more general approach to 
decentralized control. This will also provide an efficient 
strategy for accounting for modeling uncertainty and 
subsystem interactions. Also the known upper bound limitation 
is removed by an adaptive mechanism in our work. Although 
this paper focuses on the state feedback strategy, output 
feedback control can be easily formulated as an extension 
based on the proposed method. Moreover, other robust 
improvements can be extended based on this approach. 

This paper is organized as follows. The basic assumptions 
are given and the design objective is proposed in Section II. 
Then the main results are given in Section III, where both the 
sliding surface and control law designs are represented. Also in 
Section III, the feasibility of LMIs is discussed and more 
constraints are proposed to improve the methods. A numerical 
example is given in Section V which demonstrates the efficacy 
of the techniques developed in this paper. Finally, the 
concluding remarks and further work are given in Section V. 

II. SYSTEM DESCRIPTION AND PROBLEM FORMATION 
Consider a class of perturbed large-scale systems which are 

comprise N-linked subsystems with uncertainties in the 
interactions. The dynamic equation of each subsystem is 
represented as: 

Zhen Huang’s research study at the University of Hull [2009-2012] is 
supported by the China Scholarship Council (CSC) and the Hull-China 
scholarship. 
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where  is the state variable of the i-th subsystem, 
 is the control input vector of the i-th 

subsystem, the matrix  is the system characteristic 
matrix, and the matrix  is the input matrix with full 
rank . And  is any uncertainty or disturbance in 
the input channel. The term  reflects the interaction of 
the i-th subsystem with other subsystems and the uncertainty 
dynamics associated with the i-th subsystem itself.  

We also assume the followings to be valid: 

1) All the pair  are controllable. 
2) All the state variables  are locally 

available for measurement for all time.  
3) The subsystem interactions are globally bounded, that 

is,  for some unknown constant . 
The interactions satisfy the same quadratic constraint as, for 
example [3],[5]-[7] , that is: 

 � ����

4) The external disturbance  is bounded by a known 
constant , i.e.  

The overall interconnected system can be rewritten in a 
compact form as: 

  (3��

where , , 
 and , and 

with the third assumption, the interconnections  are 
bounded as follows: 

 

where  is a bounding constant.  

Because all of the subsystems are stabilizable, it is easy to 
verify that the overall system is controllable.  

The objective is to design a totally decentralized sliding 
mode controller that robustly regulates the state of the overall 
system without any information exchange between the 
subsystems. And with this type of controllers, the overall 
system is robust to all the uncertainties and matched 
perturbations.  

III. MAIN RESULT 
It is well known that in SMC design, there are two steps: a). 

Sliding surface design and b) control law design. In this 
Section, the sliding surface is designed by an LMI and an 
adaptive control law is realised.  

A. Sliding surface design 
Define  as any basis of the null space of , i.e.  is an 

orthogonal complement of .  

Consider the following LMIs: 

Minimize i� , subject to , 
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(4) 

Assume that the sliding surface  is given by  

 � �!��

where  is a solution to the LMIs (4). This sliding surface is 
proposed in [12] 

Remark 1: we should note that  
because that the LMIs (4) is based on the overall system (3). 
Also the sliding surface . 
The  represents the sliding surface for the i-th 
subsystem.  

Theorem 1: Suppose the LMIs (4) have a solution  and 
the sliding surface is given by Eq. (5). Then once the sliding 
surface (5) is reached and maintained thereafter, i.e. 

 and  and hence the overall system is stable.  

Proof: Define a transformation matrix and its inverse 
matrix as described in [12] as 

� � � �"��

And the associated vector z is given as 

  (7��

where  and . And with the transformation 
(6), we can obtain a new state equation as: 

  (8��

where, 

 

 

And note that once the system is on the sliding surface and 
maintained there, , . In this case, the system 
is insensitive to all the matched uncertainties or disturbances 

. The state equation (8) then becomes: 
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  (9��

Now define a Lyapunov function for the system (9): 

 � ��#��

where P is a symmetric and positive definite (s.p.d) matrix.  

The time derivative of  along the trajectories of Eq. (9) is 
given by: 

                                                     (11) 

To obtain a quadratic form of (11), we use the following result 
in [16]: 

 

for any matrices (or vectors) X and Y with appropriate 
dimension. 
It follows that: 

� � �����

Also, from the Assumption 3), the interactions satisfy the 
quadratic form: 

� � ��$���

Because the system is in the sliding surface, . We 
can simplify the above inequality of interactions (13) as 

� ��%��

Substitute the inequalities (12) and (14) into (11), we have a 
quadratic form of the derivative of the Lyapunov function as 

� ��!��

The stabilization of system (9) requires that: 

 � ��"��

for all .  

The development of (16) leads to  

� ��&��

In this case, the problem is to find an s.p.d matrix P such that 
the inequality (17) is satisfied. By pre-multiplying and post-
multiplying the inverse matrix of P, we can simplify the 
inequality (17).  

Define , we have: 

�

We can easily find a matrix  which satisfies the s.p.d 
condition so that the above inequality becomes: 

� � ��'��

With Assumption 3), we rewrite the inequality (18) as: 

 

By defining  and using the Schur complement, the 
above inequality can be rewritten as the form of LMIs (4).      □ 

After solving the LMIs (4), we have the s.p.d matrix X 
which has the structure of . In this case, 
for each subsystem, the local sliding surface could be given by  

� � ��(��

B. Adaptive Control law design 
It has proved above that once the system reaches the 

sliding surface and is maintained on it thereafter, the control 
objective is achieved. In the following a sliding control law is 
designed to drive the system to the sliding surface. 

Introducing the control strategy for each subsystem: 

� ���#��

where,  

� �� � �����

where,  is a positive constant.  is the estimation of the 
upper bound of the interaction of i-th subsystem. 

Theorem 2: For each subsystem of the form (1) and the 
sliding surface (19), by applying the control law (20) and (21) 
to each subsystem, the overall system trajectory converges to 
the sliding surface  in finite time and is 
maintained on the surface, i.e. . Meanwhile, the 
system is insensitive to all the matched disturbances.  

Proof: To prove the reachability, we define the Lyapunov 
function with respect to the sliding surface as: 

� � �����

The matrix  satisfies the s.p.d condition since that 
is a s.p.d matrix and .  

Moreover, we define the estimation error . 
Since  is a constant, . 
Differentiating (19) with respect to time yields: 
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Then taking the derivative of the Lyapunov function (22) we 
have: 

�

(23) 

We can easily verify that , and on 
substituting (21) into (23), we have: 

 

��%��

which implies that the overall system will reach the sliding 
surface in finite time [11] and be maintained on it.  

Remark 2: Following [15], with the adaptive mechanism, 
we do not need to know the upper bound of the interaction. It 
is worthwhile noting that for the purpose of reducing the 
“chattering” around the switching surface, a commonly used 
approach is to substitute  in the SMC for , where  
is a small positive constant (the so called boundary layer) [11]. 
However, if we use the boundary layer method here,  
may keep growing in magnitude during sliding and the 
chattering will not be reduced since . In this case, we 
should modify our controller (20) to: 

��!��

C. Feasibility of LMIs and improvement 
A lot of literature only describe the LMIs and do not prove the 
feasibility of the LMIs. It is always reasonable to prove the 
feasibility when raising an LMI problem. To prove the LMIs 
(4), we should introduce a preliminary Lemma:  

Lemma 1 [13]: Given a symmetric matrix  and 
two matrices  and  where . 
Consider the problem of finding some matrix K such that: 

 
Denote by  and  the orthogonal complements of  and . 
Then the above inequality is solvable for K if and only if 

 
And the feasibility of the LMIs (4) is given by the following 
Lemma 2. 

Lemma 2: The optimization problem given by LMIs (4) is 
feasible if the pairs  are controllable for all the 
subsystems. 

Proof: Because the LMIs (4) are based on the overall 
system equation (3), we first need to prove the controllability 
of the overall system (3) It then follows that the overall system 
is controllable as all of the overall system eigenvalues are 
changeable by the local inputs, i.e. there are no fixed modes in 
this decentralized system. [1] Assume there is no actuator 
disturbance or no interactions in the overall state equation (3). 
In this case, there exists a control law  if and only if 
there exist an s.p.d matrix X such that: 

� � ��"��

As a consequence of the system controllability, we can always 
find a gain matrix K and an s.p.d matrix X satisfying (25), 
Moreover, we can restrict (26) to: 

� � ��&��

There also still exists a K and an s.p.d matrix X satisfying (27). 
Then by using Lemma 1, the following inequality is feasible: 

� � ��'��

Using the Schur complement in the LMIs (4): 

� � ��(��

Therefore, from (28) and (29), the solution of the LMIs (4) are 
guaranteed by the existence of a set of large enough          □ 
The LMI optimization problem given by (4) does not pose any 
restriction on the size of the matrix X. Consequently, the 
results of these two optimization problems may yield 
inappropriate results. For example, very small  and X result 
in very large S values. In this case, we can restrict X by posing 
a further constraint on  as: 

� � �$#��
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 are given constants for . Or equivalently: 

� � �$���

where, ,  are 
given constants. The upper bound of the parameters could also 
be defined in the same way. 

Remark 3: We should note that if the constants 
 are known, the optimization problem (4) becomes 

feasibility problem. By substituting  into (4), the 
solution of the LMIs is equivalent to finding a feasible 
solution X. However, the use of an optimization algorithm 
could still be appropriate to find a solution capable of dealing 
with potentially stronger interactions.  

For the purpose of improving the performance, here we 
introduce a modification to the LMIs in (4). By adding a -
stability constraint, the system satisfies  
for all solution trajectories x. Therefore, we can ensure a 
minimum positive decay rate after arriving sliding surface. 
Moreover, the larger the rate is, the earlier the sliding surface 
could be reached. Hence, the Eq. (4) could be rewritten as: 

    Minimize i� , subject to , 
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(32) 

where, . Other improvement of robust performance 
for the system (e.g. , etc.) could also be constructed 
based on this LMI approach. 

IV. NUMERICAL EXAMPLE 
In this Section, we illustrate the performance of the 

proposed decentralized controller with an example similar to 
the one used in [7]. This non-linear interconnected system 
model consists of three subsystems. The first subsystem is a 
second-order system and the others are third-order systems. 
Disturbance signals are also added to each subsystem. 

The dynamic subsystems are given by: 
 

 

 

where, , ,
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Choosing  and solving the optimization 
problem (4) and (29) results in 
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with this solution, we have the sliding surface matrices for 
each of the subsystems: 

 
 
 

Using the control law (25) and choosing  and  
for . The initial conditions , 

.  
 

 
Figure 1.  State responses for subsystem 1 
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Figure 2.  State responses for subsystem 2 

 
Figure 3.  State responses for subsystem 3 

 
Figure 4.  Sliding surface function for both subsystems 

Figures 1-2 show the state responses for the system. From 
Figure 4, the sliding surface is reached in finite time. 
Moreover, combine with Figure 3, we note that after reaching 
the sliding surface, the system is stable and insensitive to the 
disturbances. However, in the reaching phase, the system is 
sensitive to the disturbances. This is also one of the main 
disadvantages of sliding mode theory. 

V. CONCLUSION 
This paper proposes a simple and easy way to design a 
decentralized sliding mode system. The difference between 
the proposed approach and other decentralized sliding mode 
methods is that, this method requires the solution of only one 
LMI optimization problem in the sliding surface design, 

without a requirement for any unmatched and matched 
separation analysis. The mismatched uncertainties and 
interactions are handled well by the LMI approach. 
Meanwhile, all of the matched uncertainties and external 
disturbances are rejected by the SMC. The upper bound 
limitation of the uncertainties/interaction in the classical 
sliding mode design is removed by the adaptive mechanism. 
Other robust control methods could be easily extended based 
on this LMI approach. 
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Abstract—This paper presents a novel decoupling method
for multivariable systems with disturbances. In this method,
the undesirable coupling parts in each loop are treated as the
output disturbances. These disturbances, as well as the external
disturbances, can be actively rejected by the equivalent-input-
disturbance (EID) approach. The parameters of the controller
in each loop can be designed independent of each other. A
typical example demonstrates the simplicity in parameters design
and good performance in decoupling control and disturbance
rejection.

Index Terms—Decoupling control, linear systems, disturbance
rejection, state observer, equivalent-input-disturbance, pole as-
signment

I. INTRODUCTION

Multiple-inputs and multiple-outputs (MIMO) processes are
often encountered in industry, such as chemical reactor, con-
tinuous stirred tank reactor, et. al. Because of the interaction
between each control loop, the controller design for MIMO
system becomes a complex problem and the common single-
input single-output (SISO) control theories are not effective
for MIMO systems. However, the practical control engineers
are always accustomed to deal with the MIMO system loop by
loop, which requires the common SISO control methods, such
as PID control, optimal control. To solve such a problem, one
of the control strategies is trying to eliminate the interactions
between control loops, which is known as decoupling control.

The decoupling control theory has been well developed and
established for several decades. To measure the interaction of
the MIMO systems, Bristol [1] introduced relative gain array
method for the input-output pairings and controller design. For
linear systems, an effective approach to the internal model de-
sign [2] is proposed for decoupling stable square multivariable
process with delays. A transfer function matrix decoupling
approach is presented for the MIMO Smith Scheme [3].
Although many significant results have been proposed, the
decoupling performance is still desired to be improved and
some key problems, such as robustness, disturbance rejection,
and other practical concerns [4] continue to pose serious
challenges.

It is well known that the disturbance is of a primary concern
for control system design, and is even the ultimate objective.
This problem, in conjunction with decoupling control, has

attracted many researchers. Feedback control [5] may be
effective for reducing the disturbance and making disturbance
rejection tuning independent of the controller design, if the
disturbance is measurable. Due to the difficulties in obtaining
exact model or disturbance, decoupling control schemes are of-
ten constructed to estimate the cross-couplings and disturbance
at the same time; and a number of observer-based methods
are making progress. Such as the disturbance observer based
method (DOB) [6], the perturbation observer approach (POB)
[7], disturbance decoupling control [8] based on the active
disturbance rejection control (ADRC) [9] and so on. However,
DOB requires the inverse dynamics model and POB needs
the accurate model of the plant. The ADRC based decoupling
method overcomes some drawbacks of the existing methods.
However, the parameters in the resulting controller are usually
very complicated.

In an MIMO system, the output of one loop is always
the sum of all inputs actions. The actions of other loops
are the resource of the interactions and bring bad effect
on the stability and performance, which is just like output
disturbances occurring in this loop. Intuitionally, we may
think that if such ”output disturbances” can be fully overcame
or compensated, the output of one loop is only determined
by the relevant input, and then the MIMO system can be
well decoupled. One of the novelties of this paper is that,
we treat the undesirable coupling parts of each loop as its
output disturbances, and compensate them together with the
external disturbance. The equivalent-input-disturbance (EID)
approach [10], [11] is a relatively new disturbance rejection
method. It can reject more than one disturbance simultaneously
and compensate any kind of disturbance effectively without
knowing prior information. These important features motivated
us to design the decoupling controller using the EID-based
method.

This paper first constructs a configuration of the decoupling
control based on the EID approach. Then, the controller
parameters for each loop are designed independently. Finally,
simulation results are shown for validating the proposed
method.
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II. CONFIGURATION OF THE DYNAMIC DECOUPLING
CONTROL

Consider a linear time-invariant MIMO system. Let ri

and ui, i = 1, 2, · · · , n denote the reference inputs and
the control inputs, respectively. Suppose that the open loop
transfer function matrix of the process is described by

G(s) = [gij(s)]n×n (1)

Then for the i-th loop, the output is given by

yi =
n∑

j=1

gij(s)uj , i = 1, 2, · · · , n (2)

We divide it into two parts:

yi = gii(s)ui +
n∑

j=1,j �=i

gij(s)uj (3)

where gii(s) is regarded as the transfer function of the plant in
the i-th loop, the second term in the right hand side is treated
as a disturbance signal. So that it becomes an SISO system
with disturbances for each loop.

For clarity, we take a two-input two-output (TITO) system
as an example, as shown in Fig.1. For the plant g11, we only
need to design a controller c1 to reject the signal through g12,
as well as the disturbance d1. Similarly, one designs controller
c2. Due to this process, we can also notice that only the
diagonal elements of the transfer function are needed in the
compensation instead of the whole information.

For convenience, the processes are formulated in state-space
forms. Then the plant in the i-th loop is given by{

ẋi(t) = Aixi(t) + Biui(t) + Didi(t)
yi(t) = Cixi(t) + Φiϕi(t)

(4)

where Ai, Bi and Ci are matrices obtained by the transfer
function gii(s), i = 1, 2, · · · , n, Φiϕi(t) denotes the signal

n∑
j=1,j �=i

gij(s)uj , which need not to be known exactly, and

Didi(t) is the external disturbance.
Now, a transformation is required. For the output yi(t), there

must exist a matrix Ψi such that

yi(t) = Ci[xi(t) + Ψiϕi(t)] (5)

Let
x̃i(t) = xi(t) + Ψiϕi(t) (6)

Combing (5) and (6), the state equation (4) is derived as{ ˙̃xi(t) = Aix̃i(t) + Biui(t) + [Didi(t) − AiΨiϕi(t)]
yi(t) = Cix̃i(t)

(7)
where Didi(t)−AiΨiϕi(t) is regarded as whole disturbances
imposed on this loop.

An EID of the plant is defined to be a signal on the control
input channel that produces the same effect on the output as
disturbances do for all t ≥ 0. The EID of the disturbance must
exist under the condition that the plant does not have any zeros
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Fig. 1. Configuration of TITO decoupling control system
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on the imaginary axis [10]. Suppose that a disturbance dei(t)
is imposed on the control input channel of the i-th plant, then
(7) can be described as the following equivalent model{ ˙̃xi(t) = Aix̃i(t) + Bi[ui(t) + dei(t)]

yi(t) = Cix̃i(t)
(8)

Note that the same variable x̃i is used for both the state of
plant (7) and (8). This should not make confusion.

The configuration of the EID-based control system is shown
in Fig. 2. The controller ci in Fig. 1 is just designed using the
parts within the dashed line in Fig. 2. In this figure, the internal
model

˙̄xi(t) = Āix̄i(t) + B̄i[ri(t) − yi(t)] (9)
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is employed to improve the tracking precision, in which the
parameters are determined by the reference input ri(t). The
Luenberger observer{ ˙̂xi(t) = Aix̂i(t) + Biũi(t) + Li(yi(t) − ŷi(t))

ŷi(t) = Cix̂i(t)
(10)

plays a key role in the disturbance estimation.
Let

Δxi(t) = x̃i(t) − x̂i(t). (11)

[10] gives us the expression of the estimation value

d̂i(t) = B+
i LiCiΔxi(t) + ui(t) − ũi(t) (12)

where B+
i = (BT

i Bi)−1BT
i .

Then, a low-pass filter is used to select the frequency band
of the signal, e.i.,

L [d̃i(t)] = F (s)L [d̂i(t)] (13)

where L (·) is the Laplace transform and Fi(s) satisfies

|Fi(jω)| ≈ 1 (14)

for all ω ∈ Ω, where Ω is the chosen frequency band. Note that
each loop becomes an SISO system in the design, a first-order
filter

Fi(s) = 1/(Tis + 1) (15)

can work well.
Thus, d̃i(t) is just the estimated compensation of the whole

disturbances in the i-th loop. So that the control law is given
by

ui(t) = ũi(t) − d̃i(t) (16)

where the state feedback control law is

ũi(t) = Hix̄i(t) + Kix̂i(t) (17)

III. STABILITY ANALYSIS AND PARAMETERS DESIGN

Since the plant we considered in each loop may be influ-
enced by any of the reference input, we set

ri(t) = 0, i = 1, 2, · · · , n, di(t) = 0 (18)

for the i-th loop to guarantee that all the external inputs be
zero.

Then combining (4), (10), (11) and (18) yields

Δẋi(t) = −(Ai − LiCi)Δxi(t) + Bid̃i(t) (19)

and
d̂i(t) = B+

i LiCiΔxi(t) + d̃i(t) (20)

So the transfer function from d̃i(t) to d̂i(t) can be derived as

Gi(s) = B+
i (sI − Ai)[sI − (Ai − LiCi)]−1Bi (21)

In the EID-based control system, the state feedback design
does not influence the stability of the whole system. Therefore,
we have the following theorem.

Theorem 1: [10] For suitably designed Hi and Ki, the
control law (16) guarantees the stability of the i-th loop, if
Ai − LiCi is stable and

‖Gi(s)Fi(s)‖∞ < 1 (22)

where ||·||∞ denotes the upper bound of the maximum singular
value of the function.

Since the plant in each loop is controllable and observable,
the state feedback gains and the observer can be designed
independently [14]. This brings us great convenience for
parameters design.

As for the state feedback gains, the following augmented
system including the original plant and the internal model is
considered

δẋi(t) = Ãiδxi(t) + B̃iui(t) (23)

where

δxi(t) =
[

x̃i(t)
x̄i(t)

]
, Ãi =

[
Ai 0

−B̄iCi Āi

]
, B̃i =

[
Bi

0

]
(24)

Hi and Ki can be optimized by using a well-known linear
quadratic regulation (LQR) method [15]. The optimal state-
feedback control law is given by

u∗
i (t) = −R−1

i B̃T
i Piδxi(t) (25)

where Pi =
[

Ki Hi

]
is a solution of the Riccati equation

PiÃi + ÃT
i Pi + Qi − PiB̃iR

−1
i B̃T

i Pi = 0 (26)

Qi > 0 and Ri > 0 are diagonal matrices to be determined
by the coefficient matrices of the augmented system.

The Luenberger observer has an important function that
enables the coupling parts and disturbances to be compensated
for. It will achieve good performance and be easily operated
for a well designed gain Li. We use the well-known pole-
placement theory in this study instead of the perfect regulation
method in [10], no matter if the plant is stable. First, we need
to select a time parameter Ti that satisfies (14) for the low-pass
filter. Then Li can be obtained by the following procedure.

Observer gain design algorithm
Step 1: [14] For a prescribed ζ, 0 ≤ ζ ≤ 1, the expected

poles for the observer is chosen to be

λ1,2 = −ζσ ± j
√

1 − ζ2σ,

λk = −akζσ, ak ≥ 5, k = 3, · · · ,m (27)

Step 2: Choose σ in (27) and calculate the transfer function
Gi(s) in (21), such that (22) holds.

Step 3: Calculate the observer gain Li such that

λk(Ai − LiCi) = λk, k = 1, · · · ,m (28)

Remark 1: Only if the plant is observable, the expected
poles of the observer can be arbitrarily placed by the feedback
matrix Li. It is well known that the performance of the
observer is determined by the dominant poles λ1,2. In addition,
the following part proves that there must exist a large enough
σ such that (22) holds.
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It follows from (21) that

1/ ‖Gi(s)‖∞ =
∥∥∥G̃i(s)

∥∥∥
∞

(29)

where

G̃i(s) = B+
i [sI − (Ai − LiCi)](sI − Ai)−1Bi

Since lim
σ→∞ |λi| = ∞ (i = 1, · · · ,m), from (28), we have

lim
σ→∞ ‖Ai − LiCi‖∞ = ∞. For any fixed ω, the matrices jωI

and (jωI − Ai)−1 are constant matrices with finite norms,
respectively. So,

lim
σ→∞

∥∥∥G̃i

∥∥∥
∞

= ∞. (30)

Then, for a large enough σ, (22) holds. In view of the modeling
uncertainties, σ can be chosen a little large to handle the
uncertainties and guarantee the stability of the system.

Remark 2: In the design of the proposed method, the cou-
pling parts in each loop are treated as disturbances. In this case,
even if strong multivariable interactions occur, the stability of
the system will not be destroyed.

The controllers are designed loop by loop based on the
analysis above. Although every loop needs a controller as
discussed above, the parameters can be designed similarly
among all loops and be independent of each other.

IV. NUMERICAL EXAMPLE

The Wood-Berry model of a pilot-scale distillation column
[16] has been studied extensively. This section considers this
multivariable system with delay set to zero, which is shown
as ⎡⎣ y1(s)

y2(s)

⎤⎦ =

⎡⎢⎣ 12.8
16.7s+1

−18.9
21s+1

6.6
10.9s+1

−19.4
14.4s+1

⎤⎥⎦
⎡⎣ u1(s)

u2(s)

⎤⎦ (31)

Let the reference inputs be r1 = 1 and r2 = 1, which
were imposed at t = 0 s and t = 20 s, respectively. Then
a disturbance d1(t) = 0.4 was imposed on the first plant at
t = 40 s.

The proposed method is applied to this model. Since the
reference inputs are step signals, the parameters of the internal
models are chosen to be

Ā1 = Ā2 = 0, B̄1 = B̄2 = 1 (32)

As for the time constant T1 and T2, 0.01 will be suitable for
both of the filters.

For the first loop, let

Q1 = diag
{

1 1
}

, R1 = 1 (33)

Using LQR method yields

K1 = −1.0, H1 = 1.8233 (34)

Set ζ = 1 in (27) and choose σ = 20 in Step 2 of the observer
gain design algorithm. So that they satisfy (22). Then

λ1 = −20 (35)
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Fig. 3. The output responses for loop 1
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Fig. 4. The output responses for loop 2

Calculating the observer gain according to (28), yields

L1 = 19.9401. (36)

Similarly, for the second loop, choosing

Q2 = diag
{

1 1
}

, R2 = 1 (37)

and
λ2 = −20 (38)

yields
K2 = 1.0, H2 = −1.5255 (39)

and
L2 = 19.9306. (40)

The simulation results are shown in Fig.3 and Fig.4, re-
spectively. In Fig.3, after the second step input and the
disturbance being imposed, the peak to peak value (PPV) of
the response in loop 1 is still less than 0.01. It occurs in
loop 2 similarly; even the PPV at the beginning is only less
than 0.01. It can be seen clearly that the proposed method
achieves satisfactory performance in both decoupling control
and disturbance rejection.

V. CONCLUSION

A dynamic decoupling control method has been presented
for MIMO systems with disturbances. The undesirable cou-
pling parts and external disturbances in each loop are treated as
”disturbances”, respectively. So that these disturbances can be
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effectively compensated by using the EID-based approach. The
decoupling control and disturbance rejection can be carried
out simultaneity without knowing the prior information of
all the treated disturbances. Although every loop needs a
controller, the parameters design is still very simple and can
be independent of each other. Simulation results demonstrated
the good performance of the proposed method.
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Abstract— The problem of robust decentralization of uncertain 
inter-connected systems is concerned with the goal of de-coupling a 
Lipschitz non-linear systems into individual “decentralized” 
subsystems satisfying security and fault-tolerance objectives.  This 
work proposes a new strategy for robust decentralized control in 
which each subsystem uses an observer-based state estimate 
structure invoking an approach to separation principle recovery,
based on Integral Sliding Model Control (ISMC) with careful 
consideration of both matched and unmatched uncertainties arising 
from inter-connections and disturbances. The proposed design 
strategy for the linear observer and uncertainty de-coupling 
designs involves a single LMI. An example of 3 unstable inter-
connected non-linear systems is used to illustrate the power of the 
approach.1

Keywords Decentralized control, Integral sliding mode control 

I. INTRODUCTION

The study of control of non-linear inter-connected systems has 
received considerable interest in recent years [1], [2], [3].  Some 
research focuses on interconnected systems with uncertainties, 
e.g. unknown nonlinear interconnections and disturbances, 
presenting robustness design challenges involving control 
specifications for each subsystem. These systems are particularly 
difficult to design when faced with limitations arising from 
uncertainty matching conditions and lack of available state 
information [4]. 
In most cases the design of robust decentralized systems focuses 
on state feedback problems. However, in reality only output 
information is available and this adds a further challenge to the 
robust design problem.  It is often the case that the controller 
designs must depend to a degree on estimated states, and hence it 
is common practice in the literature to investigate the observer 
based feedback control approach with state estimates based on 
local information [5], [6]. In fact, the derivation of robust output 
feedback for decentralized control systems with uncertain inter-
connection remains a difficult challenge in the literature [7]. 
Observer-based strategies represent a commonly used way of 
dealing with output feedback design and there are two observer-
based control paradigms for decentralized systems. Firstly, a 
separate “decentralized” observer is designed for each subsystem, 
taking account of local information. The second approach 
involves the use of “inter-connected observers” [8] in which each 

1Eshag Larbah acknowledges funding support for his PhD scholarship from the 
ministry of education of Libya.

observer measurement and input information is shared with 
observers from other local subsystems. 
In many branches of control systems there is a need to 
compensate robustly for effects of system uncertainties or effects 
of input disturbances or even faults, to maintain required closed-
loop performance and stability. One such approach is the use of 
sliding mode control (SMC) in which the system dynamic 
behavior can be forced to be independent of inputs, and certain 
disturbances and modeling uncertainties, once the so-called 
sliding regime has been reached. Several studies of inter-
connected decentralized systems have focused on the use of SMC 
as a basis for solving robustness [9].  However, the classical 
approach to SMC requires (i) a reachability condition to 
guarantee that the SMC sliding or switching motion in state space 
can be reached from arbitrary initial conditions, and (ii) that two 
separate controllers be designed to achieve reachability and 
satisfy the sliding mode design objectives [10]. In the case of 
ISMC the requirements for both (i) & (ii) above are obviated, 
since the sliding motion is reached from initial time, making the 
use of ISMC very attractive for robust control of decentralized 
systems [11].
This paper focuses on the use of ISMC for decentralized control, 
based on state estimate feedback.  It is assumed that the local 
system states are not measurable and hence the decentralized 
observer approach outlined above is used as a part of a state-
estimate feedback design problem.  Decentralized observers are 
used as a part of the strategy to de-couple the effects of inter-
connections between subsystems. Although, each observer has 
linear feedback structure the observer-based control is formulated 
using a single LMI procedure to satisfy both Lyapunov stability
and performance of the augmented state space form of the 
observer-controller state space system.  This relates to the 
classical Separation Principle only in the sense that objective for 
each subsystem is to provide effective recovery of the Separation 
Principle and hence also effective decentralization. This is 
achieved through the use of the single LMI approach involving 
the feedback designs for each observer and controller [12].  The 
system description involves both matched and unmatched 
uncertainty components (arising from inter-connections and 
disturbance) and the paper deals with both forms of uncertainty.
The paper is structured as follows. Section II describes the 
problem formulation. Then section III considered the proposed 
control approach that includes output integral sliding mode 
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control (OISLMC) in the first part and LMI observer–based 
control design in the second part. Section IV describes a 
numerical example with three interconnected systems to illustrate 
the design approach and simulation performance.  Section V 
gives some conclusions. 

II. PROBLEM FORMULATION

Consider an interconnected system comprising subsystems 
described by: 

�            (1) 
where is the state vector,  are the control 
inputs and is the vector of system outputs. 
and  are known matrices of appropriate dimension. 

 represent the unknown time-varying interactions between the 
subsystems, containing matched and unmatched components. 
Hence,  where  is a matched component of 

and  is the unmatched components [13]. 
Dropping the subscripts in and using the identity 

 where ,
 and , then  where 

 contains the unmatched uncertainty components. 
 represents the subsystem unknown modeling 

uncertainties that satisfies the matching condition 
 are unknown,  is an unknown bounded process 

disturbance, denotes the actuator faults, where 
 and  with ,

means that the actuator is working perfectly and if 
the actuator has failed completely otherwise the fault is present. 
Assumptions: 

A1-The pair  is controllable and  is an 
observable pair. 

A2-  has full rank . 
A3-The initial state (  is bounded. 
A4- The  are Euclidean bounded norms as: 

where is a known 
nonlinear function [14].

A5- The  are bounded as:  where 
 are known Lipschitz constants [15]. 

A6- The  are Euclidean bounded norms as: 
 where  are known constants. 

A7-  are Euclidean bounded norms as: 
where  are known Lipschitz constants. 

All these assumptions are applicable for real control system 
problems, since all designs are made off-line. 
Following the assumptions above Eq. (1) becomes: 

                       (2) 
The control signal contains two components: 

                                                       (3) 
where  is responsible for stabilizing the system and affects 
the desired performance and decreases the affect of unmatched 
components where the state is not available.  is a 
discontinuous control responsible for rejecting the effects of 
matched components (uncertainties and actuator faults). 

III. CONTROL DESIGN
As described in (3) the subsystem control signal includes two 
parts with each part designed using a different method where (i) 

 is designed by output integral sliding mode control 
OISMC where the state is not available and only the estimated 
state is obtainable, and (ii)  depends on the estimated 
state as shown in Fig. 1. 

Figure 1 output control of interconnected systems via LMI+ISMC 

A.  OUTPUT INTEGRAL SLIDING MODE CONTROL 
(OISLMC) 

As outlined in Section 1 the integral sliding control can be used 
to remove the reachability problem. The output feedback case of 
integral sliding mode control can be developed by defining the 
following integral sliding switching surface: 

        (4)
where is a design freedom matrix that must satisfy 
the invertibility of   . 
The two ISMC design steps are as: 
1- Sliding surface design that satisfies the system performance 

and ensures that the system has required performance when 
the state trajectory is on the sliding surface. 

2- Appropriate discontinuous control to maintain the system 
trajectory close to or on the sliding surface. 

In the ISMC the design freedom of the integral action can be 
used to design a control law that satisfies the prescribed closed-
loop performance.  
The equivalent control  can be maintained on the sliding 
surface by forcing the time derivative of  in (4) to be 
zero-valued [16], i.e.: 

    (5) 
Then substituting (2) and (3) into (5) yields: 

                                                (6) 
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Hence, the so-called equivalent control for the output feedback 
case is: 

                                 (7) 
Substituting (7) into (2) gives the ith subsystem state equation as: 

                                   (8) 
From (8) the unknown matched uncertainties and actuator faults 
are completely nulled but the dynamics on the sliding surface 
contains the unknown unmatched uncertainties, disturbance and 
the state error. The unknown unmatched uncertainties and 
disturbances are multiplied by a matrix: 

To simplify the notation Eq. (10) can now be re-written as: 

(9) 
where  and is 
the estimation error.  The proposed discontinuous control is: 

                                                     (10)

The parameters  are chosen to reduce the amount of 
“chattering” of the motion around the sliding surface [15]. To 
satisfy subsystem stability the positive scalar  is chosen 
according to the following derivation: 

                                       (11) 

To ensure sliding motion let . Furthermore, the 
stability of the inter-connected system (1) is considered in terms 
of a positive definite summation of individual Lyapunov 
subsystems components as: 

: 

The derivative of the subsystem Lyapunov functions are:
             (12) 

Hence, from (4), (5) & (12) it can be shown that: 

                  (13)

which can be re-written as: 

(14)

Then, according to A4, A5, A6 & A7: 

                                              (15)

By suitable choice of in (11) then . 
To minimize of norms  and 
corresponding to the unmatched uncertainty and disturbances, 
respectively, the matrix  must be carefully chosen [13]. One 
choice is  which if substituted into (8) leads to the 
following:
(i) The term: , with ,

i.e.: 
                 (16) 
(ii) The term: 
             (17)  
Substituting (16) & (17) into (8) yields the subsystem dynamics 
during sliding: 

    (18) 
where and . 
From (18) it can be observed that the unknown unmatched 
uncertainties and disturbances have not been 
minimized. Hence, another method must be found to minimize 
these terms and to limit their influence on the subsystem 
dynamics. 

B. LMI OBSERVER-BASED  CONTROL DESIGN 

After designing the ISMC, the subsystem sliding dynamics are: 
                  (19) 

where  and 

The aggregated system dynamics are given by: 
                 (20) 

where: , 
, , ,

 and , where “
represents the block diagonal matrix. 
To develop a robust control law for the aggregate system 
consider a state estimate feedback of the form: 

                                     (21) 
where  is the decentralized system gain that 
stabilizes the system under a specific performance objective.  The 
design objective is to choose the gain  to minimize the effect of 

 on the system. Suppose further that  is the unknown 
input disturbance which satisfies the quadratic inequality: 

                                                        (22)
where  a positive constant. A suitable observer can 
estimate the aggregate system state  any suitable observer 
can be used. However, the observer subsystems are given by: 
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              (23) 

where  is the subsystem observer gain. The aggregate observer 
dynamics are thus: 

            (24) 

where  ,  and             

Subtracting (20) from (24) yields the state estimation error: 
                        (25) 

To check the stability of the observer-based closed-loop system 
the following candidate Lyapunov function is used: 

 where & . 
The time derivative of is thus: 

                                                                                (26) 
Substituting (21) and (20) into (26) and substituting (25) into 
(26): 

                          (27) 

The stability of subsystem (27) requires that 
. Equation (27) can then be re-written as: 
                                                                               (28) 

where:  and 

                              (29) 

To guarantee stability of the system (28) the matrix  must be 
negative-definite. 
Furthermore, Eq (23) can be rewritten as:  

                                                                                (30) 

where:  and . 

To combine (28) & (30) into a single inequality the so-called S-
procedure is now used [14]. 
If  and  can be considered as symmetric matrices 
then  and  . Hence, there is a number 

 where  and it follows that: 

                                                       (31)

Substituting  and  into (31) yields: 

                                                        (32) 

The inequality (32) cannot be solved via an LMI since it includes 
the term  to overcome this problem both sides of (32) must 

be multiplied by the matrix  where               

where  is a design parameter. 

Hence 

                                                      (33) 

Also, by making a partition of  into four parts: 
               (34) 

                                     (35) 

                                                   (36) 

(37)

The term  can then be described using [17] as: 
                                             (38) 

where  is used for tuning to get an acceptable response. 

   (39) 

By using the Schur complement (39) could rewritten as: 

                      (40)

Substituting  in (40) and also substituting (34), (35), 
(36) and (37) into (40) yields: 

(41) 
where and 
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Choose  , and substitute ,  and  , by 
using the Schur complement (41) is re-written as: 

                                                                                                (42) 
where  , 

. 
There are two approaches to solving the LMI (42) 
Algorithm 1: 
Minimize  subject to      ,  and (42). 
To minimize the gain magnitude the conditioning of the matrices 

 and  in terms of norm bounds  and 
are used as further inequality conditions [18]: 

where  and  are scalar variables, and by using the Schur 
complement inequalities (43) and (44) can be added to (42) as 
follows: 

and                             (43) 

Additional inequalities can be added to the matrices  and 
[18]. 

and                                       (44)

where  and  are scalar variables. 
Algorithm 2: 
Minimize  subject to   , ,
(42) , (43) and (44). 

IV. NUMERICAL EXAMPLE

Consider a numerical example consisting of three inter-connected 
nonlinear systems. 
Subsystem 1: 

  , , , ,

, and 

Subsystem 2: 
, , , , 

,  and 

Subsystem 3:  
, , , , 

,  and 

The systems without feedback are unstable. 
Simulation Results 
The continuous control  designed by LMI where the 
solution of Algorithm 2 yields the gains: 

 ,   and       

L1= , L2= , L3 =

where the value of the aggregate system tuning design parameter 
is  = 1.86 , where = = =5 and = = = 0.2 

All three subsystems without controls are unstable.  Fig.2 shows 
the response of all three subsystems using the output 
decentralized system (LMI+ISMC) with no faults. These results 
illustrate that the controllers give an acceptable response with 
stable subsystems. 

Figure.2 Three subsystems with controls and without faults    

Figure.3 States of 1st subsystem and its estimated 

Figure.4 States of 2nd subsystem and it’s estimated
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Figs. 3, 4 & 5 illustrate the simulation results of the states of 
every subsystem and their estimates when there are no faults 
(actuators and sensors). In all subsystems from these results, the 
estimated and true state values are almost identical, with a little 
difference at the start of the simulation responses. These 
estimated states are used as feedback signals to control the 
subsystems. 

Figure.5 States of 3th subsystem and its estimated 

For comparison with the results above, Fig.6 shows the response 
of all three independent linear subsystems using three separate 
observer-based controls to achieve output decentralized 
(LMI+ISMC) with no faults, no interconnections and no 
uncertainties. These results demonstrate very clearly the value of 
decentralized control approach described in the paper. 

Figure. 6 Three linear subsystems with controls and without ( faults + 
interconnections + uncertainties)  

V. CONCLUSION

A major challenge of the control of uncertain inter-connected 
systems is to remove or compensate for the effects of uncertainly 
and disturbances acting in the subsystems so that an ideal 
decentralization can be achieved. In the ideal case, the resulting 
hitherto inter-connected system now becomes a truly 
decentralized structure in which the subsystems can be designed 
independently. This approach to control of complex systems has 
important consequences for security and fault-tolerance, e.g.  if 
one subsystem fails then this failure does not influence the 
integrity of the remaining subsystems. 
It is assumed in this work that the subsystem states are not 
available for control and hence the outputs are used together with 
the classical notion of state estimate feedback to develop a 
strategy for decentralization. Hence, the output decentralized 
control is achieved via ISMC together with linear observer design 
to give robust performance for both matched and unmatched 
uncertainty and disturbances.  The design uses a single LMI to 
achieve stability of the aggregate system, minimization of 

matched/unmatched uncertainties and interactions and control 
performance specification. Whilst the design procedure is 
considerably complex the system implementation is nothing 
more than the ISMC and linear observers applied locally to each 
subsystem. 
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Abstract—This paper proposes a new variable gain controller
for a class of uncertain linear systems. The proposed variable gain
controller is based on optimal control for the nominal system
and consists of the optimal feedback gain and a time-varying
adjustable parameter which is designed so as to reduce the
effect of uncertainties, i.e. the proposed variable gain controller
can achieve good transient performance which is close to LQ
optimal control for the nominal system. In this paper, we show
sufficient conditions for the existence of the proposed variable
gain controller for uncertain linear systems. Finally, numerical
examples are presented.

I. INTRODUCTION

Robustness of control systems to uncertainties has always
been the central issue in feedback control and therefore for
linear systems with unknown parameters, a large number of
design methods of robust controllers have been presented
(e.g. [1] and references therein). For a system with structured
uncertainties, several quadratic stabilizing control laws have
also been suggested and a connection between quadratic
stabilization and H∞ control has been established[2]. It is well
known that for robust control for linear dynamical systems
with uncertainties, the concept of quadratic stabilization via
fixed quadratic Lyapunov functions plays an important role in
dealing with the controller design.

By the way in most practical situations, it is desirable to
design robust control systems which achieve not only robust
stability but also an adequate level of performance. Therefore
robust controllers achieving some robust performances such
as quadratic cost function, mixed H∞/H2 control, robust H2

control and so on have been suggested (e.g.[3], [4], [5]). Addi-
tionally, synthesis problems of robust controllers with variable
gain have also been tackled (e.g. [6], [7]). Yamamoto and
Yamauchi[6] proposed a design method of a robust controller
with the ability to adjust control performances adaptively.
In [7], an adaptive robust controller with adaptation mecha-
nism has been presented and the adaptive robust controller
is tuned on-line based on the information about parameter
uncertainties. Besides, we have proposed robust controllers
with adaptive compensation inputs[8], [9]. Although the robust
controllers in [8] and [9] can achieve not only asymptotical
stability but also satisfactory transient behavior, these robust
controllers include the additional dynamics of the nominal
system. Namely, these robust controllers are dynamic one and
their structure is more complex.

From these viewpoints, we propose a variable gain robust
controller based on optimal control for a class of uncer-
tain linear systems. The proposed variable gain controller
consists of optimal feedback gain designed by using the
nominal system and an adjustable time-varying parameter.
The adjustable parameter is designed so as to reduce the
effect of uncertainties. The proposed variable gain controller
can achieve good transient performance which is close to
the desirable trajectory generated by the nominal closed-
loop system. This paper is organized as follows. In Sec. II,
notation and useful lemmas which are used in this paper are
shown, and in Sec. III, we introduce the class of uncertain
linear systems under consideration. Sec. IV contains the main
results. Finally, numerical examples are included to illustrate
the results developed in this paper.

II. PRELIMINARIES

In this section, we show notations and useful and well-
known lemmas which are used in this paper.

In the sequel, we use the following notation. For a matrix
A, The transpose of matrix A and the inverse of one are
denoted by AT and A−1 respectively and rank {A} represents
the rank of the matrix A. Also, He{A} means A + AT and
In represents n-dimensional identity matrix and the notation
diag (A1, · · · ,AN ) denotes a block diagonal matrix composed
of matrices Ai for i = 1, · · · , N . For real symmetric matrices
A and B, A > B (resp. A ≥ B) means that A−B is positive
(resp. nonnegative) definite matrix. For a vector α ∈ �n,
||α|| denotes standard Euclidian norm and for a matrix A,
||A|| represents a its induced norm. The symbols “�

=” and “	”
means equality by definition and symmetric blocks in matrix
inequalities, respectively.

Furthermore, the following well-known lemmas are used in
this paper.

Lemma 1: For arbitrary vectors λ and ξ and the matrices
G and H which have appropriate dimensions, the following
relation holds.

He

{
λTGΔ(t)Hξ

} ≤ 2
∥∥GT λ

∥∥ ∥∥Hξ
∥∥

where Δ(t) ∈ Rp×q is a time-varying unknown matrix
satisfying

∥∥Δ(t)
∥∥ ≤ 1.

Proof: The above relation is easily obtained by Schwartz’s
inequality[10].
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( −Q− (1 + τ1)PBR−1BTP + (δτ1 + τ2) In Ξ (P)
	 −τ2Σ

−1
σ

)
< 0 (9)

Lemma 2: (S-procedure) Let F(x) and G(x) be two arbi-
trary quadratic forms over Rn. Then F(x) < 0 for ∀x ∈ Rn

satisfying G(x) ≤ 0 if and only if there exist a nonnegative
scalar τ such that

F(x) − τG(x) ≤ 0 for ∀x ∈ Rn

Proof: See Boyd et al.[11]
Lemma 3: (Schur complement) For a given constant real

symmetric matrix Ξ, the following arguments are equivalent.

(i) Ξ =
(

Ξ11 Ξ12

ΞT
12 Ξ22

)
> 0

(ii) Ξ11 > 0 and Ξ22 − ΞT
12Ξ

−1
11 Ξ12 > 0

(iii) Ξ22 > 0 and Ξ11 − Ξ12Ξ−1
22 ΞT

12 > 0
Proof: See Boyd et al.[11]

III. PROBLEM FORMULATION

Consider the uncertain linear system described by the fol-
lowing state equation (see Remark 1).

d

dt
x(t) =

(
A +

N∑
k=1

θk(t)Dk

)
x(t) + Bu(t) (1)

where x(t) ∈ �n and u(t) ∈ �m are the vectors of the state
(assumed to be available for feedback) and the control input,
respectively. In (1), the matrices A and B denote the nominal
values of the uncertain system of (1). The matrices Dk (k =
1, · · · , N) which have appropriate dimensions represent the
structure of uncertainties and the time-varying parameter vec-
tor θ(t) ∈ �N (θ(t) = (θ1(t), · · · , θN (t))T ) shows unknown
parameters which belong to the N -dimensional ellipsoidal set
expressed as

Δ
�
=

{
θ ∈ �N | θT (t)Σ−1θ(t) ≤ 1

}
Σ = diag

(
σ2

1 , · · · , σ2
N
)

.

(2)

where Σ ∈ �N×N represents the size of the ellipsoid. Beside
the nominal system, ignoring the unknown parameters in (1),
is given by

d

dt
x(t) = Ax(t) + Bu(t). (3)

In this paper first of all, we consider the standard linear
quadratic control problem for the nominal system of (3)
in order to generate the desired response for the uncertain
system of (1) systematically. Namely we define the following
quadratic cost function for the nominal system of (3).

J =
∫ ∞

0

(
xT (t)Qx(t) + uTRu(t)

)
dt (4)

where the matrices Q ∈ �n×n and R ∈ �m×m are posi-
tive definite. It is well-known that the optimal control input
minimizing the quadratic cost function of (4) is given by

u(t) = −Kx(t), where K ∈ �m×n represent the optimal
control gain matrix. Note that the closed-loop system matrix
AK

�
=A−BK is stable and the optimal feedback gain matrix

K ∈ �m×n is derived as K = R−1BTP where P ∈ �n×n

is unique solution of the algebraic Riccati equation

He

{
ATP}− PBR−1BTP + Q = 0. (5)

Now by using the optimal feedback gain matrix K ∈ �m×n

for the nominal system of (3), we consider the following
control input.

u(t)
�
= γ(x, t)Kx(t) (6)

where γ(x, t) ∈ �1 is a time-varying adjustable parameter so
as to compensate the effect of unknown parameters.

From eqs.(1) and (6), we have the closed-loop system

d

dt
x(t) = Ax(t) + Γ (x, t)θ(t) + γ(x, t)Kx(t). (7)

In (7), Γ (x, t) is a matrix expressed as

Γ (x, t) =
( D1x(t),D2x(t), · · · ,DNx(t)

)
. (8)

From the above discussion, our control objective in this
paper is to design the robust stabilizing controller which
achieves good transient performance for the uncertain closed-
loop system of (7). That is to design the time-varying ad-
justable parameter γ(x, t) ∈ �1 such that the closed-loop
system of (7) is robustly stable and achieves satisfactory
transient performance close to LQ optimal control for the
nominal system of (3).

Remark 1: In this paper, we consider the uncertain dy-
namical system of (1) which has uncertainties in the state
matrix only. The proposed design scheme of the variable
controller derived in next section can also be applied to the
case that the uncertainties are included in both the system
matrix and the input matrix. By introducing additional actuator
dynamics and constituting an augmented system, uncertainties
in the input matrix are embedded in the system matrix of the
augmented system[12]. Therefore the same design procedure
can be applied.

IV. MAIN RESULTS

In this section, we show a design method of the proposed
variable gain controller such that the uncertain system of (1)
is asymptotically stable.

The following theorem gives sufficient conditions for the
existence of the proposed controller.

Theorem 1: Consider the uncertain linear system of (1)
and the control input of (6).

If there exist the positive scalars τ1 and τ2 satisfying
the LMI of (9) then the adjustable time-varying parameter
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γ(t) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−

(
1 +

∥∥Σ1/2Γ T (x, t)Px(t)
∥∥∥∥R−1/2BTPx(t)

∥∥2

)
if xT (t)PBR−1BTPx(t) ≥ δxT (t)x(t)

−
(

1 +

∥∥Σ1/2Γ T (x, t)Px(t)
∥∥

δxT (t)x(t)

)
if xT (t)PBR−1BTPx(t) < δxT (t)x(t)

(10)

d

dt
V(x, t) = xT (t)

[
He

{
ATP}]

x(t) + 2xT (t)Γ (x, t)θ(t) + 2γ(t)xT (t)PBKx(t) (13)

d

dt
V(x, t) = −xT (t)

(Q−PBR−1BTP)
x(t) + 2xT (t)Γ (x, t)θ(t) + 2γ(t)xT (t)PBKx(t) (14)

d

dt
V(x, t) = −xT (t)

(Q−PBR−1BTP)
x(t) + 2xT (t)Γ (x, t)Σ1/2Σ−1/2θ(t) + 2γ(t)xT (t)PBKx(t)

= −xT (t)
(Q−PBR−1BTP)

x(t) + 2
∥∥Σ1/2Γ T (x, t)x(t)

∥∥ + 2γ(t)xT (t)PBR−1BTPx(t) (15)

d

dt
V(x, t) =

(
x(t)
ξ(t)

)T ( −Q + PBR−1BTP Ξ (P)
	 0

)(
x(t)
ξ(t)

)
+ 2γ(t)xT (t)PBR−1BTPx(t) (17)(

x(t)
ξ(t)

)T ( −Q + PBR−1BTP Ξ (P)
	 0

)(
x(t)
ξ(t)

)
+ 2γ(t)xT (t)PBR−1BTPx(t) < 0

s.t. xT (t)PBR−1BTPx(t) < δxT (t)x(t) and ξT (t)Σ−1
σ ξ(t) ≤ xT (t)x(t) (20)( −Q−PBR−1BTP Ξ (P)

	 0

)
< 0 s.t. xT (t)PBR−1BTPx(t) < δxT (t)x(t) and ξT (t)Σ−1

σ ξ(t) ≤ xT (t)x(t) (22)

γ(t) ∈ R1 is determined as (10). In (9), δ is a positive constant
selected by designers and Ξ (P) is a matrix given by

Ξ (P)
�
=

( PD1 PD2 · · · PDN
)
. (11)

Then the uncertain closed-loop system of (7) is robustly
stable.

Proof: By using the unique solution P ∈ Rn×n of the
algebraic Riccati equation of (5), we consider the following
quadratic function.

V(x, t)
�
=xT (t)Px(t) (12)

The time derivative of the quadratic function V(x, t) can be
written as (13). Additionally since the matrix P is the unique
solution of the algebraic Riccati equation of (5), The time
derivative of the quadratic function V(x, t) can be rewritten
as (14).

Now, we consider the case of xT (t)PBR−1BTPx(t) ≥
δxT (t)x(t). In this case using Lemma 1, we obtain (15). Here
we have used the relation of (2) and K = R−1BTP . Besides,
by using the adjustable time-varying parameter γ(t) of (10),
we find that the following relation holds.

d

dt
V(x, t) = − xT (t)

(Q + PBR−1BTP)
x(t)

< 0 for ∀x(t) �= 0 (16)

Next, we consider the case of xT (t)PBR−1BTPx(t) <
δxT (t)x(t) and then the time derivative of the quadratic
function V(x, t) of (14) can be described as (17). In (17),
ξ(t) is a n ×N -dimensional vector given by

ξT (t) =
(

θ1(t)xT (t) θ2(t)xT (t) · · · θN (t)xT (t)
)
.

(18)

Note that from the relation of (2) the following inequality for
the vector ξ(t) ∈ Rn×N is satisfied.

ξT (t)Σ−1
σ ξ(t) ≤ xT (t)x(t) (19)

In (19), Σσ = diag
(
σ2

1In, σ2
2In, · · · , σ2

N In

)
. One can see that

if the condition of (20) holds, then the following inequality is
also satisfied.

d

dt
V(x, t) < 0 for ∀x(t) �= 0 (21)

Thus we consider the condition of (20). By using the ad-
justable time-varying parameter γ(t) of (10), we have (22)
which is a sufficient condition for the inequality of (20).
Namely, if the condition of (22) holds, then the inequality of
(20) is also satisfied. Applying Lemma 2 (S-procedure) to the
condition of (22) and some trivial manipulations give the LMI
of (9). Therefore for the case of xT (t)PBR−1BTPx(t) <
δxT (t)x(t), if the LMI of (9) is feasible then the relation of
(21) is satisfied.

From the above discussion, the quadratic function V(x, t)
becomes a Lyapunov function and the uncertain linear system
of (1) is ensured to be stable. It follows that the result of the
theorem is true. The proof of Theorem 1 is completed.

Remark 2: In this paper, the quadratic function V(x, t) of
(12) is introduced and it becomes a Lyapunov function for
the uncertain system of (1). On the other hand, the quadratic
function V(x, t) of (12) is also a Lyapnov function for the
nominal closed-loop system, i.e. the standard LQ regulator.
Therefore, by selecting the design parameter δ ∈ R1 the pro-
posed controller can achieve the good transient performance
and adjust the magnitude of the control input, because the
Lyapunov function for the uncertain system of (1) and one of
the nominal system of (3) have same level set.
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d

dt
x(t) =

( −3.0 1.0
0.0 1.0

)
x(t) + δ1(t)

(
1.0 1.0
0.0 0.0

)
x(t) + δ2(t)

(
0.0 0.0
0.0 1.0

)
x(t) +

(
0.0
1.0

)
u(t) (23)

• Case 1) : δ1(t) =
√

3.0 , δ2(t) = −√
2.0

• Case 2) : δ1(t) =
√

3.0 × sin(5πt) , δ2(t) = −√
2.0 × cos(5πt)

(27)
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V. ILLUSTRATIVE EXAMPLES

In order to demonstrate the efficiency of the proposed
control scheme, we have run a simple example. Consider the
linear system with unknown parameters of (23) and we assume
that the parameters σ1 and σ2 in the matrix Σ ∈ R2×2 in (2)
are given by σ1 = 2.0 and σ2 = 5.0 × 10−1, respectively.

Firstly we select the weighting matrices Q and R such as
Q = 1.0 × I2 and R = 9.0 for the quadratic cost function
for the standard linear quadratic control problem, respectively.
Then solving the algebraic Riccati equation of (5), we obtain

K =
(

2.69892× 10−2 −4.17080
)

P =
(

1.66545× 10−1 2.69892× 10−2

	 4.17080

)
.

(24)

In this example, we consider the following two kinds of the
design parameters δ ∈ R1 in (9) .

• Σ∗
1 : δ = 1.0 × 102, • Σ∗

2 : δ = 4.0 × 105 (25)
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For these design parameters, solving the LMI condition of (9),
we have

• Σ∗
1 : τ1 = 1.00121× 10−7 , τ2 = 3.32679× 101

• Σ∗
2 : τ1 = 1.0 × 10−7 , τ2 = 4.13381× 101

.
(26)

Now in this example, we consider the two cases for the
unknown parameters in (27). Furthermore, the initial value
for the uncertain system of (23) and its nominal system are
selected as x(0) = x(0) =

(
1.0 −2.0

)T .
The results of the simulation of this example are depicted

in Figures 1 – 8. In these figures, “Case 1)” and “Case
2)” represent the time-histories of the state variables x1(t)
and x2(t), the control input u(t) and the Lyapunov function
V(x, t). Besides, “Desired” represents the desirable transient
behavior, the control input and the time-histories of the Lya-
punov function V(x, t) generated by the nominal system.

From Figures 1 – 4, we find that the proposed variable gain
controller (Σ∗

1 ) achieves good transient performance. However,
the proposed control input is excessive comparing with the
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nominal system. On the other hand, one can see from Figures
5 – 8 that although the error between the transient response
for the proposed controller (Σ ∗

2 ) and the one of the nominal
system is large, the control input in Σ ∗

2 is close to the desired
one. Namely, the proposed controller can adjust the transient
performance and the control input by means of selecting the
design parameter δ ∈ R1 in (10). Therefore the effectiveness
of the proposed variable gain controller is shown.

VI. CONCLUSIONS

In this paper we have proposed a new variable gain
controller for a class of uncertain linear systems. Besides,
by numerical simulations, the effectiveness of the proposed
controller has been presented. One can see that the crucial
difference between the existing results[8], [9] and our new
one is that the structure of proposed controller is simple and
the proposed variable gain controller can adjust the transient
performance and the control input by means of selecting the
design parameter.

The future research subjects are an extension of the pro-
posed controller to such a broad class of systems as uncertain
large-scale systems, uncertain discrete-time systems, uncertain
time-delay systems and so on.
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Abstract—This paper addresses the output regulation problem
for switched linear systems. When each regulation equation
has their own solution, we give a sufficient condition for the
output regulation problem to be solvable. Firstly, we give the
regulation equations of switched linear systems and the relation of
the transformed states between two consecutive switching times.
Secondly, the existence of a minimal average dwell-time for every
switching sequence is assumed, and by virtue of an appropriate
Lyapunov analysis, the output regulation is achieved. Our result
is of much less conservativeness.

I. INTRODUCTION

A switched system is a special kind of hybrid system
that consists of a family of continuous time or discrete-time
subsystems and a rule orchestrating the switching among the
subsystems [1]. This type of systems has wide applications in
many fields, for instance, stochastic control [2], fault tolerant
cooperative control [3], power systems [4], autonomous air-
craft control [5]. A lot of methods have been presented to study
stability and stabilization problems for switched systems, such
as the convex combination technique, the common Lyapunov
function technique, the multiple Lyapunov function method,
the switched Lyapunov function method and the average
dwell-time approach [6]-[9].

Output regulation is an important and interesting problem
in control theory. This problem aims to achieve asymptotic
tracking and disturbance rejection for a class of reference
inputs and disturbances, which generated by an exosystem,
besides closed-loop stability. Thus, the problem of output
regulation is more challenging than stabilization and has
attracted much attention. The problem for non-switched linear
systems was widely studied in [10]-[12]. For non-switched
nonlinear systems, there are also many results for the problem
[13]-[15].

It is well known that for a non-switched linear system, in
order to obtain the solvability condition for the output regula-
tion problem, we need to solve a group of regulator equations.
However, for a switched linear system, the solvability of the
output regulation problem is more difficult and complicated.

In order to get sufficient conditions for the problem, we need
to solve a family of groups of regulator equations. If this
family of systems has a common solution, then one can give
the solvability conditions for the problem of switched linear
systems. For instance, the problem for a class of switched
systems with disturbances is solved under the assumption
that the output regulation problem of a convex combination
system is solvable [16]. A necessary and sufficient condition
for the output regulation problem of switched systems under
an arbitrary switching signal to be solvable is obtained in [17].
In addition, the multiple Lyapunov function method is used to
solve the problem of output regulation for a class of discrete-
time switched systems in [18]. The optimal output regulation
is also guaranteed for the discrete switched linear system in
[19]-[20]. However, to the authors’ best knowledge, the output
regulation problem has not been investigated for different
coordinate transformations, which motivates the present study.

In this paper, for reducing the conservativeness, we consider
the regulation equations of each subsystem has its own solu-
tion. This means that each subsystem of the switched linear
system has the different transformation and complicates the
solvability of the problem. Based on this case, we fist give
the relation of the transformed states between two consecutive
switching times. Then, the existence of a minimal average
dwell-time for every switching sequence is assumed, and
by virtue of an appropriate Lyapunov analysis, the output
regulation is achieved.

This paper is organized as follows. Section 2 presents
the problem statement and preliminaries. In section 3, the
sufficient conditions for the output regulation problem to
be solvable are given based on full information feedback
controllers and error feedback controllers. Conclusion is stated
in Section 4.
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PROBLEM STATEMENTS AND PRELIMINARIES

Consider a switched linear system modelled by equations
of the form

ẋ = Aσ(t)x+Bσ(t)u+ Pσ(t)ω,
e = Cσ(t)x+Qσ(t)ω,

(1)

with the state x ∈ Rn, the control input u ∈ Rm, the switching
signal σ : [0,∞) → IN = {1, · · · , N} is a piecewise constant
function of time, the error variable e ∈ Rp, the exogenous
input variable ω ∈ Rr satisfying the following exosystem

ω̇ = Sω. (2)

We are in a position to state the output regulation problem
of the switched system (1).

Output regulation via full information. Given
{Ai, Bi, Pi, Ci, Qi, S} , i ∈ IN , find full information
controllers

u = Kix+ Liω (3)

and switching law σ(t) such that:
1. the system (1) with the controllers (3) is asymptotically

stable under the designed switching law σ(t) without distur-
bance input.

2. for each (x0, ω0), the solution (x(t), ω(t)) of

ẋ = (Aσ(t) +Bσ(t)Kσ(t))x+ (Pσ(t) +Bσ(t)Lσ(t))ω,
ω̇ = Sω

(4)

satisfying (x(0), ω(0)) = (x0, ω0) is such that

lim
t→∞(Cσ(t)x+Qσ(t)ω) = 0.

Output regulation via error feedback. Given
{Ai, Bi, Pi, Ci, Qi, S}, i ∈ IN , find error feedback controllers

ξ̇ = Fiξ +Gie,
u = Hiξ

(5)

and switching law σ(t) such that:
1. the system (1) with the controllers (5) is asymptotically

stable under the designed switching law σ(t) without distur-
bance input.

2. for each (x0, ξ0, ω0), the solution (x(t), ξ(t), ω(t)) of

ẋ = Aσ(t)x+Bσ(t)Hσ(t)ξ + Pσ(t)ω,

ξ̇ = Gσ(t)Cσ(t)x+ Fσ(t)ξ +Gσ(t)Qσ(t)ω,
ω̇ = Sω

(6)

satisfying (x(0), ξ(0), ω(0)) = (x0, ξ0, ω0) is such that

lim
t→∞(Cσ(t)x+Qσ(t)ω) = 0.

Remark 1. The system and the output regulation problem
for non-switched system are given in [21]. In [16], the system
model (1) and the description of output regulation problem are
presented for switched linear systems.

In what follows, we assume the exosystem (2) satisfies the
following assumption.

Assumption 1(A1) [22]. The system (2) is antistable, i.e.
all the eigenvalues of S have nonnegative real part.

Before obtaining the main results, we give a definition of
the average dwell time.

Definition 1 [23] [24]. For switching signal σ(t) and any
T ≥ t ≥ 0, let Nσ(T, t) be the switching numbers of σ(t)
over the interval (t, T ). If for any given N0 ≥ 0 and τa > 0,
we have Nσ(t, T ) ≤ N0 + (T − t)/τa, then τa and N0 are
called average dwell time and the chatter bound, respectively.

MAIN RESULTS

In this section, we will give the solvability conditions for the
output regulation problem for the switched linear system (1)
with the full information controllers and the error feedback
controllers, where the regulation equations for the switched
linear system (1) are given.

Now, we give a sufficient condition for the output regulation
problem to be solvable based on the full information feedback.

Theorem 1. If there exist Πi , Γi for ∀i ∈ IN , satisfying
the following equations

ΠiS = AiΠi +BiΓi + Pi,
0 = CiΠi +Qi,

(7)

and the system (1) with different coordinate transformation

x̃(t−k ) = x(t−k )−Πikω(t
−
k ),

x̃(t+k ) = x(t−k )−Πik+1
ω(t−k ),

(8)

and

x(t−k )−Πik+1
ω(t−k ) = Tik,ik+1

(x(t−k )−Πikω(t
−
k )), (9)

where Tik,ik+1
, k ∈ N , are given matrices, then under the

average dwell time

τa >
lnμ
λ0
, (10)

where

μ = sup
1≤i,j≤N

‖ P 1/2Ti,jP
1/2 ‖, λ0 = inf

1≤i≤N
λmin(Qi′)
λmax(P ) , (11)

and

(Ai +BiKi)
TP + P (Ai +BiKi) = −Qi′, (12)

the full information feedback controllers (3) solve the problem
of output regulation for the switched system (1).

Proof. Set Li = Γi − KiΠi , and consider the coordinate
transformation x̃ = x−Πiω. According to (7), the system (4)
is rewritten as

˙̃x = (Aσ(t) +Bσ(t)Kσ(t))x̃ = Ãσ(t) x̃,
ω̇ = Sω,
e = Cσ(t)x̃.

(13)

Therefore, the output regulation problem for the switched sys-
tem (1) is equivalently converted to the stabilization problem
of the system (13). According to (9), we have the relation of
the transformed states between the two consecutive switching
times t+k and t−k as follows

x(t−k )−Πik+1
ω(t−k ) = Tik,ik+1

(x(t−k )−Πikω(t
−
k )).
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We define the following Lyapunov function candidate

V (x̃) = x̃TPx̃, (14)

where P is a positive definite matrix satisfying (12). When
t ∈ [tk, tk+1), we have

V (t) ≤ exp

(
−λmin(Qik+1)

λmax(P )

′
(tk+1 − tk)

)
V (t+k )

≤ exp(−λ0(tk+1 − tk))V (t+k ).

Because the coordinate transformations are different, V (t+k ) 
=
V (t−k ). By virtue of the properties of the positive definite
matrices, there exist P

1
2 > 0 such that P = P

1
2P

1
2 , applying

(9), we obtain

V (t+k ) =‖ P 1/2x̃(t+k ) ‖2=‖ P 1/2Tik,ik+1
x̃(t−k ) ‖2

≤‖ P 1/2Tik,ik+1
P−1/2 ‖2‖ P 1/2x̃(t−k ) ‖2

≤‖ P 1/2Tik,ik+1
P−1/2 ‖2 V (t−k )

≤ μV (t−k ).

Based on the above inequalities, we have

V (t+k+1) ≤ μ exp(−λ0(tk+1 − tk))V (t+k ). (15)

Repeating the inequality (15) from k = 0 to k = Nσ−1 yields

V (t−) ≤ V (tNσ ) ≤ μNσ(t) exp(−λ0t)V (0).

According to Nσ(T, t) ≤ N0 + T−t
τa

, we get V (t−) ≤
μN0 exp

(
t
(

lnμ
τa

− λ0t
))

V (0). Then, the system (4) without
the disturbance input is asymptotically stable under the average
dwell time (10). Meanwhile, we get

lim
t→∞(Cσ(t)x+Qσ(t)w) = lim

t→∞Cσ(t)x̃ = 0.

Therefore, we can conclude that the output regulation prob-
lem is solved.

Remark 2. Note that, each group of regulation equations (7)
has their own solution for each subsystem, which leads to the
switched system has different coordinate transformations. The
above Theorem solves the problem of different transformations
for the switched linear systems.

Next, we give another sufficient condition for the problem
to be solvable via error feedback.

Theorem 2. If there exist Πi, Σi, Hi, Fi T̄i,j for ∀i, j ∈ IN ,
satisfying the following equations

ΠiS = AiΠi +BiHiΣi + Pi,
ΣiS = FiΣi,
0 = CiΠi +Qi,

(16)

and the system (1) with different coordinate transformations

χ̃(t−k ) = χ(t−k )− Π̄ikω(t
−
k ),

χ̃(t+k ) = χ(t−k )− Π̄ik+1
ω(t−k ),

(17)

and

χ(t−k )− Π̄ikω(t
−
k ) = T̄i,j(χ(t

−
k )− Π̄ik+1

ω(t−k )), (18)

where

χ̃ =

(
x−Πiω
ξ − Σiω

)
, χ =

(
x
ξ

)
, Π̄i =

(
Πi
Σi

)
,

then under the average dwell time

τa >
lnμ
λ0
, (19)

where

μ = sup
1≤i,j≤N

‖ P 1/2T̄i,jP
1/2 ‖, λ0 = inf

1≤i≤N
λmin(Qi′)
λmax(P ) , (20)

and

ĀTi P + PĀi = −Qi′, (21)

the error feedback controllers (5) solve the problem of output
regulation for the switched system (6), where

Āi =

(
Ai BiHi
GiCi Fi

)
.

Proof. Based on (16), we can rewrite the regulation
equations as follows

Π̄iS = ĀiΠ̄i + P̄i,
0 = C̄iΠ̄i +Qi,

(22)

where
P̄i =

(
Pi
GiQi

)
, C̄i =

[
Ci 0

]
.

Consider the transformations

χ̃ = χ− Π̄iω.

According to (22), the system (6) is rewritten as

˙̃χ = Āσ(t)χ̃,
ẇ = Sw,
e = C̄σ(t)χ̃.

(23)

For the switched linear system (23), we choose the Lya-
punov function as follows

V (t) = χ̃T (t)Pχ̃(t).

Similar to the proof of Theorem 1, we can show that the
problem of output regulation for the switched linear (6) is
solved under the switching law (20).

II. CONCLUSION

In this paper, the output regulation problem for switched
linear systems is investigated. The problem is difficult for
switched systems, therefore, the results are few. The different
coordinate transformations for switched systems is always a
complicated issue. Because once the coordinate transformation
is different, the Lyapunov function is discontinuous, and the
decreasing of the Lyapunov function is difficult to verify.
For switched linear systems, the problem can be solved by
common coordinate transformation, but the conservativeness
is always relatively large.

In this work, we address the output regulation problem
with the transformations of switching instant between the
consecutive time satisfying a relational expressions, based on
this relation, we solve the output regulation problem. We easily
know that when the disturbance and the state of the switched
systems are linearly dependent, the relational expressions
given in this paper is automatically satisfied. By virtue of this,
we can get that the conditions are easy to implement.
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The main contribution in this paper is that the output
regulation problem for the switched linear systems with d-
ifferent coordinate transformations is considered. Sufficient
conditions for the problem to be solvable are given based on
the average dwell time method. For the regulation equations
of the switched linear system, we suppose that each subsystem
has its own solution, which reduce the conservativeness.

Output regulation for switched systems is a complicated
and important problem. Further, studying a robust output
regulation problem for switched linear systems and switched
nonlinear systems is another task for future work.

ACKNOWLEDGMENT

This work was supported by the National Natural Science
Foundation of China under Grants 61174073 and 90816028,
and Dogus University Fund for Science.

REFERENCES

[1] D. Liberzon and A. S. Morse, 1999. ”Basic problems in stability and
design of switched systems”. IEEE Control Systems Magazine, 19, pp.
59-70.

[2] L. G. Wu, Daniel W.C. Ho and C.W. Li, 2011. ”Sliding mode control of
switched hybrid systems with stochastic perturbation”. Systems & Control
Letters, 60(8), pp. 531-539.

[3] H. Yang, M. Staroswiecki, B. Jiang and J. Y. Liu, 2011. ”Fault tolerant
cooperative control for a class of nonlinear multi-agent systems”. Systems
& Control Letters, 60(4), pp. 271-277.

[4] S. M. Williams and R. G. Hoft, 1991. ”Adaptive frequency domain
control of PWM switched power line conditioner”. IEEE Trans. on Power
Electronics, 6, pp. 665-670.

[5] J. M. Eklund, J. Sprinkle, and S. S. Sastry, 2011. ”Switched and
symmetric pursuit/evasion games using online model redictive control
with application to autonomous aircraft”. IEEE Trans. Control Systems
Technology, pp. 1-17.

[6] D. Cheng, 2004. ”Stabilization of planar switched systems”. Systems &
Control Letters, 51, pp. 79-88.

[7] J. Zhao and G. M. Dimirovski, 2004. ”Quadratic stability of a class of
switched nonlinear systems”. IEEE Trans. Auto. Contr., 49, pp. 574-578.

[8] J. Daafouz, P. Riedinger and C. Jung, 2002. ”Stability analysis and control
synthesis for switched systems: A switched lyapunov function approach”.
IEEE Trans. Auto. Contr., 47, pp. 1883-1887.

[9] J. L. Mancilla-Aguilar, 2000. ”A condition for the stability of switched
nonlinear systems”. IEEE Trans. Auto. Contr., 45, pp. 2077-2079.

[10] E. J. Davison, 1976. ”The robust control of a servomechanism problem
for linear time-invariant multivariable systems”. IEEE Trans. Auto. Contr.,
21, pp. 25-34.

[11] B. A. Francis, 1977. ”The linear multivariable regulator problem”. SIAM
J. Control Optim., 15, pp. 486-505.

[12] B. A. Francis and W. M. Wonham, 1976. ”The internal model principle
of control theory”. Automatica, 12, pp. 457-465.

[13] A. Serrani and A. Isidori, 2001. ”Semiglobal nonlinear output regulation
with adaptive internal model”. IEEE Trans. Auto. Contr., 46, pp. 1178-
1194.

[14] H. K. Khalil, 2000. ”On the design of robust servomechanisms for
minimum phase nonlinear systems”. Int. J. Robust and Nonlinear Control,
10, pp. 339-391.

[15] S. Seshagiri and H. K. Khalil, 2005. ”Robust output regulation of
minimum phase nonlinear systems using conditional servocompensator”.
Int. J. Robust and Nonlinear Control, 15, pp. 83-102.

[16] Y. Z. Liu and J. Zhao, 2001. ”Problem on output regulation via error
feedback for a class of switched linear systems with disturbances”.
Control and Decision, 16(Supp1), pp. 815-817.(In Chinese).

[17] Y. Z. Liu and J. Zhao, 2001. ”Output regulation of a class of switched
linear systems with disturbances”. Proc. American Control Conf., Arling-
ton, 2, pp. 882-883.

[18] Z. Y. Song, H. Nie and J. Zhao, 2006. ”Output regulation of linear
discrete-time switched systems”. Control and Decision, 21, pp. 1249-
1253.(In Chinese).

[19] J.W. Lee, and P. P. Khargonekar, 2008. ”Optimal output regulation for
discrete-time switched and Markovian jump linear systems”, SIAM J.
Control Optim., 47(1), pp. 40-72.

[20] J.W. Lee, G. E. Dullerud, and P. P. Khargonekar, 2007. ”An Output
Regulation Problem for Switched Linear Systems in Discrete Time”. Proc.
46th IEEE Conf. on Decision and Control, New Orleans, pp. 4993 - 4998.

[21] A. Isidori, Nonlinear control systems, 3-rd edition, Berlin: Springer-
Verlag, 1995, pp. 391-402.

[22] H. W. Konbloch, A. Isidori and D. Flockerzi, Topics in Control Theory,
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Abstract— In this paper, we address the issue of the state 
tracking control for model reference adaptive control 
systems. For a given plant with a known structure and 
unknown parameters, this problem can be solved by 
designing an adaptive law for traditional model 
reference adaptive control designs. In this paper, for a 
plant with finite fixed adaptive laws where none of them 
guarantees the states of plant track those of the reference 
model, there are not allowed to design other adaptive 
law. In this case, we formulate a switching mechanism 
between these adaptive laws to track the reference model.
A sufficient condition is given for the problem to be 
solvable via the convex combination technique, and a 
switching law is designed. The theoretical derivations are 
illustrated by means of an example. 

Keywords- MRAC; adaptive control; switching law; state 
tracking; convex combination 

I. INTRODUCTION  

Model reference adaptive control (MRAC) is one of the 
main approaches in adaptive control. For MRAC, an 
adaptive controller, which has adjustable parameters and the 
same structure as the ideal controller, is usually given first.
Then, an adaptive law is designed to adjust the parameters 
of the controller such that it can approach the ideal one to 
realize the state tracking. Differing from conventional non-
adaptive controllers, the adaptive mechanism can improve 
steady accuracy and transient performance when the 
parameters of the system are unknown[1]. Several adaptive 
law design methods, including Lyapunov theory[2, 3],
hyperstability theory[4, 5] and dissipative theory[6, 7],
ensure that the boundedness of all the signals and state error 
asymptotically approaching zero  

In general, the adaptive law need to be redesigned once 
the system changes. However, in practice, owing to the 
restrictions of hardwires and environment, it is difficult to 
redesign or modify the adaptive law when it is in use in the 

system. On the other hand, a single adaptive law, though 
works theoretically, is sometimes too complicated to 
implement in reality. In both cases, it is necessary to use 
multiple pre-given fixed adaptive laws to achieve state 
tracking. 

The switched control strategy is very important. This is 
mainly due to the following reasons. Firstly, in some cases, 
a single controller (continuous or discrete) in a conventional 
control system is usually too complicated for sensors and 
actuators to realize. Secondly, a switched controller may 
stabilize the system when none of the controllers can 
stabilize the system alone [8-10]. At present, as a kind of 
hybrid control, the switched control strategy has been 
applied to automatic vehicles [11, 12], robot manipulators 
[13] and traffic system[14, 15], etc. 

For adaptive control systems, the problem of stability 
with rapid variation of parameters can be solved by a 
switching strategy. At present, switched adaptive control is 
mainly focused on the multiple models adaptive control in 
which the transient performance is enhanced by a switching 
strategy of multiple adaptive controllers with different initial 
values. Though the system is non-switched, the closed-loop 
system of multiple model adaptive control is a switched
system[16-19] . Another newly-arisen issue in switching 
adaptive control is the adaptive control problem of a 
switched system in which individual adaptive controllers are 
designed for the subsystems[20-23]. In these issues, a single 
adaptive controller is effective if the switching signal is 
fixed. How to design a switching law for given ineffective 
adaptive controllers to stabilize the error system, to the best 
of the authors’ knowledge, has not been addressed in the 
existing literatures, which partly motivates our present work. 

 This paper studies the state asymptotically tracking 
problem of MRAC. For a system with finite fixed adaptive 
laws, none of which can guarantee state tracking, a 
sufficient condition is given to design a switching law 
between these adaptive laws via the convex combination 
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technique. State tracking is achieved for the closed-loop 
system.  

 The result of this paper has two features. First, unlike 
conventional MRAC adaptive law design, we design a 
switching law that orchestrates finite fixed adaptive laws to 
solve the state tracking problem. Additionally, the proposed 
method can deal with the case where the adaptive law must 
be designed with new system, which enlarges the 
applicability of adaptive control theory. 

The rest of this paper is organized as follows. The state 
tracking MRAC problem is formulated in section II. In 
Section III, a switching strategy is proposed for the adaptive 
laws to solve the state tracking problem. Section IV gives a 
simulation to show the effectiveness of the proposed 
approach and Section V concludes the paper.  

II. PROBLEM STATEMENT 

Consider a system

                 ( ) ( ) ( ) ( ) ( ),x t A t x t B t u t*  ( ) ( )x( ) ( )( )(                            (1) 

where ( ) n nA t R +, and ( ) n mB t R +, are the system matrix and 
input matrix, respectively, both of which have known
structure and unknown parameters; ( ) nx t R,  is the system 
state; and ( ) mu t R,  is the control input.  

The control objective  is that the state ( )x t  of the system 
(1) tracks the state ( ) n

mx t R, of a reference model specified 
by the LTI system 

( ) ( ) ( ),m m m mx t A x t B r t*  ( )m m( )x ( )m ( )                            (2) 

where n n
mA R +, is a constant Hurwitz matrix, 

( ) n m
mB t R +,  is a constant input matrix, ( )mx t  is the system 

state of the reference model, and ( ) mr t R,  is the bounded 
reference input. The reference model and the input r are 
chosen so that ( )mx t  represents a desired trajectory that 

( )x t has to follow. 

In order to achieve state tracking, we introduce a state 
error vector  

                                      .me x x* �                                     (3) 

 However, as well-understood, the parameters of the 
system (1) are difficult to be adjusted directly. In order to 
solve the state tracking problem, we introduce an adjustable 
feedback compensation matrix ( ) m nF t R +,  and an 
adjustable feedforward gain matrix ( ) m mK t R +, . Thus we 
apply a control law as follows  

( ) ( ) .u K t r F t x*                 (4) 

Combining (4) with (1), we get the closed-loop system   

[ ( ) ( ) ( )] ( ) ( ) .x A t B t F t x B t K t r*   [ ( )x [ ( )[ ( )(           (5) 

Furthermore, from (3) and (5), we can get the dynamical 
equation of the state error for the closed-loop system  

� � � � � � � � � �[ ] [ ] .m m me A e A A t B t F t x B B t K t r*  � �  �m [e A e [m [A eA e [ (6) 

When the dynamic response of system (6) is identical to 
that of the reference model (2) under the input ( )r t , the 
system (1) is matched with reference model (2), that is,

� � � �
� �

,

,
m

m

A A t B t F

B B t K

-

-

*  

*
                             (7) 

where ,F K- - denote the ideal values of ( ), ( )F t K t when 
the system matches with the reference model, and ( )F t ,

( )K t are the estimate of ( )F t- , ( )K t- , respectively. 

In conventional MRAC system, the adaptive law is 
expressed as [24] 

1 1

1 1

( ) ,

( ) ,

T T
F m

T T
K m

F R B K Pex

K R B K Per

� -�

� -�

*

*

1
F m(F R 1(FF (11

K m(1
m

K R 1(KK (11
F m (8) 

where ,F KR R and P are the positive definite symmetric 
matrices. 

Then, for the closed-loop system, the dynamical equation 
of the state error is given by 

1 1 ,m m me A e B K Fx B K Kr-� -�*   1 ,mFx B K Kr1
mFxme A e BmA e BA e  (9) 

where F F F-* �F F F-FF and K K K-* �K K K-KK are the parameter errors.

The following problem is considered in this paper.  
Several fixed adaptive laws are offered and none of them 
satisfies the matching condition (7), meanwhile, it is not 
allowed to design any other adaptive law. How to design a 
switching law between these adaptive laws to achieve state 
tracking, that is, the adaptive laws are given by  

� �
� �

,
1,2,..., ,

,

T
i

T
i

F t ex
i N

K t er

* �
*

* .

� � iF t ex� � i

� � i

� �
� �K t e� � i

 (10) 

where m n
i R +� , and m n

i R +. , are the adaptive adjustable
matrices, but none of them satisfies the matching condition 
(7). Again, the parameter error are F F F-* �

g
F F F-FF and 

K K K-* �
) g

K K K-KK with F and K given by the i -th adaptive (10) .
In order to make the state of the closed-loop system (5) track 
the state of the reference model (2), that is 0e / , t /0 ,we 
design the switching law for the error system (9) and (10). 

III. MAIN RESULT

In this section, we will design a switching law for the 
adaptive laws by means of the convex combination 
technology. 
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Theorem 1. If there exist scalars (0,1),( 1, )i i N1 , * ))

satisfying 
1

1
N

i
i
1

*

*�  and some positive definite symmetric 

matrices ,F KR R and P  satisfying  

1 1

1

1 1

1

( ) ,

( ) .

N
T

i i F m
i
N

T
i i K m

i

R B K P

R B K P

1

1

� -�

*

� -�

*

� * �

. * �

�

�
 (11) 

         

Then, there exists a switching law such that the 
adaptive controllers (4) and (10) make the state ( )x t of 
the closed-loop system (1) asymptotically track the state 

( )mx t of a reference model (2). 

Proof. Based on the error system (9) and (10), we construct 
the combined error system 

1 1

1

1

,

( ),

( ),

m m m
N

T
i i

i
N

T
i i

i

e A e B K Fx B K Kr

F ex

K er

1

1

-� -�

*

*

*   

* �

* .

�

�

1 ,mFx B K Kr1
mFxme A e BmA e BA e

( i((
N

F (��

( i((
N

K (��

           (12) 

where (12) is the convex combination of the adaptive 
control law (10). 

Consider the following Lyapunov function candidate 

1 [ ( )].
2

T T T
F KV e Pe tr F R F K R K*   )].T T
F K  (13) 

The time derivative of the Lyapunov function (13) along 
the trajectory of the combined error system  (12) is

2

1 1

1 1

1 1

1 1

1

1
2

[ ( ) ( )

( ) ( )]

1 [ ( ) ]
2
1 [ ( ) ( )
2

(

T T

N N
T T T T

i i F F i i
i i

N N
T T T T

i i K K i i
i i

T T T T
m m m m

N N
T T T T

i i F F i i
i i

N

i
i

V e Pe e Pe

tr ex R F F R ex

er R K K R er

e PA A P e e PB K Fx e PB K Kr

tr ex R F F R ex

1 1

1 1

1 1

1

* *

* *

-� -�

* *

*

*  

 �  �

�
 .  . �

�

*    

 �  �

 

� �

� �

� �

21
2

V e21 e2 TPe e PeTPeTe PTe PT

N

((((((((�T
F

(((
N

(((((�K�T

1
mFx e PB K Kr1
mFx

(((
N

(((((�F�T

1

) ( )].
N

T T T T
i K K i i

i
er R K K R er1

*

.  .� � (
N

(((((�K�T

(14) 

With the help of  
1 1

1 1

( ),

( ),

T T
m m

T T
m m

e PB K Fx tr xe PB K F

e PB K Kr tr re PB K K

-� -�

-� -�

*

*

1 ),1
m(Fx tr( 1(

1 ),1
m(Kr tr( 1(
m

                   
(15) 

(14) can be rewritten as 

1

1

1

1

1

1 [ ( ) ]
2
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According to (11), for the combined error system  (12),
we get 0V �

g
0V � ,that is, 
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Because 0i1 3  and 
1

1,
N

i
i
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for (17) such that 
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Now, we turn to the error system (9) and (10). 
Consider the following Lyapunov function candidate   

1 [ ( )].
2

T T T
F KV e Pe tr F R F K R K*   )].T T
F K  (19) 

When the j -th adaptive control law is active, the time 
derivative of the Lyapunov function (19) along the 
trajectory of the error system (9) and (10) is
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Therefore, for the error system (9) and (10), the switching 
law can be designed as  
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Owing to (18) and (21), adaptive laws (10) is orchestrated 
so that V  decreases along the solutions of the error system 
(9) and (10). Then, the state ( )x t  of the system (1) 
asymptotically track the state  ( )mx t  of the reference model 
(2) with the given controller (4) and (10).  

Remark 1. For the given adaptive law (10), if there exists 
h N, , such that the h -th adaptive control law satisfying 
(8), the state tracking problem can be solved by the h -th 
adaptive control law. In this case, we choose 1,h1 *

0,i1 * ,i h5  therefore, Theorem 1 contains the result of 
[24] as a special case.

Remark 2. In the case of 1N * , the issue is degenerated into 
the design of a single controller.

Remark 3. The switching law is designed when FF and KK
are available. If FF and K

g
K they are unavailable, an estimator

can be used instead[25] . 

IV. EXAMPLE

In order to show the effectiveness of the proposed 
switching adaptive controllers, we consider an example. 

Consider the following system 

0 1 0
.

6 7 8
x x u� � � �
*   
  
� �� � � �

x � 0

��

� 6 6�6

The reference model is given by

0 1 0
.

10 5 2m mx x r� � � �
*   
  
� �� � � �

mxm
� 0

��

� 10 1010�10

We compare the simulation results of the system under 
two given adaptive laws none of which satisfies the state 
tracking respectively to those under the designed switching 
law. 

For controller  (4), there are two adaptive laws as follows 

� �
� �

,
1,2,

,

T
i

T
i

F t ex
i

K t er

* �
*

* .

� � iF t ex� � i

� � i

� �
� �K t e� � i

               (22) 

where    

1 1[49.4 49.4], [4 4],� * . *

2 2[0.15 0.15], [1.5 1.5].� * . *

Simulations are performed for these adaptive laws, 
respectively. 

For � � ,mB B t K-* we have  

� � 1 0
.

8mB t B K -� � �
* *  


� �

Choose
3 1

2, .
1 1

N P � �
* *  


� �

The parameter errors and the state error are shown in 
Figure 1 and Figure 2.

Obviously, Figure 1 and Figure 2 show that none of these 
adaptive laws makes the parameter errors and the state error 
convergent. 
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Figure 1. The simulation result ( 1i * ).
(a): The parameter errors. (b): The state error 
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Figure 2. The simulation result ( 2i * ).

(a): The parameter errors. (b): The state error 

In order to achieve the objective, we will design a 
switching law by Theorem 1 

With the help of (4) and (22), we obtain switching 
adaptive laws 

� �
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F t ex

K t er
4

4

* �

* .

� �F t e� � 4� �
� �K t� � 4
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where the switching law 4 is chosen by (21) as Figure 3.

Here, we choose 1 0.2,1 * 2 0.8,1 * 1.25,FR * 0.25,KR *
  such that (11) hold. From Figure 4, it is easy to see that the 

parameter errors and the state error are convergent under the 
switching law. Then, state tracking is achieved.  
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Figure 3.  The switching signal 
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Figure 4.  The simulation results under switching law.

(a): The parameter errors. (b): The state error 
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V. CONCLUSIONS

We have studied the state asymptotically tracking control 
problem for model reference adaptive control systems. For a 
system with several fixed adaptive laws, a sufficient 
condition has been developed to solve the state tracking 
problem via the convex combination technique by designing 
the controller switching strategy. A simulation example has 
been given to show the effectiveness of the proposed 
method.  
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An Adaptive Observer-based parameter estimation algorithm with
application to Road Gradient and Vehicle’s Mass Estimation

Muhammad Nasiruddin Mahyuddin*, Jing Na**, Guido Herrmann***, Xuemei Ren**** and Phil Barber*****

Abstract—A novel observer-based parameter estimation algo-
rithm with sliding mode term has been developed to estimate the
road gradient and vehicle weight using only the vehicle’s velocity
and the driving torque from the engine. The estimation algorithm
exploits all known terms in the system dynamics and a low pass
filtered representation to derive an explicit expression of the
parameter estimation error without measuring the acceleration.
The proposed algorithm which features a sliding-mode term to
ensure the fast and robust convergence of the estimation in the
presence of persistent excitation is augmented to an adaptive
observer and analyzed using Lyapunov Theory. The analytical
results show that the algorithm is stable and ensures finite-time
error convergence to a bounded error even in the presence of
disturbances. A simple practical method for validating persistent
excitation is provided using the new theoretical approach to
estimation. This is validated by the practical implementation of
the algorithm on a small-scaled vehicle, emulating a car system.
The slope gradient as well as the vehicle’s mass/weight are
estimated online. The algorithm shows a significant improvement
over a previous result.

I. INTRODUCTION
In the automotive industry, reliable online vehicle parameter

estimation is important to reduce emissions, improve fuel
efficiency and enhance the safety of the vehicle. The vehicle’s
mass and the road grade are two parameters that largely
influence a vehicles performance. This is particularly true
for heavy duty vehicles where the loadings due to the mass
and the grade can be significant [1]. The road gradient and
mass estimation provides useful information to a vehicle
in improving the transmission shift scheduling and vehicle
longitudinal control, including cruise control, hill holding and
traction control [2].

Having road inclination measured by a dedicated sensor
such as an inclinometer may be inaccurate. Inclinometers
are in fact accelerometers which can distort road gradient
measurement due to its susceptibility to noise in dynamic
conditions of a vehicle [3]. Therefore, the road grade should be
accurately estimated [4-7]. It is evident that the transmission
control unit and the anti-lock brake system can benefit from
mass and road gradient estimates [7]. To address this issue,
there has been significant interest in the estimation of the
road gradient and vehicle mass [2-9]. Some of these results
were developed based on on-board sensors and the use of
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sensor/data fusion methods. For instance, in [1], a GPS or
barometer sensor is utilized in addition to torque and velocity
sensors to obtain absolute road height information, while
Barrho, et al. in [9] require accurate information of the vehicle
mass which is not always possible. In recent work by [10],
[11] and [12], low-cost sensors were placed in the vehicle to
estimate the road grade ahead. In [13], the vehicle’s mass in
addition to vehicle speed and torque information is required.
Bae et al. [4] suggest a recursive least squares approach which
essentially requires acceleration information and then assumes
the existence of sufficient data points to solve for the missing
parameters, i.e. vehicle mass and gradient, by inverting a
regressor matrix in a batch process. Similarly, the work in [7]
and [2] estimate the road grade using the position, velocity
and driving torque or force signal. In [8], a combination of an
observer is suggested which provides for known mass the exact
estimation of the road gradient. In all of the aforementioned
approaches, however, some of the required information, e.g.
acceleration, mass and vehicle’s current location through GPS,
may not be readily available. Although most of the approaches
show good results, the convergence speed and complexity may
cast some problems.

In this paper, we revisit the online road gradient and mass
estimation of vehicular systems using only the vehicle’s veloc-
ity and the driving torque. This is achieved based on a novel
adaptive nonlinear observer design. Compared to previous
results (e.g. [14]) concerning the parameter estimation, some
appropriate information of the parameter error is derived,
and then incorporated into the parameter adaptation for the
observer design. In our work, the parameter estimation scheme
uses a filtered regressor matrix. Measurable system states,
a regressor vector and the known dynamics are collected
and filtered to form auxiliary variables. Moreover, vehicle
acceleration is not required in our estimation algorithm. Owed
to the special feature of a sliding mode term, the adaptation
algorithm guarantees robust finite-time convergence to a com-
pact set, provided that there is a Persistent Excitation (PE)
condition fulfilled so that the regressor matrix remains positive
definite. In contrast to [15], our scheme calculates the inverse
of the filtered and integrated regressor matrix without prior
invertibility checking of the matrix and direct matrix inverse
computation. The parameter error information can be explicitly
formulated by virtue of the filtered auxiliary variables. The
possible instability and infinite growth found in [15] due to
the existence of an unstable integrator (as a result of auxiliary
matrix and vector) are prevented in this paper. We also show
robustness of our adaptive scheme and we can verify the
PE condition in a straightforward and practical manner. The
proposed method is verified experimentally in a reduced-scale
vehicular system, which provide a significant improvement
over a previous algorithm.

II. SYSTEM FORMULATIONS

Consider a nonlinear system of the following structure:

�̇� = 𝐴𝑥+𝐵1𝑢1 +𝐵2𝑓(𝑥, 𝑢2) + 𝜁, 𝑦 = 𝐶𝑥 (1)

102

UKACC International Conference on Control 2012 
Cardiff, UK, 3-5 September 2012 

978-1-4673-1560-9/12/$31.00 ©2012 IEEE



where 𝐴 ∈ ℝ𝑛×𝑛 is the known system matrix, 𝐵1 ∈ ℝ𝑛×𝑚1

and 𝐵2 ∈ ℝ𝑛×𝑚2 are known input matrices, 𝑢1 ∈ ℝ𝑚1

and 𝑢2 ∈ ℝ�̄�2 are known inputs, whilst 𝐶 ∈ ℝ𝑝×𝑛 is
the corresponding output matrix and 𝜁 ∈ 𝐿∞ is bounded
disturbance. The function 𝑓(𝑥, 𝑢2) : ℝ𝑛 × ℝ�̄�2 → ℝ𝑚2 is
partially unknown for which the detail will be outlined below
and the pair (𝐴,𝐵1) is controllable. It is assumed that 𝑝 ≥ 𝑚2.
The following assumptions are made:
Assumption 1 (𝐶,𝐴,𝐵2) is minimum phase and (𝐶𝐵2) is
full rank.
Assumption 2 The function 𝑓(𝑥, 𝑢2) can be represented in
a linear parameterized form: 𝑓(𝑥, 𝑢2) = 𝜑(𝑥, 𝑢2)Θ, where
𝜑 : ℝ𝑛 × ℝ𝑚2 → ℝ𝑚2×𝑙 is a known Lipschitz continuous
function, while Θ = 𝑐𝑜𝑛𝑠𝑡.,Θ ∈ ℝ𝑙 is an unknown parameter
vector which is to be estimated.
Assumption 3 The signals 𝑥, 𝑢1 and 𝑢2 are measurable and
bounded.

Assumption 3 is a common assumption for observer design
and can be easily achieved by suitable choice of the control
signal 𝑢1 (e.g. [15] [17]).
Under these conditions, the system is assumed to take the
following structure[

�̇�1
�̇�2

]
=

[
𝐴11 𝐴12
𝐴21 𝐴22

] [
𝑥1
𝑥2

]
+[

𝐵11
𝐵12

]
𝑢1 +

[
0
�̄�2

]
𝜑Θ+

[
𝜁1
𝜁2

]
𝑦 = [0 𝐼]

[
𝑥1
𝑥2

] (2)

where 𝐵2 ∈ ℝ𝑝×𝑚2 , 𝐼 ∈ ℝ𝑝×𝑝 and 𝑥2 = 𝐶𝑥. Note that
this reformulation is always possible from Assumptions 1
and 3 using Proposition 6.3 in [17]. Moreover, we make the
following assumption.
Assumption 4 𝐴21 = 0, the second state equation in 2 is
decoupled.
Assumption 4 is possibly a strong assumption but it will fit the
generic practical system structures (e.g. vehicular) investigated
in this paper.

III. ADAPTIVE OBSERVER DESIGN

We will design an adaptive observer to estimate the state
vectors which will be suitably combined with a novel pa-
rameter estimation algorithm. The adaptive observer takes the
following form:

˙̂𝑥 = 𝐴�̂�+𝐵1𝑢1 +𝐵2𝜑Θ̂ + 𝐿(𝑦 − 𝐶�̂�) (3)

where �̂� is the estimated state vector, Θ̂ is the estimated
parameter vector. 𝐿 is the observer gain matrix such that
𝐴𝑐 = 𝐴−𝐿𝐶 is a stable matrix and there exist, according to
Proposition 6.3 in [17], positive definite matrices, 𝑃 and 𝑄 so
that,

𝐴𝑇𝑐 𝑃 + 𝑃𝐴𝑐 = −𝑄, 𝑃 =
[
𝑃1 0
0 𝑃2

]
> 0 (4)

𝑄 =

[
𝑄1 𝑄12

𝑄𝑇12 𝑄2

]
> 0, 𝑃𝐵2 = 𝐶𝑇𝐹𝑇 (5)

and 𝐹 ∈ ℝ𝑚2×𝑝 is a positive definite matrix. From (4), it
follows,[

𝐴𝑇𝑐11𝑃1 + 𝑃1𝐴𝑐11 𝑃1𝐴𝑐12
𝐴𝑇𝑐12𝑃1 𝑃2𝐴𝑐22 +𝐴𝑇𝑐22𝑃2

]
= −𝑄 (6)

Let �̃� = 𝑥− �̂� and Θ̃ = Θ− Θ̂. We can then use (1) and (3)
to define the error dynamics �̃� = 𝑥− �̂� as

˙̃𝑥 = (𝐴− 𝐿𝐶)�̃�+𝐵2𝜑Θ̃ + 𝜁
= 𝐴𝑐�̃�+𝐵2𝜑Θ̃ + 𝜁

(7)

where Θ̃ = Θ− Θ̂ is the estimated parameter error vector.

In the next section, the adaptive laws that will update the
estimated parameter vector, Θ̂ will be developed.

IV. ADAPTIVE LAW FORMULATION

In this section, we shall define the adaptive law for our
parameter estimator.

A. Filter design
From (2), the second state equation can be expressed as,

�̇�2 = (𝐴22𝑥2 +𝐵12𝑢1) + �̄�2𝜑Θ+ 𝜁2 (8)

Let,
𝜓 = 𝐴22𝑥2 +𝐵12𝑢1, 𝜙 = �̄�2𝜑 (9)

then, the following filtered variables can be defined as,

𝑘�̇�2𝑓 + 𝑥2𝑓 = 𝑥2, 𝑥2𝑓 (0) = 0
𝑘�̇�𝑓 + 𝜓𝑓 = 𝜓, 𝜓𝑓 (0) = 0
𝑘�̇�𝑓 + 𝜙𝑓 = 𝜙, 𝜙𝑓 (0) = 0

(10)

In addition, we may introduce an auxiliary filter for the
bounded disturbance (which is only used for analysis),

𝑘𝜁2𝑓 + 𝜁2𝑓 = 𝜁2, 𝜁2𝑓 (0) = 0 (11)

i.e. 𝜁2𝑓 ∈ 𝐿∞. Consequently, we can obtain from (8) and (10)
that,

�̇�2𝑓 =
𝑥2 − 𝑥2𝑓

𝑘
,

𝑥2 − 𝑥2𝑓
𝑘

− 𝜓𝑓 = 𝜙𝑓Θ+ 𝜁2𝑓 (12)

B. Auxillary integrated regressor matrix and vector
The filtered variables introduced above will be used in the

definition of a filtered regressor matrix, 𝑀(𝑡), and a vector,
𝑁(𝑡) as,

�̇�(𝑡) = −𝑘𝐹𝐹𝑀(𝑡) + 𝑘𝐹𝐹𝜙
𝑇
𝑓 (𝑡)𝜙𝑓 (𝑡),𝑀(0) = 0 (13)

�̇�(𝑡) = −𝑘𝐹𝐹𝑁(𝑡) + 𝑘𝐹𝐹𝜙
𝑇
𝑓 (𝑡)

(
𝑥2−𝑥2𝑓
𝑘 − 𝜓𝑓

)
, (14)

where, 𝑘𝐹𝐹 ∈ ℝ+, can be implemented as a forgetting factor
and the initial condition of 𝑁(𝑡) is 𝑁(0) = 0. Note that (14)
is equivalent to:

�̇�(𝑡) = −𝑘𝐹𝐹𝑁(𝑡) + 𝑘𝐹𝐹𝜙
𝑇
𝑓 (𝑡)(𝜙𝑓 (𝑡)Θ + 𝜁2𝑓 ) (15)

Consequently, we can find the solution to (13), (14) and (19),

𝑀(𝑡) =
∫ 𝑡
0
𝑒−𝑘𝐹𝐹 (𝑡−𝑟)𝑘𝐹𝐹𝜙𝑇𝑓 (𝑟)𝜙𝑓 (𝑟)𝑑𝑟

𝑁(𝑡) =
∫ 𝑡
0
𝑒−𝑘𝐹𝐹 (𝑡−𝑟)𝑘𝐹𝐹𝜙𝑇𝑓 (𝑟)

(
𝑥2−𝑥2𝑓
𝑘 − 𝜓𝑓

)
𝑑𝑟

(16)

and

𝑁(𝑡) =𝑀(𝑡)Θ + 𝜁2𝑁 (17)

where 𝜁2𝑁 =
∫ 𝑡
0
𝑒−𝑘𝐹𝐹 (𝑡−𝑟)𝑘𝐹𝐹𝜙𝑇𝑓 (𝑟)𝜁2𝑓𝑑𝑟. Note that 𝜙 is

bounded since it is Lipschitz continuous and 𝑥, 𝑢2 are bounded
(Assumption 1). Thus, 𝜙𝑓 is bounded. Since 𝜁2𝑓 ∈ 𝐿∞, it
follows that 𝑁(𝑡),𝑀(𝑡) and 𝜁2𝑁 are bounded.
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Lemma 1: The auxiliary regressor matrix 𝑀(𝑡) ∈ ℝ𝑙×𝑙 is
positive definite, 𝑀(𝑡) > 0, if and only if

∫ 𝑡
0
𝜙𝑇𝑓 𝜙𝑓 > 0. ∙

Proof : It can be easily shown that∫ 𝑡

𝑇

𝜙𝑇𝑓 (𝑟)𝜙𝑓 (𝑟)𝑑𝑟 ≥ ∫ 𝑡
𝑇
𝑒−𝑘𝐹𝐹 (𝑡−𝑟)𝜙𝑇𝑓 (𝑟)𝜙𝑓 (𝑟)𝑑𝑟 (18)

≥ 𝑒−𝑘𝐹𝐹 𝑡
∫ 𝑡
𝑇
𝜙𝑇𝑓 (𝑟)𝜙𝑓 (𝑟)𝑑𝑟

when 𝑇 < 𝑡. For 𝑇 = 0, the claim follows. ■
Thus, if 𝜙𝑓 is persistently excited, 𝑀(𝑡) > 0 is positive
definite. Clearly, if 𝜙 is persistently excited, then 𝜙𝑓 is also
persistently excited and 𝑀(𝑡) > 0 [22], [20] (as derived
from the linear system (10) and definition (9)). Thus, if 𝜙 is
persistently excited then 𝑀(𝑡) > 0 and

∫ 𝑡
𝑇
𝜙𝑇𝑓 𝜙𝑓 > 0. In this

paper, it is important to achieve 𝑀(𝑡) > 0 for our adaptation
algorithm to work. This can be achieved through persistent
excitation of 𝜙:

Remark 1: The Persistent Excitation (PE) condition for the
regressor 𝜙 can be achieved in the experiment through an
appropriate control signal, 𝑢. For instance, the control signal
can be augmented by a noise signal or the controller can
introduce for the system states, 𝑥, a tracking demand which
achieves ‘sufficient richness’ (SR) of 𝑥 and guarantees 𝑀(𝑡) >
𝜆𝑚𝐼, 𝜆𝑚 > 0 as in [19]. Suitable analytical detail is avoided
here due to space reasons. ∘

Another auxillary matrix 𝐾(𝑡) may be defined as,

�̇�(𝑡) = 𝑘𝐹𝐹𝐾(𝑡)− 𝑘𝐹𝐹𝐾(𝑡)𝜙𝑇𝑓 (𝑡)𝜙𝑓 (𝑡)𝐾(𝑡), (19)

where the initial condition 𝐾(0) > 0 is specified as a diagonal
matrix, 𝐾(0) = 1

𝜆𝐼 with 𝜆 > 0 being constant. It will be seen
that 𝐾(𝑡) is an approximation of the inverse of 𝑀(𝑡) where
lim
𝑡→∞𝐾(𝑡)𝑀(𝑡) = 𝐼 . With the help of the following derivative
matrix identity,

𝑑

𝑑𝑡
𝐾𝐾−1 = 𝐾 𝑑

𝑑𝑡𝐾
−1 +𝐾−1 𝑑

𝑑𝑡𝐾 = 0 (20)

we can obtain,

𝐾(𝑡) = [𝑒−𝑘𝐹𝐹 𝑡𝐾−1(0) +𝑀(𝑡)]−1 (21)

This also implies boundedness of 𝐾(𝑡), if 𝑀(𝑡) > 0. To
show the invertibility of 𝐾(𝑡) as well as 𝐾(𝑡)𝑀(𝑡) approaches
unity, we are to employ the singular value decomposition for
the matrix, 𝑀(𝑡),

𝑀(𝑡) = 𝑈(𝑡)𝑆(𝑡)𝑉 𝑇 (𝑡) (22)

where 𝑆(𝑡) = 𝑑𝑖𝑎𝑔(𝑠1, . . . , 𝑠𝑛) is the matrix with 𝑠𝑖 being
the singular values of matrix, 𝑀(𝑡) whilst, 𝑈(𝑡) and 𝑉 (𝑡) are
unitary matrices.

We know that 𝐾(0) = 1
𝜆𝐼 is a diagonal matrix, thereby,

𝐾(𝑡) = 𝑉 (𝑡)(𝑆(𝑡) + 𝑒−𝑘𝐹𝐹 𝑡𝜆𝐼)−1𝑈𝑇 (𝑡) (23)

Then,
𝐾(𝑡)𝑀(𝑡) = 𝑉 (𝑡)𝑑𝑖𝑎𝑔( 𝑠1

𝑠1+𝑒−𝑘𝐹𝐹 𝑡𝜆
, . . . , 𝑠𝑛

𝑠𝑛+𝑒−𝑘𝐹𝐹 𝑡𝜆
)𝑉 𝑇 (𝑡)

(24)

and lim
𝑡→∞

𝑠𝑖
𝑠𝑖 + 𝑒−𝑘𝐹𝐹 𝑡𝜆

= 1, 𝑖𝑓 𝑀(𝑡) ≥ 𝜆𝑚𝐼 > 0,

for 𝜆 > 0, adhering to the Persistent Excitation (PE)
condition [14]. Since 𝑉 (𝑡) is unitary, the matrix 𝐾(𝑡)𝑀(𝑡)
can be represented as,

𝐾(𝑡)𝑀(𝑡) = 𝐼 −Δ(𝑡) (25)

where Δ converges to zero in infinite time. This shows that
𝐾(𝑡) is indeed a representation of the inverse of 𝑀(𝑡) where
Δ(𝑡) denotes the effects of the initial condition 𝐾(0). Hence,
the parameter estimation error vector can be written as,

Θ̃ = Θ− Θ̂ = [𝐾(𝑡)𝑀(𝑡) + Δ(𝑡)]Θ− Θ̂ (26)

where lim
𝑡→∞Δ(𝑡) → 0

Remark 2: Note that a practical test for 𝑀(𝑡) > 0 is to
verify in an experiment if 𝐾(𝑡)𝑀(𝑡) ≈ 𝐼 holds. This implies
non-singularity of 𝐾(𝑡) and 𝑀(𝑡). Again, this condition can
be achieved through PE of 𝜙 (see Remark 1) which can
be verified experimentally as will be seen in Section VII on
Practical Application Results. ∘
C. Parameter Estimation

We shall write our adaptive law as,

˙̂
Θ = Γ[𝜑𝑇𝐹 (𝑦 − 𝐶�̂�)− Ω𝑅(𝑡)] (27)

In (27), Γ and Ω are positive definite and diagonal design
matrices, i.e. Γ = 𝑑𝑖𝑎𝑔(𝛾1, . . . , 𝛾𝑙) and Ω = 𝑑𝑖𝑎𝑔(𝜔1, . . . , 𝜔𝑙)
respectively. The term 𝑅(𝑡) contains a sliding mode type term
to ensure fast parameter convergence,

𝑅(𝑡) = Ω1
Θ̂−𝐾(𝑡)𝑁(𝑡)

𝛿 +
∥∥∥Θ̂−𝐾(𝑡)𝑁(𝑡)

∥∥∥ +Ω2(Θ̂−𝐾(𝑡)𝑁(𝑡)) (28)

where Ω1 and Ω2 are diagonal positive definite matrices, whilst
𝛿 is a positive constant. It will be proven that the parameter
error matrix, Θ̃, converges to a small residual set around zero,∥∥∥Θ̃∥∥∥ ≤ 𝑐, in finite time, where 𝑐 > 0 is a positive constant.

Remark 3: Compared to previous results (i.e. the parameter
adaptation is only driven by the observer error in (27)), the
extra term 𝑅(𝑡) taking parameter error information, Θ̂ −
𝐾(𝑡)𝑁(𝑡) is employed, which could enhance the parameter
convergence performance [21]. In particular, we incorporate
the sliding mode technique in (28) such that the finite-time
convergence to a set of ultimate boundedness is guaranteed
as stated in the next section. ∘

V. STABILITY AND PERFORMANCE

Theorem 1: Given a system (1), which satisfies Assumption
1-4, an adaptive observer (3) with adaptation law (27) using
(13) - (19), (28) can be designed for persistently excited 𝜙 (9)
so that the unknown parameter vector Θ can be estimated via
Θ̂ within finite time satisfying an ultimate bounded stability
characteristic for Θ̃ and the estimated state �̃�. The set of
ultimate boundedness can be arbitrarily small for 𝜁 = 0. ♦

Proof : The following Lyapunov candidate shall be em-
ployed,

𝑉 (𝑡) =
1

2
�̃�𝑇𝑃 �̃�+

1

2
Θ̃𝑇Γ−1Θ̃ (29)

For ease of analysis, we shall decompose (29) as,

𝑉 (𝑡) = 1
2 �̃�
𝑇
1 𝑃1�̃�1 +

1
2 �̃�
𝑇
2 𝑃2�̃�2 +

1
2 Θ̃

𝑇Γ−1Θ̃ = 𝑉1 + 𝑉2 + 𝑉3
(30)

We now analyse the functions of 𝑉1 = 1
2 �̃�
𝑇
1 𝑃1�̃�1 and 𝑉 =

𝑉2+𝑉3 = 1
2 �̃�
𝑇
2 𝑃2�̃�2+

1
2 Θ̃

𝑇Γ−1Θ̃ separately for convenience.
The derivative of 𝑉 = 1

2 �̃�
𝑇
2 𝑃2�̃�2+

1
2 Θ̃

𝑇Γ−1Θ̃ can be verified
as,
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˙̃𝑉 = 1
2 [�̃�

𝑇
2 𝑃2(𝐴𝑐22�̃�2 + �̄�2𝜑Θ̃) + (𝐴𝑐22�̃�2

+�̄�2𝜑Θ̃)𝑇𝑃2�̃�2] + Θ̃𝑇Γ−1 ˙̃Θ + 2�̃�𝑇2 𝑃2𝜁2

Using (27), it follows:

˙̃𝑉 = − 1
2 �̃�
𝑇
2𝑄2�̃�

𝑇
2 + �̃�𝑇2 𝑃2�̄�2𝜑Θ̃

−Θ̃𝑇Γ−1[Γ(𝜑𝑇𝐹𝐶�̃�− Ω𝑅(𝑡))] + 2�̃�𝑇2 𝑃2𝜁2
(31)

The observer error, 𝐶�̃� can be written as �̃�2 from (2), 𝐶𝑥 =
𝑥2. From (5), knowing that 𝑃2𝐵2 = (𝐹𝐶)𝑇 , equation (31)
can be further simplified as,

˙̃𝑉 = − 1
2 �̃�
𝑇
2𝑄2�̃�

𝑇
2 + Θ̃𝑇Ω𝑅(𝑡) + 2�̃�2𝑃2𝜁2 (32)

Taking care of the diagonal positive definite matrices, i.e.
Ω̃1 = ΩΩ1 and Ω̃2 = ΩΩ2 with 𝜁2𝐾𝑁 = 𝐾(𝑡)𝜁2𝑁 for ease of
analysis, equation (32) can be written with the sliding-mode
term, 𝑅(𝑡) using (26),

˙̃𝑉 = − 1
2 �̃�
𝑇
2𝑄2�̃�2 + (Θ− Θ̂)𝑇 Ω̃1

Θ̂−𝐾(𝑡)𝑁(𝑡)

𝛿+∥Θ̂−𝐾(𝑡)𝑁(𝑡)∥
+(Θ− Θ̂)𝑇 Ω̃2[Θ̂−𝐾(𝑡)𝑁(𝑡)] + 2�̃�2𝑃2𝜁2

≤ − 1
2 �̃�
𝑇
2𝑄2�̃�2 − 𝜆𝑚𝑖𝑛(Ω̃1)

∥Θ̂−𝐾(𝑡)𝑁(𝑡)∥2+𝛿∥Θ̂−𝐾(𝑡)𝑁(𝑡)∥
𝛿+∥Θ̂−𝐾(𝑡)𝑁(𝑡)∥

+𝜆𝑚𝑖𝑛(Ω̃1)
𝛿∥Θ̂−𝐾(𝑡)𝑁(𝑡)∥
𝛿+∥Θ̂−𝐾(𝑡)𝑁(𝑡)∥ + 2�̃�2𝑃2𝜁2

+(𝐾(𝑡)𝑁(𝑡)− Θ̂)𝑇 Ω̃2[Θ̂−𝐾(𝑡)𝑁(𝑡)]

+(Δ(𝑡)Θ− 𝜁2𝐾𝑁 )
𝑇 [Ω̃2

(
Θ̂−𝐾(𝑡)𝑁(𝑡)

)
+Ω̃1

(
Θ̂−𝐾(𝑡)𝑁(𝑡)

𝛿+∥Θ̂−𝐾(𝑡)𝑁(𝑡)∥
)
]

≤ − 1
2𝜆𝑚𝑖𝑛(𝑄2)𝜆𝑚𝑖𝑛(𝑃

−1
2 )𝑉2 − 𝜆𝑚𝑖𝑛(Ω̃2)

𝜆𝑚𝑖𝑛(Γ)
2 𝑉3

−(𝜆𝑚𝑖𝑛(Ω̃1)𝜆𝑚𝑖𝑛(Γ
1/2)

−𝜆𝑚𝑎𝑥(Ω̃2)∥Δ(𝑡)Θ∥𝜆𝑚𝑎𝑥(Γ1/2))
√
𝑉 3

+2𝜆𝑚𝑎𝑥(Ω̃2)∥Δ(𝑡)Θ− 𝜁2𝐾𝑁∥2 + 𝜆𝑚𝑖𝑛(Ω̃1)𝛿
+2𝜆𝑚𝑎𝑥(Ω̃1)∥Δ(𝑡)Θ− 𝜁2𝐾𝑁∥+ 2∥�̃�2∥∥𝑃2∥∥𝜁2∥

(33)

There are suitable positive scalars 𝑐1, 𝑐2, 𝑐3 for large enough
time, 𝑡 > 0 such that:

𝑉 ≤ −𝑐1𝑉 − 𝑐2
√
𝑉 3 + 𝑐4 (34)

Therefore, �̃�2 and Θ̃ converge to a compact set bounded by
parameter 𝛿, ∥Δ(𝑡)∥( lim

𝑡→∞Δ(𝑡) → 0) and ∥𝜁2𝐾𝑁∥. The term

Δ(𝑡) denotes the effect of the initial conditions of 𝐾−1(0). For
𝜁2𝐾𝑁 = 0, the size of the compact set can be adjusted to be
smaller by reducing 𝛿 and the elements 𝜆𝑖 in matrix 𝐾−1(0).
Note that ultimate bounded stability for �̃�1 and subsequently
for �̃�, now trivially follow. Again, for 𝜁 = 0, the set of ultimate
boundedness can be arbitrarily small for suitable choice of 𝛿.

■
Remark 4: The result in Theorem 5.1 in fact is quite

generic. It also allows for analysis of measurement errors
of 𝑥2 and 𝜙. For this reason, we may have in the observer
some measurement errors affecting both 𝑥2 and also 𝜙(𝑥, 𝑢2)
measurement and in reality �̌�2 and 𝜙(𝑥, 𝑢2) are provided in
the practical system. Thus, the observer equation is

˙̂𝑥 = 𝐴�̂�+𝐵1𝑢1 +𝐵𝜙Θ̂ + 𝐿(�̌�2 − 𝐶�̂�) (35)

The plant dynamics in (8) can be rewritten as,

˙̌𝑥 = (𝐴�̌�+𝐵1𝑢1) +𝐵2𝜙Θ+ 𝜁 + ( ˙̌𝑥− �̇�)
+𝐴(𝑥− �̌�) +𝐵2(𝜙− 𝜙)Θ

(36)

where �̌� = [𝑥𝑇1 �̌�𝑇2 ]
𝑇 . Assuming the measurement errors and

its derivative are bounded, (i.e. (𝑥−�̌�), (�̇�− ˙̌𝑥), (𝜙−𝜙) ∈ 𝐿∞),
so that �̌�2, ˙̌𝑥2 ∈ 𝐿∞, then the plant dynamics (8) are,

˙̌𝑥 = (𝐴�̌�+𝐵2𝑢1) +𝐵2𝜙Θ+ 𝜁, (37)

where 𝜁 = 𝜁+( ˙̌𝑥−�̇�)+𝐴(𝑥−�̌�)+𝐵1(𝜙−𝜙)Θ can be regarded
as a bounded disturbance. Defining the error dynamics as ˜̌𝑥 =
(�̌�− �̂�) it follows that,

˙̌̃𝑥 = 𝐴𝑐 ˜̌𝑥+𝐵2𝜙Θ+ 𝜁 (38)

Under the assumption that 𝜁 is bounded, we can continue
the analysis as for Theorem 5.1. Boundedness of 𝜁 might
be achieved under suitable assumptions on the measurement
errors affecting 𝑥2 and an additional assumption on the
nonlinear functions 𝜙. ∘
VI. PARAMETER ESTIMATION IN THE VEHICLE DYNAMICS

In this section, we will discuss the previously formulated
parameter estimation algorithm in the context of its application
to road gradient and vehicle’s weight estimation. Figure 1
shows the simplified model of the small-scaled model car
used in the experiment to validate the parameter estimation
algorithm.

Fig. 1. Simplified model of the small-scaled model car and the slope profile

A. Vehicle model
The parameters to be estimated are the road inclination, 𝜃,

on which the vehicle traverses, the mass of the vehicle, 𝑚
and the viscous friction coefficient, 𝐶𝑣𝑓 . Referring to Figure
1, assuming the air drag, 𝐹𝑑𝑟𝑎𝑔 and the rolling friction, 𝐹𝑟𝑜𝑙𝑙
are negligible, and the braking force, 𝐹𝑏𝑟𝑎𝑘𝑒 is subsumed in the
driving force, 𝐹𝑒𝑛𝑔𝑖𝑛𝑒, we may model the small-scaled model
car using Newton’s Second Law in the longitudinal direction
to yield,

𝑚�̈� = 𝐹𝑒𝑛𝑔𝑖𝑛𝑒 −𝑚𝑔𝑠𝑖𝑛(𝜃)− 𝐶𝑉 𝐹 �̇� (39)

where 𝑚 is the mass of the vehicle, 𝜃 is the road gradient
on which the vehicle traverses, �̇� is the vehicle’s velocity and
𝐶𝑉 𝐹 is the viscous damping coefficient.

B. Observer Design
Following the general structure presented in (3), the adaptive

observer with finite-time parameter estimation can be written
as,

˙̂x = 𝐴x̂ +

[
0
1

]
[𝑔 𝐹𝑒𝑛𝑔𝑖𝑛𝑒 �̇�]

⎡⎣ 𝑠

�̂�

𝑓

⎤⎦+ 𝐿(𝑦 − 𝑦) (40)

where 𝐴 is the system matrix (adheres to the Assumption
4), 𝑠, �̂�, 𝑓 are the estimated parameters of −𝑠𝑖𝑛𝜃, 1

𝑚 and
−𝐶𝑉 𝐹

𝑚 respectively whereas 𝐿 is the observer gain chosen to
deliver the positive definite Lyapunov matrix, 𝑃 , such that
it satisfies (4). The engine driving force, 𝐹𝑒𝑛𝑔𝑖𝑛𝑒 is assumed
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to be bounded to ensure that the system states, 𝑥 remains
bounded. The vector 𝑦 = 𝐶x̂ will be the corresponding
observer output and x̂ = [�̂� ˙̂𝑥] is the observed state vector.
Thus, using this structure it follows,

𝐵2 =

[
0
1

]
, Θ̂ =

⎡⎣ 𝑠

�̂�

𝑓

⎤⎦ , 𝜑 =

[
𝑔

𝐹𝑒𝑛𝑔𝑖𝑛𝑒
�̇�

]𝑇
(41)

The observer adaptive weights are lumped such that,

Γ = 𝑑𝑖𝑎𝑔(𝛾1, 𝛾2, 𝛾3), Ω = Γ−1𝑑𝑖𝑎𝑔(𝑟𝑠, 𝑟𝑏, 𝑟𝑓 ) (42)

VII. PRACTICAL APPLICATION RESULTS

The small-scale model car, previously built by Foreman et
al. [18],was used in the experiment to evaluate the estima-
tion algorithm. The vehicle’s mass (nominally weighs 10kg)
and the road gradients on which it traverses were the two
parameters to be estimated. Figure 2 shows the implemented
controller system network and architecture which emulates the
system network of a road vehicle. Together with Matlab𝑇𝑀 ,

Fig. 2. Functional Structure of the System Onboard

dSPACE MicroAutoBox, used in the experiment, is a dedi-
cated Rapid Prototyping embedded system suited to test the
proposed estimation algorithm. The drive train comprises of
an EPOS 24/5 motor driver and the brushless DC motor (EC-
i 40 Maxon) representing the vehicle’s engine. The motor is
current-controlled via the MicroAutoBox which subsequently
provides the driving force, 𝐹𝑒𝑛𝑔𝑖𝑛𝑒, proportional to the current
signal being controlled. Gradient measurements provided by
the installed SCA61T inclinometer is entirely for reference
purpose and not to be used in the algorithm. In our experiment,
we would avoid the occurrence of significant slippage as this
would invalidate our estimation effort. The test slope was
constructed using three stiff wooden planks of 2 m in length
each. They are tilted and bolted together to give a slope profile
with tilting angle of 12∘ for the first slope, 15∘ for the second
slope and the last slope is horizontal i.e. parallel to the ground.
The small-scaled model car was required to traverse up the
designated slope at a constant speed of 0.2 m/s (Figure 1).

A. Parameters tuning
In our experiment, there were important parameters (see

Table I) of the adaptive observer algorithm needed to be
tuned to achieve satisfactory results. Realistic and acceptable
physical bounds/limits were considered and shown in Table II.
The corresponding values of the parameters displayed in the
table are used in the experiment. Noise injected to the velocity
and the control signal was kept constant in terms of power so
that the actuating signal applied to the motor exerts sufficient
and persistent excitation.

TABLE I
PARAMETERS TO BE TUNED

Parameter Description Symbols Values

Observer Adaptive weights, Γ
𝛾1 0.01
𝛾2 0.001
𝛾3 0.001

Sliding-Mode Adaptive weights, Ω
𝑟𝑠 0.01
𝑟𝑏 1
𝑟𝑓 0.00001

Forgetting Factor 𝑘𝐹𝐹 0.6
Filter Poles 𝑘 0.005
Regressor Matrix, K initial condition 𝐾(0) diag(0.4,0.4,1)

TABLE II
SATURATION LIMITS

Plant Parameters Estimation Lower Limit Upper Limit

Mass(m,kg) �̂� 0.1 20
�̂� = 1/�̂� 0.05 10

Gradient(𝜃,∘) 𝜃 -20 20
𝑠 = 𝑠𝑖𝑛(𝜃) -0.4 0.4

Friction Coefficient −𝐶𝑉 𝐹 240 0.1
(𝐶𝑉 𝐹 ,𝑘𝑔/𝑠) 𝑓 = 𝐶𝑉 𝐹 /�̂� -12 -1

B. Results

The proposed adaptive observer algorithm with sliding-
mode term performance is compared with that of the recent
adaptive observer (without the term in (28)) previously carried
out by [18]. Referring to Table III, the Integral Absolute
Error (IAE),

∫∞
0

∣𝑒(𝑡)∣𝑑𝑡, is used as the performance index
measuring the difference between the actual and the estimated
road gradient. The low value of IAE translates to good
parameter estimation as the estimated value converges to the
true value. Figure 3(a) versus Figure 5(a) shows an excellent
estimation performance of the new algorithm, having the
estimated gradient converging close to the actual gradient
during the climbing of the slope although there is a slight
offset during the vehicle traversing the flat ground. A very
consistent mass estimation of the new estimator is evident in
Figure 3(b) as compared to the previous algorithm as shown in
Figure 5(b). The estimated mass value settles at approximately
14 kg throughout the test slope profile and slightly descends
to 12 kg towards reaching the flat ground at the end. The
recorded IAE for the road gradient estimation for the proposed
algorithm is 178.2402. In contrast, the previous algorithm
lacks in performance when it exhibits a large increase in
IAE of 229.9736. The estimated parameters, 𝑠, �̂�, 𝑓 in Figure
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Fig. 3. (a) Gradient comparison(in Degree) between the actual, 𝜃 and
estimated, 𝜃 (b) Mass Estimation (kg) of the proposed novel algorithm
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TABLE III
SUMMARY OF THE PERFORMANCE IN IAE

Algorithm IAE
Previous algorithm 229.9736
Proposed Finite-Time Estimation algorithm 178.2402
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Fig. 4. (a) Estimated parameters(Θ̂) consisting of 𝑠, �̂�, 𝑓 , (b) proof of PE by
which 𝐾(𝑡)𝑀(𝑡) ≈ 𝐼 holds experimentally, (c) Driving force,𝐹𝑒𝑛𝑔𝑖𝑛𝑒 and
(d) vehicle’s velocity, 𝑉

4(a) also show excellent behaviour as they remain within the
bound of the given physical limit without saturation whereas
in Figure 5(b), the estimated parameters saturate at the given
bounds. Interestingly, the engine driving force, 𝐹𝑒𝑛𝑔𝑖𝑛𝑒 signal
in Figure 4(c) exhibits persistent excitation (PE) throughout
the test slope profile which assures the finite-time convergence
to the true value. Note that persistent excitation has been also
verified via the approach of Remark 3. The product 𝐾(𝑡)𝑀(𝑡)
has converged to unity as evident in the experimental data
shown in Figure 4(b). Table III sums up the performance of
the proposed algorithm compared with the previous one in
terms of IAE.
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Fig. 5. (a) Gradient comparison between the actual, 𝜃 and the estimated, 𝜃,
(b) Mass Estimation (kg) and (c) Estimated parameters(Θ) consisting 𝑠, �̂�, 𝑓
of algorithm from [18]

VIII. CONCLUSION

An adaptive observer with novel sliding-mode based param-
eter estimation algorithm to estimate the vehicle’s mass and the

road gradient is presented. The proposed parameter estimator
with the sliding-mode term has been proven analytically to
be finite time convergent to an error of well defined bound.
The algorithm shows significant levels of robustness to dis-
turbances and a particular class of measurement errors. The
analytical results are further supported and validated by the
practical implementation in a form of experiments conducted
on a small-scale vehicle traversing a designated test slope
profile with certain parameters tuned. The practical results
show a significant improvement over the previous algorithm
in terms of persistent excitation (PE), realistic values within
the physical bound, estimation accuracy and convergence.
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Experimental Study of a Capsubot for Two Dimensional Movements

M. Nazmul Huda, Hongnian Yu and Michael J. Goodwin

Abstract— A capsubot (capsule robot) which works on the
principle of internal reaction force has no external moving parts
whereas a conventional robot has legs and/or wheels. It is an
underactuated mechanical system and has a lot of potential
applications such as medical diagnosis, underground pipe leak-
age detection, rescue work in the hazardous environment etc.
However, most capsule robots studied/developed can only move
in one dimension (1D). This paper presents the implementation
of the recently proposed double parallel mass capsubot which
uses two parallel inner masses (IMs) to move the capsubot in
two dimensions (2D). A three stage control strategy is proposed
to resolve the control issue of underactuated mechanical system.
A closed-loop control approach is applied to the IMs of the
capsubot. The comparison with the simulation studies are also
obtained and analyzed.

I. INTRODUCTION
Minimally invasive diagnosis and interventions feature

safe and reliable techniques and result in shorter hospital
stays, less pain, more rapid return to daily work, and im-
proved immunological response compare to the conventional
ways. Thus relevant researches have gotten extensive interest
to develop minimally invasive devices for surgical and diag-
nostic applications [1], [2], [3], [4]. Robot-assisted laparo-
scopic and thoracoscopic surgeries are becoming popular be-
cause of its less invasiveness and reliability [5]. Researchers
are designing mobile robots to perform abdominal surgery
which will further decrease the invasiveness [6], [7], [8].

Passive capsule endoscopy has been used to diagnose GI
(gastro-intestinal) tract diseases which is safer for the patient
and easier to perform compare to the conventional probe
endoscopy. Research is ongoing in order to add mobility to
capsule endoscope to increase the reliability, performance
and add functionalities such as biopsy, drug delivery, surgery
etc. Mobile robots designed for abdominal cavity as well as
GI tract can be divided based on the propulsion mechanism
used as 1) external propulsion robot (i. magnetic propulsion
[9]) 2) internal propulsion robot (i. wheeled [10] ii. legged
[11] iii. internal reaction force propulsion robot [12]) and
3) hybrid propulsion robot (combination of external and
internal) [13].

The sharp edges of legs or wheels of the internal propul-
sion robots create the risk to injure the tender GI track
and internal organs. Also to perform magnetic propulsion it
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able eTourism project 2010-2359, the EPSRC UK-Japan Network on Human
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requires large external magnet [9] which makes the system
expensive.

On the contrary the capsubots based on internal reaction
force are simple in construction and have no external legs or
wheels [14], [15]. The structure of the principle is derived
from [16] where impact force and dry friction is utilised to
create motion. A mass attached to the main object through a
piezoelectric element, is made to move away from the main
object rapidly and then to return to the initial position slowly
with a sudden stop. The main object moves during the rapid
motion and at the stopping moment and remains stationary
for the rest of the time. The object can move along a straight
line by repeating the above process. In [17] the propulsion
principle was analyzed from the viewpoint of physics and
a control law and optimum parameters of the system were
proposed. In [18], [19], the motion generation of a single
mass capsubot was explained on the basis of a four step
velocity pro�le which is, fast motion for �rst two steps
and slow motion in the last two steps. In [15], the motion
generation of the capsubot was explained on the basis of
a seven step velocity pro�le which is, fast motion in the
�rst three steps and slow motion in the rest of the steps. A
pendulum-driven cart was analysed in [14] with a six step
velocity pro�le. In [12], motion of a single mass capsubot
was explained on the basis of a novel four step acceleration
pro�le and a stand-alone prototype was developed based on
the pro�le.

However, except [20] all the capsubots researched so far
can only move in one dimension (1D) with their present
designs. In practical applications, high dimensional move-
ments of a capsubot is required. In [21] a double-pendulum
driven cart was proposed for 2D movements and simulation
results was presented. But this cart has wheels and thus
lacks the advantages of a capsubot which is legless and
wheelless. In [20] a capsubot with 2D movements was
proposed and theoretical analysis was performed. In this
paper practical implementation of the capsubot proposed in
[20] is presented. The experimental results are analyzed and
compared with the theoretical results.

The paper is structured as below. Section II presents the
modelling and motion generation of the capsubot. Prototyp-
ing and programming of the capsubot prototype is explained
in section III. Section IV proposes a control strategy for the
underactuated mechanical system and explains the control
of the 2D capsubot. Section V presents experimental results,
compares them with simulation results and analyses them.
Finally in section VI the paper is concluded and future
direction of the research is presented.
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Fig. 1. Schematic diagram of double parallel mass capsubot [20]

II. MODELLING AND MOTION GENERATION

A. Dynamic Modelling
The capsubot proposed in [20] is shown in Fig. 1. Two

IMs are placed in the hollow spaces within the capsubot.
IMs can move along the hollow spaces. By controlling the
movements of IMs the capsubot can be moved in a 2D plane.
It can perform linear, rotational, and 2D motions.

The capsubot dynamic models are as follows [20]:

Fi = miẍi + sgn(ẋi − ṙ)μimig ∀ i = 1, 2 (1)∑
F = −m1ẍ1 −m2ẍ2 = Mr̈ + sgn(ṙ)μMg (2)∑

MG = m2ẍ2l2 −m1ẍ1l1 = Iθ̈ +Mf (3)

where sgn(ẋi − ṙ)μimig is the friction force between
the IMi and the capsubot; sgn(ṙ)μMg is the friction
force between the capsubot with the environment; Mf =

sgn(θ̇)23μrP (r2 +
wl−πr22

πr1
) [20] is the frictional moment of

the capsubot with surface of movement and I = 1
12M(l2 +

w2) is the moment of inertia of the capsubot about z-
axis through the mass centre of the capsubot. Rest of the
parameters are explained in Table I.

B. Motion Generation
In motion generation, we consider the following 3 cases:

1) Linear motion; 2) Rotational motion and 3) 2D motion.
Here we design that m1 = m2 and l1 = l2.

1) Linear Motion: If both the IMs move with same
acceleration i.e ẍ1 = ẍ2 then

∑
MG = 0, and

∑
F �= 0.

Thus for linear motion both IMs follow the acceleration
pro�le proposed in [12]. As

∑
MG = 0, so θ = 0. Thus,

x = r and y = 0 ( using x = r cos θ and y = r sin θ).

2) Rotational Motion: If both the IMs move with same
acceleration in opposite direction i.e. ẍ1 = −ẍ2 then∑

MG �= 0, and
∑

F = 0. Here one of the IMs follows the
acceleration pro�le same as linear motion. The remaining
IM follows an acceleration pro�le that is same in magnitude
but opposite in direction. As

∑
F = 0, so r = 0. Thus,

x = y = 0. As
∑

MG �= 0, so θ �= 0.

TABLE I
PARAMETERS OF THE CAPSUBOT

Fi Force applied on IMi∑
F Resultant reaction force acting on the mass centre of

capsubot∑
MG Resultant moment on the capsubot about z-axis through

the mass centre of the capsubot
mi Mass of IMi (cylindrical rod with extra mass)
xi Position of IMi with respect to an external �xed frame
r Position of the mass centre of the casubot with respect

to an external �xed frame
θ Angular position of the casubot with respect to an exter-

nal �xed frame
x r cos θ
y r sin θ
M Total mass of the capsubot
w Width of the capsubot
l Length of the capsubot
h Height of the capsubot
μ Dynamic friction coef�cient between capsubot and envi-

ronment (plywood table)
μr Rotational friction coef�cient between capsubot and en-

vironment (plywood table)
μi Dynamic friction coef�cient between IMi and linear DC

motor (LMi)
g Acceleration of gravity
k Total stroke length in one direction

Fipmax Maximum peak force on IMi

Ficmax Maximum continuous force on IMi

ẍimax Maximum achievable acceleration of IMi

li Perpendicular distance of the mass centre of the capsubot
from the direction of forces Fi

r1
1
2

√
l2 +w2

r2 w/2
P Mg

Fig. 2. Squared motion path

3) 2D Motion: By combining the linear and rotational
motion, the capsubot can perform a 2D motion. Squared
motion, rectangular motion, circular motion etc. are examples
of this type of motion.

To travel a-b-c-d-a squared path of Fig. 2 the capsubot
would move ’a’ to ’b’ using linear motion mode and then
it would rotate 90 degree using rotational motion mode and
then again would use linear motion. By using linear motion
and rotational motion alternately the capsubot completes its
travel path a-b-c-d-a.

III. EXPERIMENTAL SETUP

A prototype shown in Fig. 3(a) has been developed to
validate the theoretical analysis performed in [20]. Here the
cylindrical rods of two linear DC motors (LM0830-015-
01) [22] (see Fig. 4(A)) are used as two IMs. The linear
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DC motors (LMs) are placed and attached using adhesive
on a housing made of thin paperboard and thus forms the
prototype. It is connected to a motion controller through
wires. The parameters of the capsubot are listed in Tables
I and II.

(a) Capsubot prototype

(b) Capsubot prototype with controllers and power supply

Fig. 3. Implemented Capsubot

The main components of the linear DC motor (LM) are a
housing or motor shell which houses the coil, Hall sensors, a
PCB (printed circuit board) etc. and a cylindrical rod which
is a permanent magnet. The cylindrical rod can move back
and forth through the housing. The cylindrical rod can move
7.5mm in each direction from its middle position. Here we
used 6 mm and left the rest as a clearance. We added extra
mass to the both ends of the cylindrical rod to increase the
IM mass to capsubot mass ratio. We shall use the term IM
(inner mass) for the cylindrical rod with extra mass in the
rest of the paper.

The motion of the IM is controlled by the motion con-
troller shown in Fig. 4(B). A linear force is applied to the IM
when the coil in the motor shell is energised by the motion
controller. The linear DC motor (LM) can be connected to
the motion controller through wires and a connector. It takes
power from the motion controller. The Hall sensors sense the
position of the IM and feed the data to the motion controller
to form a closed loop system.

The controller is programmed to move the IM from one
location to another location by using a given acceleration
and deceleration. The controller by itself calculates the time
it has to use for acceleration and then deceleration to reach
the desired location. The controller uses three Hall sensors
on each linear DC motor (LM) to take feedback about the
position of the IM and corrects the input to the IM accord-
ingly to maintain the desired acceleration or deceleration and

velocity.

Fig. 4. A) Modi�ed linear DC motor (LM) B) Motion controller

The motion controller is driven by 12V − 30V DC which
is taken from a DC power supply. The motion controller
of the capsubot system is programmed using the Motion
Manager software [22] and the program is transferred from
PC to the motion controller by a RS-232 cable and stored
in the EEPROM of the motion controller. Then the motion
controller can be disconnected from the PC. When the
motion controller is powered the stored program is executed
and the IM moves accordingly. If the motion controller is
connected to the PC the Motion Manager software logs the
data of the linear DC motor (LM).

IV. CONTROL APPROACH

To use the capsubot in various applications the movement
of the capsubot needs to be controlled precisely. The cap-
subot should be able to change its velocity while moving
according to the requirement of the application. Thus we
can state the problem as a position or velocity trajectory
tracking problem. The capsubot is a underactuated system
i.e degrees of freedom to be controlled are greater than num-
ber of control inputs. For underactuated systems trajectory
tracking is still an open issue to be solved. To solve this
problem we divide the problem into three stages which are
described below. The schematic diagram of the complete
control system is shown in Fig. 5.

• Stage 1: For a given trajectory of the capsubot, desired
trajectories of IMs are calculated.

• Stage 2: For the desired trajectories of the IMs, control
inputs i.e forces are calculated (open-loop). The closed-
loop control is achieved by correcting the control inputs
using the error which is the difference between the
measured and the desired trajectories of the IMs.

• Stage 3: Feedback should also be taken from the cap-
subot position and the control input should be corrected
according to the error value for tracking the position of
the capsubot properly.

In this paper stage 2 of the control system is performed
i.e. simulation analysis and experimentation of closed loop
control of IMs are performed for the capsubot. Stages 1 and 3
shall be completed in our future research. The schematic
diagram of the control system for stage 2 is shown in Fig.
6. By implementing this stage the capsubot can perform
linear and rotational motion and by combining these two
can perform 2D motion. If the IMs follow a �xed set of
accelerations the capsubot would have a constant average
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linear or rotational velocity in every cycle. To change the
velocity a different set of acceleration has to be chosen.

Fig. 5. Schematic diagram of 3-stage control system for capsubot

Fig. 6. Schematic diagram of Stage 2 of the control system

Two open loop control laws for the IMs for all the motion
cases are:

Fid = miẍid + sgn(ẋid − ṙd)μimig (4)

The closed loop control laws for the IMs can be selected,
using partial feedback linearization, as [14]:

Fid = ατid + β (5)

where α = mi and β = sgn(ẋid − ṙd)μimg

Let x̃i = xi−xid be the tracking error; choosing the linear
control law τid = ẍi − k1 ˙̃xi − k2x̃i and applying the control
laws of (5) to (1) we get,

¨̃xi + k1 ˙̃xi + k2x̃i = 0 (6)

The values of k1 and k2 can properly be selected using (6).
Then by using the control laws of (5) the IMs can be made
to follow the desired accelerations, velocities and positions
which are given below. The impact of ṙd on β is neglected
in simulation.

From the acceleration pro�les in [12] and [20] desired
IMs accelerations for linear and rotational motions are given
below:

ẍid =

⎧⎨⎩
b1 i t ∈ [0, t1)
b2 i t ∈ [t1, t3)
b1 i t ∈ [t3, t4]

where b1 i is the acceleration of IMi in steps 1 and 4; b2 i

is the acceleration of IMi in steps 2 and 3; t1, t2, t3 and t4
are the time after steps 1, 2, 3 and 4 respectively.

Desired IMs velocities and positions can be calculated
from the desired accelerations. All the simulations in this
paper are performed using Matlab and Simulink with the
help of the control law of (5) and motion equations (1), (2)
and (3).

V. EXPERIMENTAL RESULTS AND ANALYSIS
The acceleration of IMi is constrained by ẍi ≤

min(ẍimax,
Ficmax

mi

). Here ẍimax is 30ms−2 which is a
physical constraint of IMi. Ficmax is the maximum force
that can be achieved on the IMi continuously. On the other
hand Fipmax is the maximum force that the IMi can sustain
for a short time. In this experiment maximum acceleration
used is 20ms−2.

The data of IMs are obtained from the Motion Manager
software and then the curves are plotted using Matlab. To
obtain the data for capsubot movements we recorded the
motion of the capsubot using a video camera and then a
video analysis software Quintic Biomechanics [23] was used
to calculate the position, velocity and acceleration.

A. Experimental Results
• Linear Motion: Fig. 7(a) shows the positions of IM1

and IM2, and Fig. 7(b) shows the currents of LM1 and
LM2 for linear motion. We can see that the IMs move
in the range of -6 mm to 6 mm with a cycle period of
0.15s. The shape of the curves of positions are similar
with a very small difference. Motor currents are also
similar in patterns though there is a small difference
between them.

• Rotational motion: Fig. 8(a) shows the positions of IM1

and IM2, and Fig. 8(b) shows the currents of LM1

and LM2 for rotational motion. We can see that the
two IMs move in the range of -6 mm to 6 mm in the
opposite direction with a cycle period of 0.15s. Though
the IMs are moving in the opposite direction the motor
currents are similar in patterns as the magnitude of the
accelerations are same.

B. Comparison with Simulation
The parameters for the simulation of the capsubot is taken

from the developed prototype and are listed in Table II.
Figs. 9(a)-9(d) and 10(a)-10(d) show the comparison be-

tween experimental and simulation results for the linear
motion and rotational motion. For the linear motion both
IMs has the same acceleration pro�le. Thus comparison
for IM1 is shown only in Figs. 9(a)-9(d). For the rotational
motion one of the IMs follows the same acceleration pro�le
as the linear motion and the other IM follows an acceleration
pro�le that is opposite to the previous one. Thus for the
rotational motion comparison for IM that has the opposite
acceleration pro�le i.e. IM2 is shown in Figs. 10(a)-10(d).

Although there are some differences between the ex-
perimental and simulation results, their trends are similar.
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Fig. 7. Experimental results for linear motion
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Fig. 8. Experimental results for rotational motion

The differences may be due to several reasons, such as
motor dynamics, sensor dynamics, the other disturbances etc.
which are not considered in the simulation model. We will
investigate these issues further in future experiments.

From Figs. 9(d) and 10(d) we see that in the linear motion
mode the capsubot moves with 8.4 mm/s average velocity.
To move the capsubot in the opposite direction we just
need to change the acceleration of the IMs to the opposite
direction. In the rotational motion the capsubot moves with
13 degrees/s average angular velocity. To rotate the capsubot
in the opposite direction we need to swap the acceleration
pro�les between the IMs.

By using the linear motion and rotational motion alter-
nately the capsubot can move in a 2D plane.

TABLE II
PARAMETER VALUES OF THE CAPSUBOT

m1, m2 μ1, μ2 k w l h
6.4gm 0.2 6mm 7cm 8.7cm 3.2cm

g M Fmax l1,l2 μr μ
9.8ms−2 42.9gm 1.03N 11.5mm 0.08 0.28
Fipmax Ficmax Linear b1 1, b1 2 b2 1, b2 2

2.74N 1.03N Motion −20m/s2 5m/s2

Rotational b1 1 b1 2 b2 1 b2 2

Motion −20m/s2 20m/s2 5m/s2 −5m/s2

[]

VI. CONCLUSIONS AND FUTURE WORKS
This paper has investigated the 2D capsubot from both

simulation and experimentation. The paper has the following
contributions: 1) proposed a control strategy for the motion
control of underactuated mechanical systems which is an
open problem till date; 2) validated the early proposed 2D
capsubot design [20] through an initial experimentation; 3)
implemented the closed-loop control strategy for the IMs
of the 2D capsubot; 4) conducted both simulation and
experimentation; 5) compared the experimental and simu-
lation results for demonstrating the proposed capsule robot
movability; 6) proposed measuring the position/velocity of a
capsubot using video analysis software.

This has built our con�dence to conduct further research
along this line. We will conduct further experimental test us-
ing different control approaches. Also we will select/propose
more realistic friction model and validate its performance in
different environments.
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Abstract— This paper presents a new strategy for wind turbine 
fault tolerant control (FTC) to optimise the wind energy captured 
by a wind turbine operating at low wind speeds. The FTC 
strategy uses Takagi-Sugeno (T-S) fuzzy observers with state 
feedback control to maintain nominal wind turbine control 
without changes in both the fault and fault-free cases. The 
proposed strategy obviates the need for sensor fault residual 
evaluation and observer switching by using a fuzzy proportional 
multiple integral observer (PMIO) to mask i.e. ‘implicitly 
compensate’ the sensor fault(s) from the controller input and 
provide good estimation over a wide range of sensor fault 
scenarios. The proposed FTC method is applied to a 5 MW 
offshore wind turbine (OWT) benchmark model. 1 

I. INTRODUCTION 
Recently, FTC methods have stimulated research in a wide 
range of industrial control communities and academia, 
particularly for the systems that demand a high degree of 
reliability and availability (sustainability) and at the same time 
are characterised by expensive and/or safety critical 
maintenance work. The recently developed OWTs are 
foremost example for these systems having highly non-linear 
aerodynamics and with a stochastic and uncontrollable driving 
force as input in the form of wind speed. Moreover, the OWT 
site accessibility and system availability is not always ensured 
during or soon after malfunctions, primarily due to changing 
weather conditions. Indeed, maintenance work for OWTs is 
more expensive than the maintenance of onshore wind 
turbines by a factor of 5-10 times [1]. Hence, to be competitive 
with other energy sources, the main challenges for the 
deployment of wind turbine systems are to maximise the 
amount of good quality electrical power extracted from wind 
energy over a significantly wide range of weather conditions 
and minimise both manufacturing and maintenance costs. 
In the literature, FTC and fault detection and diagnosis (FDD) 
systems have been recognised as the proper solution of 
ensuring the above mentioned requirements [2-6]. 
Specifically, in [5] the authors proposed linear parameter-
varying (LPV) FTC systems for pitch actuator faults occurring 
in the full load operation with more emphasis on controller 
design rather than on fault estimation. In [6] fuzzy T-S 
observer based sensor FTC design is proposed to be capable of 
achieve maximization of wind power extraction. Their 
proposed FTC method is based on evaluation of two residual 
signals generated using the generalised observer idea of [7] to 
switch the estimation from faulty to healthy observers with the 
assumption that no simultaneous sensors faults are occur. It is 
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clear that switching between two different observers produces 
unavoidable spikes that specifically affect the drive train 
torsion of low inertia wind turbines. Also the performance of 
the proposed FTC strategy is highly affected by the robustness 
and the computation time of the residual evaluation unit. 
Moreover, there is a significant probability of simultaneous 
occurrence of generator and rotor speed sensor faults [2]. 
This paper describes a new T-S fuzzy observer-based sensor 
FTC scheme designed to optimise the wind energy captured in 
the low wind speed range of operation. To cover a wider than 
usual range of sensor fault scenarios, the FTC strategy uses a 
fuzzy extension to the well-known PMIO [8] to provide 
simultaneous estimation of states and sensor faults. The 
nominal fuzzy controller remains unchanged during faulty and 
fault-free cases. 
The main contributions of the paper are: (1) the use of the 
PMIO to mask or implicitly compensate the effect of drive 
train sensor faults, hence obviating the need for residual 
evaluation and observer switching. The PMIO simultaneously 
estimates the states and the sensor fault signals. Moreover, 
information about the fault severity can also be provided 
through the fault estimation signals; (2) the new fuzzy PMIO 
scheme is shown to cover a wide range of sensor fault 
scenarios [8]. 
The paper is organised as follows, Section 2 presents the 
flexible two mass OWT drive train model Section 3 describes 
the proposed FTC strategy. In Section 4 simulation results are 
presented showing the application of the FTC scheme to a 
5MW wind turbine benchmark model. Section 5 gives a 
concluding statement. 

II. WIND TURBINE MODELLING 

Normally, wind turbine models are obtained by combining the 
constituent subsystem models that make up the overall wind 
turbine dynamics. In this section a flexible low speed shaft, 
two mass wind turbine models are presented. The aerodynamic 
torque (��) representing the source of nonlinearity of the wind 
turbine. �� , depending on the rotor speed ��, the blade pitch 
angle � and the wind speed v is given by:  

�� = 0.5��	
��(, �) ����   (1) 

where � is the air density, R is the radius of the rotor, and �� is 
the power coefficient that depends on the blade pitch angle (�) 
and the tip-speed-ratio () (TSR)  defined as:  = ��	 �⁄    (2) 
The drive train is responsible for gearing up the rotor speed to 
a higher generator rotational speed. The drive train model 
includes low and high speed shafts linked together by a 

114

UKACC International Conference on Control 2012 
Cardiff, UK, 3-5 September 2012 

978-1-4673-1560-9/12/$31.00 ©2012 IEEE



gearbox modelled as a gear ratio. The state space model of the 
wind turbine drive train has the form: 

��̇��̇��̇∆
� = ���� ��
 ����
� �

 �
���� ��
 ���� ������∆ � + ���� 00 �

0 0 � ������   (3) 

where: ��� = − (��� + ��)!�  ��
 = ���"�!� ��� = − #��!�  

�
� = ���"�!� �

 = − $��� + "���%"�
!�  �
� = #��"�!� 

��� = 1 ��
 = − 1"� ��� = 0 

��� = 1!� �

 = − 1!�  

where !� is the rotor inertia, �� is the rotor external damping, !� is the generator inertia, �� and �� are the generator speed 
and torque, �� is the generator external damping, "� is the 
gearbox ratio, #�� is the torsion stiffness, ��� is the torsion 
damping coefficient, and �∆ is the torsion angle. 
It should be noted that the blade pitch subsystem model is not 
considered here as the pitch angle is held at the optimal pitch 
angle � = 0 value during low wind speed range to achieve 
maximum power extraction. The converter and generator 
subsystem is not considered here as the proposed controller 
presented here is designed as an outer controller to provide the 
inner generator controller with the required reference torque 
command. This approach to controller design separation is 
acceptable since the converter-generator subsystem is faster 
than the aerodynamic subsystem. 

III. THE PROPOSED STRATEGY 

The nonlinear behaviour of the aerodynamic subsystem and its 
dependence on wind speed, it is decided to use the T-S fuzzy 
model based control strategy to design active sensor FTC. 
This Section focuses on the description of the proposed active 
sensor FTC strategy for wind turbine power maximisation. 
Fig.1 schematically illustrates the proposed strategy. 

 
Figure 1: wind turbine sensor FTC scheme 

The aim is to tolerate the effects of the drive train sensor fault. 
An estimator is used to estimate the fault signal and implicitly 
tolerate its effect on the state estimate signals delivered to the 
controller input. This strategy can be considered as a fault-
hiding approach to FTC where the main objective of fault 
hiding is to maintain the same controller in both faulty and 
fault-free system cases.  
The T-S fuzzy extension to the model given in (3) is: 

� '̇ = *(-)'(/) +  �2 + 3(-)46 =  �'(/) + 789:                      ; (4) 

The system matrices *(-) ∈ ℛ?∗?(= ∑ ℎC (-)*C�CD� ), � ∈ℛ?∗E, 3(-) ∈ ℛ?∗EF(= ∑ ℎC (-)3C�CD� ), 78 ∈ ℛG∗�and � ∈ℛG∗?are known, H is the number of fuzzy rules and the term ℎC (-) is the weighting function satisfying ∑ ℎC (-) = 1�CD� , 
and 1 ≥ ℎC (-) ≥ 0, for all i. 
Remark1: The system given in Eq.(4) can be obtained from 
Eq.(3) by linearising the rotor aerodynamic torque equation. 
The central point to note in the T-S model given in Eq.(4) is 
that the system has common � and � matrices which will be 
utilized throughout the derivation of the proposed observer 
based controller. Details of linearization are given in [6, 9]. 
An augmented system consisting of the system (4) and the 
integral of the tracking error J� = ∫(6� − L6) is defined as: 

M '̇̅ = *̅(-)'̅ + �O2 + 3O(-)4 + 	6�6O = �̅ '̅ + 7P89:                                   � (5) 

*̅(-) = �0 −L�0 *(-)� , '̅ = QJ�' R , �O = Q0�R 
3O(-) = � 03(-)� , 	 = QS0R 
�̅ = �ST 00 �� , 7P8 = � 078� 

 

where L ∈ ℛU∗G is used to define which output variable is 
considered to track the reference signal. 
Hence, the tracking problem is transferred to a fuzzy state 
feedback control, for which the proposed control signal is as: 2 = #(-)'̅V (6) 
where #(-) ∈ ℛE∗(?WU)(= ∑ ℎC (-)#C�CD� ) is the controller 
gain and '̅V  ∈ ℛ(?WU)is the estimated augmented state vector. 
If it is assumed that the qth derivative of the sensor fault signal 
is bounded, then an augmented state system consisting from 
the original local linear systems state and the qth derivative of 
the 9:, can be constructed. 
Now let:  XC = 9:TYC      (Z = 1,2, … , \) Ẋ� = 9:T; Ẋ
 = X�; Ẋ� = X
; … ; ẊT = XTY� 

 

Then the system (2) with augmented fault derivatives will 
become: � '̇� = *�(-)'� + ��2 + 3�(-)4 + 	�6� + ^9:T6� = ��'�                                                                     ; (7) 

where  '� = _'̅` X�̀ X
̀ X�̀ … . XT̀ a` ∈ ℛ?O  

*� =
⎣⎢⎢
⎢⎡*̅ 0 … 0 00 0 … 0 00 S … 0 0⋮ ⋮ ⋱ ⋮ ⋮0 0 … S 0⎦⎥⎥

⎥⎤ ∈ ℛ?O×?O 

�� = [�O`0 0 … 0]`   ∈ ℛ?O×E ^ = [0 Sl  0 … 0]`   ∈ ℛ?O×� �� = _�̅ 0  0 … 7P8a      ∈ ℛG∗?O  "O = (" + m) + n\ 

opqr = spqrtu  
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Hence, the following T-S fuzzy PMI observer is proposed to 
simultaneously estimate the system states and sensor faults: �'}̇� = *�(-)'}� + ��2 + 3�(-)4 + 	�6� + ~�(-)(6� − 6}�)6}� = ��'�                                                                                        ; 

 (8) 
The state estimation error dynamics are obtained by 
subtracting Eq. (8) from Eq. (7) to yield: J̇� = (*�(-) − ~�(-)��)J� + ^9:T (9) 

The augmented system combining the augmented state space 
system (5), the controller (6), and the state estimation error (9) 
is given by: 

'�̇�(/) = � ℎC (-)�*�C'�� + ��C����
CD�  (10) 

where: *�C = �*̅(-) + �O#(-) −�O[#(-) 0E×T]0 *�(-) − ~�(-)���  

'�� = � '̅J�� ,    ��C = �3O(-) 	 00 0 ^� , �� = � �6�9:T�  
The objective here is to compute the gains ~�(-) �"� #(-) such that the effect of the input  �� in Eq.(10) 
is attenuated below the desired level �, to ensure robust 
stabilisation performance. 

Theorem1: For t>0 and ℎC (-)ℎ� (-) ≠ 0, The closed-loop 
fuzzy system in (6) is asymptotically stable and the H∞ 
performance is guaranteed with an attenuation level  �, 
provided that the signal (��) is bounded, if there exist 
symmetric positive definite matrices ��, �
, and matrices �C, �C, 
and scalar � satisfying the following LMI constraints 
(11&12): �Z"Z�Z�J  �, �2�ℎ /ℎ�/:  �� > 0, �
 > 0 (11) 

 

⎣⎢
⎢⎢⎢
⎢⎢⎢
⎢⎢
⎡ Ψ�� Ψ�
 3O(-) 	 0 0 0 0 0 ����̀∗ −2��O� 0 0 0 �S 0 0 0 0∗ ∗ −2�S 0 0 0 �S 0 0 0∗ ∗ ∗ −2�S 0 0 0 �S 0 0∗ ∗ ∗ ∗ −2�S 0 0 0 �S 0∗ ∗ ∗ ∗ ∗ Ψ�� 0 0 �
^ 0∗ ∗ ∗ ∗ ∗ ∗ −�S 0 0 0∗ ∗ ∗ ∗ ∗ ∗ ∗ −�S 0 0∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −�S 0���� ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −�S ⎦⎥

⎥⎥⎥
⎥⎥⎥
⎥⎥
⎤

< 0 (12) 

where: #C = �CX�Y�, ~� = �
Y���C  , �� = ��Y�, �O� = ��� 00 ST×T� Ψ�� = *̅C�� + (*̅C��)` + �O�C + (�O�C)`;  Ψ�
 = [−�O�C 0]; Ψ�� = �
*�C + (�
*�C)` − ��C�� − (��C��)`.  
Proof:  From Theorem 1, to achieve the performance and 
required closed-loop stability of (10) the following 
inequality must hold [10]: ¡̇('��) + 1� '��̀ ��̀ ��'�� − ���`�� < 0 (13) 
where ¡̇('��) is the time derivative of the candidate 
Lyapunov function (¡('��) = '��̀  �O '��  , mℎJHJ �O > 0) for 
the augmented system (10). Using Eq.(10), inequality (13) 
becomes: 

¡̇('��) = � ℎC �'��̀ $*�C̀ �O  + �O*�C%'�� + '��̀ �O��C���
CD� + ��`��C̀ �O'��� 

(14) 

After simple manipulation, inequality (13) implies that the 
inequality (15) must hold: 

�*�C�̀�O  + �O*�C� + 1� S �O��C���C�̀�O −�S � < 0 (15) 

To be consistent with (10) �O is structured as follows: 

�O = ��� 00 �
� > 0 (16) 

Then after simple manipulation and using the variable 
change (��C = �
~�(-)) the inequality (15) can be re-
formulated as: 

¢C� =
⎣⎢
⎢⎢
⎡£�� −��[�O#�  0] ��3O(-) ��	 0∗ £

 0 0 �
^∗ ∗ −�S 0 0∗ ∗ ∗ −�S 00 (�
^)` 0 0 −�S⎦⎥

⎥⎥
⎤ < 0 

(17) 
where: £�� = *̅C�� + (*̅C��)` + �O�C + (�O�C)` + �¤��̀ ��  £

 = �
*�C + (�
*�C)` − �PC�� − (�PC��)`  

 

A single step design formulation of the matrix inequality in 
(17) is proposed to avoid the complexity of separate design 
steps characterised by repeated iteration to determine the 
gains required. Hence, ¢C� as shown in (17) becomes: ¢C� = �¢�� ¢�
∗ ¢

� (18) 

where ¢�� = £��  ;  ¢�
 =  _−��[�O#�  0] ��3O(-) ��	 0a ¢

 = lower right block 
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to do variable change, the following Lemma is required: 
Lemma 1. (Congruence) Consider two matrices � and ¥, if � is positive definite and if ¥ is a full column rank matrix, 
then the matrix ¥ ∗ � ∗ ¥` is positive definite. 

Let ¥ = ���Y� 00 �� , �"�  � = ��O� 0 0 00 S 0 00 0 S 00 0 0 S� 

Then ¥ ∗ Π§¨ ∗ ¥` < 0 is also true and can be written as: 

���Y�¢����Y� ��Y�¢�
�∗ �¢

� � < 0 (19) 

Inequality (19) implies that Π

 < 0 so that the following 
inequality holds true [11, 12]: (� + �¢

Y�)`¢

(� + �¢

Y�) ≤ 0 ⇔ �¢

X≤ −2�� − �
¢

Y�  (20) 

where � is a scalar. 
By substituting (20) into (19) and using the Schur 
complement Theorem, then (19) holds if the following 
inequality holds: 

���Y�¢����Y� ��Y�¢�
� 0�¢�
��Y� −2�� �S0 �S ¢

� < 0 (21) 

After substitution for ¢��, ¢�
, ¢�
, ¢

 from (18) and by 
simple manipulation, the LMI in (12) is obtained. This 
completes the proof. 

IV. SIMULATION RESULTS 
The simulation of the proposed T-S fuzzy observer based 
sensor FTC design is based on the wind turbine benchmark 
system described in [2]. The drive train subsystem is 
modelled by a two-mass system assuming a flexible low 
speed shaft. The model is implemented with band-limited 
measurements noise. The generator sensor faults are 
represented by two scale factor errors. The scale factors of 
1.1 & 0.9 are multiplied by the simulated real generator 
rotational speeds. The expected fault effects would be a 
deviation of the wind turbine from the optimal operation. 
Remark2: Without loss of generality, the output matrix 
parametric fault presented in wind turbine benchmark model 
[2] can be represented as an additive fault in which the fault 
signal depends on the measured state, as illustrated below: 68 = �8' = Q1 00 0.9R Q'�'
R = �' + Q01R (−0.1 ∗  '
) (22) 

Hence, parameter changes in the output matrix � can be 
considered as a special case of additive faults in which the 
fault signal (9:) is a scaled version of the measured state. 
Remark3: The sensor fault considered has a direct effect on 
the wind energy conversion efficiency since the controller 
starts to drive the wind turbine away from its optimal 
operation. Noticeably, in spite that  this fault involves no 
damage risk, a study presented in [13] shows that a specific 
wind turbine operation in a 100 MW rated wind farm and 
operating with a realistic 35% capacity factor can generate 
about 307 GWh of energy in a given year. If the cost of the 
energy is $0.04 per kWh, each GWh is worth about $40,000, 

meaning that a 1% loss of energy on this wind farm 
corresponds to a loss of $123,000 per year. 
Fig. 2 shows the expected effects of the sensor bias fault on 
the power conversion efficiency. In fact, this sensor fault 
scenario simulates the effect of �� uncertainty encountered 
in the standard control law since in both cases the control 
signal drives the turbine away from the optimal trajectory. 

 
Figure 2: Effects of bias sensor fault on ¬q [=-2, 0, 3] 

Fig. 3 shows how the wind turbine operation is affected by 
the two fault scenarios and helps to illustrate the success of 
the proposed strategy to tolerate the effects of the sensor 
faults, maintaining optimal wind turbine operation. 

 

 
Figure 3: Effect of 1.1 (upper) and 0.9 (lower) sensor bias faults 

with(out) fault compensation 

It is clear that the 1.1 bias sensor fault causes a deceleration 
of �� & ��. Based on the faulty measurement the controller 
forces the turbine to reduce the rotational speed by 
increasing the reference generator torque which in turn 
increases the drive train load. This fault scenario is shown in 
Fig. 5 without sensor fault compensation. 
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Figure 4: 1.1 sensor bias fault decelerate ow & oy 

On the other hand Fig. 6, shows the time variations of �� & �� in response to the proposed sensor FTC strategy. 

 

 
Figure 5: Actual and optimal ow & oy using the proposed sensor 

FTC strategy  

Conversely, the 0.9 bias sensor fault causes acceleration of �� & �� since, based on faulty measurement; the controller 
releases the aerodynamic subsystem to rotate according to 
the available wind speed. Fig 7 shows the effect of the 0.9 
sensor fault without compensation. 

 
Figure 6: 0.9 sensor bias fault accelerate ow & oy 

The fault estimation signals for both sensor fault scenarios 
are shown in Fig.7. 

 

 
Figure 7: Estimation of 1.1 (upper) and 0.9 (lower) sensor bias 

faults 

The use of the PMIO can also help to produce information 
about the severity of each fault. This is achieved through 
taking the ratio between the measured generator speed and 
the estimated signal. Hence, if there are no faults the ratio 
should be 1 otherwise any deviation from unity indicates the 
occurence of the fault and the magnitude of the deviation 
represents the fault severity. Fig. 8 shows the fault 
evaluation signal for both fault scenarios. 
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Figure 8: Deviation of 1.1 (upper) and 0.9 (lower) sensor 

measurement from unity 

Remark4: Note that maintaining state estimation without 
changes during the whole range of operation is due to the 
fact that the PMIO perform implicit fault estimation and 
compensation of sensor fault from the input of PMIO. This 
fact is clearly interpreted from the error signal (6� − ��'}�) 
which can be rewritten as (�̅'̅ + 7P9: − �̅'̅V − 7P9̄:), then as 
long as there are no sensor faults, 9̄: = 0. However, once a 
sensor fault occurs the fault estimation 9̄: compensates the 
effect of the fault signal 9: and hence the observer always 
receives a fault-free error signal. 

V. CONCLUSION 

OWTs are complex and nonlinear systems that are driven by 
a stochastic and uncontrollable wind force and require a 
high degree of reliability and availability (sustainability). 
OWTs are also characterised by expensive and/or safety 
critical maintenance work. The main challenges for the 
deployment of wind turbine systems are to maximise the 
amount of good quality electrical power extracted from wind 
energy over a significantly wide range of weather conditions 
and minimise both manufacturing and maintenance costs. 
This paper has shown that active FTC can be of potential 
benefit as a very suitable solution for ensuring wind turbine 
reliability and sustainability requirements, particularly for 
offshore wind farms. This is illustrated through the use of 
the T-S extension to the well known PMIO fault estimation 
method in the observer based control strategy. However, 
OWTs are derived by uncontrollable signal in the form of 
effective wind speed which is not precisely measured due to 
the large vertical profile of blade swept area. Therefore, 
robustness of the FTC against this uncertain measurement is 
the direction of future work. Moreover, tolerate the effect of 
simultaneous actuator and sensor faults is the other direction 
of research in this field.  
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Abstract—This paper proposes a multi-objective trajectory
optimization method to be used in the planning of environmen-
tally efficient commercial aircraft trajectories. The problem of
finding environmentally efficient trajectories is treated as an
optimal control problem that is solved by applying a direct
method of trajectory optimisation. The method involves an
inverse trajectory parameterisation technique, methods for the
calculation of environmental objectives, and the use of a multi-
objective version of the Differential Evolution algorithm. The
principal benefit of the method relative to previous work is that
it allows the fast generation of Pareto optimal fronts between
several competing objectives. This allows the decision maker
to make informed decisions about potential trade-offs between
different environmental goals.

I. INTRODUCTION

Over the last decade global passenger air traffic has
increased by more than 45%, with similar levels of growth
projected for the coming decade [1]. It has long been
recognised that aviation benefits society, as a generator of
wealth, and as an enabler to the exchange of ideas and culture
between nations. However, increasing levels of air traffic will
continue to impact the environment, with rising levels of
aircraft emissions and higher numbers of people exposed to
significant levels of aircraft noise [2].

The Advisory Council for Aviation Research in Europe
(ACARE) is a group of representatives from the European
commission, member states, industry and academia tasked
with influencing the direction of European aviation research
and development. The council, recognising the impact of avi-
ation on the environment, has proposed to meet the challenges
of sustainable aviation through the application of research and
technology. To achieve this, it has created a strategic agenda
for European aviation research with associated goals to be
achieved by the year 2020. The environmental targets proposed
by ACARE are (from a 2000 baseline) [3]

• Reduce fuel consumption and carbon dioxide (CO2)
emissions by 50% per passenger kilometre.

• Reduce NOx emissions by 80%.
• Reduce perceived noise by 50% .
Of the targets, ACARE has proposed in its roadmap that

5-10% of the CO2 reduction be achieved through improved
aircraft operations and air traffic management. This target is

in line with the Single European Sky Air Traffic Management
Research (SESAR) programme goal of reducing Air Traffic
Management (ATM) related CO2 emissions by 10% per flight
(from a 2005 baseline) [4]. Although no quantitative targets
have been set for ATM related noise reduction, both initiatives
recognise the role that improving aircraft operations has to
play in reducing noise impact on communities around airports.

A particular focus of Air Traffic Management research
related to delivering the ACARE goals is the design and
delivery of trajectories that minimise environmental impact,
referred to as green trajectories. Green trajectories, in the
form of Continuous Descent Approaches (CDA), have
already shown promise in delivering emissions and noise
reductions to airport terminal areas [5]. The planning and
optimization of green trajectories has been the subject of a
number of theoretical studies. The Sourdine project, using
expert analysis, developed a series of recommended noise
abatement procedures for airport arrival and departures
[6]. The trajectories were optimized to reduce noise under
the flight-path for representative medium narrow-body and
large wide-body aircraft. Simulations subsequently showed
that large scale adoption of the Sourdine procedures could
lead to significant reductions in noise footprints relative
to conventional trajectories, although runway rates were
adversely affected [7], [8]. Visser et al [9], [10] posed the
problems of finding green arrival and departure trajectories
as optimal control problems. This work used the direct
collocation technique proposed by Hargreaves and Paris
[11] to calculate optimal trajectories in terms of fuel burn
and awakenings. Hebly et al [12] also used a collocation
method and a weighted-sum cost function based on fuel
burn and awakenings to optimise a Required Navigation
(RNAV) departure procedure. Prats et al [13], again using
a collocation method, recognised that the calculation of
green trajectories can require the consideration of several
conflicting optimisation criteria. To account for this, a
lexiographic method for multi-objective optimisation was
implemented. For the method, a hierarchy of importance for
the objectives was established prior to the simulation. In this
case, the method finds the minimum for the first objective
and then seeks reductions in subsequent objectives providing
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they do not increase the values of the objectives higher in the
hierarchy. What results is a single Pareto optimal point that
lies at the extreme of the first objective in the hierarchy.

When multiple conflicting objectives exist for an
optimization problem, a single Pareto optimal point, or
the minimum of a single objective, offer the Decision
Maker (DM) very little information about potential trade-
offs between the optimization objectives. In environmental
trajectory optimization, it is usually desirable to have multiple
Pareto optimal points, where the tradeoffs in objectives, such
as noise and fuel burn, can be assessed relative to each other.

The aim of this paper then is to solve the general multi-
objective trajectory optimization problem for several types of
environmental objectives, and to find the Pareto optimal set
between minimised objectives. To do this, it is proposed to
convert the optimal control problem to a Non Linear Pro-
gramming (NLP) problem using a direct method of trajectory
optimization that can be combined with aircraft emission and
noise methods for the calculation of objectives. It is then
proposed to solve the NLP problem for a Pareto optimal set
using a stochastic evolutionary algorithm as the NLP solver.
It is intended that the proposed method be useful to air traffic
route designers and to airline flight planners as an approach
that can be used to predict and optimize the environmental
impact of commercial aircraft trajectory operations.

II. PROBLEM

Stated generally, the multi-objective trajectory optimization
problem can be stated as the problem of minimising an array
of scalar objective functions

min
z,u

[f1(z,u), f2(z,u), . . . , fq(z,u)]
T (1)

where, in this work, the aircraft states are z =
[x(t), y(t), h(t), v(t), γ(t), χ(t)]T , the aircraft position is r =
[x(t), y(t), h(t)]T , v(t) is the airspeed, γ(t) is the flight path
angle and where χ(t) is the heading angle. The aircraft
controls are then u = [T (t), n(t), φ(t)]T where T (t) is thrust,
n(t) is load factor and φ(t) is the bank angle. The individual
objectives of the array are then minimised subject to the
inequality constraints to be satisfied

ci(z,u) ≤ 0 (2)

When solving a multiobjective optimization problem, where n
is the number of objectives, the objective vector s∗ is Pareto
optimal, if there does not exist another objective vector s ∈ S
where si ≤ s∗i for all i = {1, . . . , n} and where s∗j < sj

for at least one index of j, j ∈ {1, . . . , n}. A Pareto front
is a set of Pareto optimal solutions. A set is Pareto optimal
if each solution in the set is Pareto optimal. For conflicting
objectives, the Pareto optimal set should identify the extremes
of the objectives, most fuel efficient and shortest path for
instance, and allow for tradeoffs between objectives to be
examined. This facilitates the search for solutions that offer
the best balance between objectives.

III. TRANSCRIPTION

To solve the general optimal control problem it may be
converted to a finite dimensional numerical optimization
problem. Methods for transcription to a numerical problem
are classified in Betts [14] as indirect and direct. Indirect
methods involve forming the Hamiltonian of the system,
estimating the costate variables, and finding a root of the
two point boundary value problem. Direct methods involve
discretising the optimal control problem and solving for
the states and controls at a series of dividing nodes. Direct
methods are preferred for this work because they do not
require the definition of costate variables or constrained arcs
and are therefore easier to apply to the problem.

Direct collocation methods use polynomials to parameterise
the states and controls of the aircraft. Hargreaves and Paris
[11] used piecewise cubic polynomials, while Fahroo et
al [15], [16] and Benson et al [17] have used orthogonal
polynomials with several different forms of collocation points.
A significant drawback of collocation methods however, is that
they can require large numbers of varied parameters. When
applied to problems with large numbers of Air Traffic Control
(ATC) constraints on aircraft position, speeds and rates
of climb/descent, collocation methods may be very slow to
evolve, first from infeasible to feasible solutions and then from
feasible to a point along the global Pareto front. Yakimenko
proposed an inverse method where the position states of
the aircraft and their derivatives are parameterised using 7th
degree polynomials [18]. Controls are then determined by
inverting the state equations. The method significantly reduces
the number of optimization variables required by analytically
determining the polynomial coefficients from the prescribed
states and controls at the boundaries (t = 0 and t = tf ).
Instead of parameterising by time, Yakimenko adopted
Taranenko’s method of parameterising the polynomials by τ ,
creating a virtual arc τ ∈ [0, τf ]. The relationship between
time t and τ is defined as λ = dτ/dt. The use of the
relationship parameter λ allows the definition of aircraft
velocity using a separate reference function, enabling the
creation of a virtual speed profile along the trajectory path
of the aircraft. The method, termed the Inverse Dynamics
in the Virtual Domain (IDVD) method, is a fast trajectory
optimization method and has been considered for real time
implementation [18], [19]. The IDVD method was adopted
for this work because the small number of varied parameters
allowed the Differential Evolution (DE) algorithm used in
this work to quickly evolve decision vectors through the
differential mutation and crossover mechanisms. The DE
algorithm was chosen because it had the potential, when
combined with the IDVD method, to efficiently converge on
detailed global Pareto fronts.

For the IDVD method, the flat earth Cartesian coordinates
rj(j = 1, 2, 3) and their derivatives are parameterised from
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the reference function (3) and its derivatives,

r(τ)j =

7∑
k=0

ajkτ
k

max(1, k(k − 1))
(3)

The coefficients of the polynomials are determined ana-
lytically from the coordinates and their derivatives at the
boundaries (τ = 0 and τ = τf ) by making the coefficients
the subjects of the following set of linear equations:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0 0 0
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4)

To modify the polynomials, the variables iterated by the solver
are then Ξ = [x′′′0,f , y

′′′
0,f , h

′′′
0,f , v

′′
0,f , τf ]. To transform the

polynomials to the system dynamics, a point mass model
is used. Therefore the state and controls are determined by
inverting the following equations:

ẋ = v cos γ cosχ, v̇ =
T −D

m
− g sin γ

ẏ = v sinχ cos γ, χ̇ =
gn sinφ

v cos γ
(5)

ḣ = v sin γ, γ̇ =
g

v
(ncosφ− cos γ)

The drag D is modelled with the aid of the BADA drag polars
[20], aircraft mass is m, g is gravitational acceleration and n
is the load factor. Conversions between the virtual and time
domain are achieved by:

ṙ = λr′; r̈ = λ(r′′λ+ r′λ′)
...
r = λ3r′′′ + 3λ2λ′r′′ + (λ2 + λλ′2)r′

(6)

Once the state and control histories are determined from τo to
τf , the following constraints are applied to ensure that they lie
between defined limits determined with the aid of the BADA
database [20]:

T ∈ [Tmin, Tmax] n ∈ [nmin, nmax] |φ| ≤ |φmax|
v ∈ [1.2vstall, vmax] v̇ ∈ [v̇min, v̇max] γ ∈ [γmin, γmax]

For the BADA parameters, Eurocontrol compensate for
inaccuracies in the parameter estimation process by defining
limits for both aircraft thrust and acceleration.

IV. WAYPOINT CONSTRAINTS

For commercial aircraft trajectory optimization, constraints
imposed by the operating environment must be considered.
Calculated trajectories must be able to adhere to ATC
constraints imposed by airspace sectorization, procedures and
traffic flow corridors. Typically, operating environment and

procedural restrictions manifest as constraints on the height,
speed or path of the flight, or some combination of the three.
Therefore a simple five dimensional constraints model is
developed.

Waypoint fixes are defined by the user in 2 dimensions
as Wr = [Wx,Wy]. The aircraft’s trajectory path can then
be constrained to fly over the 2D fix. For each waypoint
fix, the minimum distance between the trajectory path and
the fix position is calculated as a 2D distance dmin, with a
corresponding minimum time tdmin ,

dmin := min
t∈[t0,tf ]

d(t) where d(t) = ‖r2D(t)−Wr‖

tdmin := min t s.t. d(t) = dmin

The aircraft is then constrained to fly within a distance radius
of the centre point of the fix, where d̂ is the upper constraint
on dmin,

c1(dmin) = dmin − d̂

The aircraft can also be constrained to cross the fix at a
specified height, speed and arrival time. The cross above con-
straints, h, v, t, and cross below constraints, h, v, t, constrain
the minimum and maximum heights, speeds and time of the
aircraft crossing the waypoint. The minimum and maximum
can be constrained simultaneously to create height,speed and
time windows at the waypoint.

c2(h,v, t, tdmin) =

⎡⎢⎢⎢⎢⎢⎢⎣
h(tdmin)− htmin

h tmin − h(tdmin)
v(tdmin)− vtmin

v tmin
− v(tdmin)

tdmin − tmin

t
min

− tdmin

⎤⎥⎥⎥⎥⎥⎥⎦

V. ENVIRONMENTAL MODELS

For the calculation of civil aircraft noise impact local to
airports, the most commonly used method in the field is the
Noise Power Distance (NPD) method [21]. The NPD method
utilises, for a number of noise metrics, tables of empirical
data that relate the noise level calculated on the ground to the
power utilised by the aircraft and the distance from the aircraft
to the noise assessment point. Specifically, the noise level at
a point is calculated as

noise level = fn(P (t), d(t),β), ∀t ∈ [to, tf ] (7)

where P (t) is power, d(t) is slant distance between the
aircraft and the assessment point, β is a set of segment
level correction terms, and to and tf are respectively the
start and end times of the trajectory. Power, in this instance,
is corrected net thrust. The noise model chosen for use in
this work is the Integrated Noise Model (INM). INM is a
model developed by the Federal Aviation Administration
(FAA) to assess the impact of civil aircraft noise on
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communities local to airports. INM version 7 [22] is fully
compatible with ECAC Doc 29, [21] guidance that provides
a standardized methodology for the computation of noise
contours around civil airports. INM is able to calculate
several types of aircraft noise impact metrics, including
the maximum A-weighted sound pressure level LAmax,
the single event exposure metrics Sound Exposure Level
(SEL) and The Effective Perceived Noise Level (EPNL).
INM also allows the calculation of noise metric contours that
can be used to calculate population exposures and awakenings.

For the calculation of aircraft emissions, the emissions CO2,
water vapor (H2O) and sulphur oxides (SOx) are calculated
using direct multipliers on fuel burn, such that their rate of
emissions is:

ė(t) = fe(F (t),α) (8)

where F (t) is the rate of fuel burn and α is a set of fuel burn
multipliers. For the work presented in this document, rate of
fuel burn is calculated using the BADA fuel flow model [20],
where F (t) is a function of thrust and the thrust specific fuel
consumption factor η such that:

F (t) = fF (P (t), η) (9)

The emissions for hydrocarbons (HC), carbon (CO), and
oxides of nitrogen (NOx) are calculated using the Boeing
Fuel Flow Methodology (BFFM) [23]. The ICAO emissions
databank contains empirical information for certified engines
that relate fuel burn to emissions indices at 4 different engine
thrust settings. The BFFM offers a procedure for correcting
the data for atmospheric conditions and for interpolating the
data to calculate emissions of HC, CO, and NOx from fuel
flow such that their rate of emissions is:

ė(t)BFFM = fBFFM (F (t),EI) (10)

where EI is a set of of emissions indices.

VI. STOCHASTIC SOLVER

NLP algorithms can be applied in the iterative solution of a
wide array of optimization problems. NLP algorithms can be
generally classified as direct search (no derivatives), gradient
search or stochastic. Derivative based gradient solvers require
the definition or estimation of the derivatives of the objective
function, while derivative free optimisers compare only the
objective function value. To reach a global optimum it helps
if gradient and derivative free optimisers are initialised where
the objectives and constraints are convex. Stochastic solvers
however tend to find it easier to escape local minima. Like
derivative free algorithms, stochastic algorithms compare
only objective values between iterations but use probability
functions in guiding the search for the optimum solution.
More details on stochastic optimization methods can be
found in [24]. Evolutionary algorithms are a popular type
of stochastic method and are well suited to solving multi
objective optimization problems. Evolutionary algorithms,
at each step of an optimization, maintain a population of

solutions. This, allows the algorithms to simultaneously
explore different parts of the solution space to identify
decision vectors that provide the minimum for each objective
and also the Pareto optimal points that form a front between
the minimums.

The stochastic solver chosen for this work was Differential
Evolution [25]. The DE algorithm utilises the mechanism of
differential mutation. Differential mutation is a self adaptive
mechanism where 3 population vectors are randomly selected
from the parent generation and the scaled difference between
2 of the vectors is added to the third. The DE algorithm has
proved to be a simple yet effective method for handling global
optimization problems [26]. DE requires only 3 configuration
parameters for calibration and has shown promising results
when used with the inverse dynamics method chosen for use in
this research. Drury [27] tested the performance of the Inverse
Dynamics method with a number of popular Non Linear
Programming (NLP) algorithms. For 2000 different sets of
boundary values, the DE algorithm achieved a convergence of
99.8% with a relative optimality score of 94%, outperforming
all of the other NLP algorithms. A multiobjective variant of
DE is defined in [25] where Lampinen’s dominance based
method for constrained optimization [28] is used to drive
solutions towards a Pareto front. Madavan [29] subsequently
showed that multiobjective DE could be supplemented with
a nondominated sorting procedure and the crowding distance
metric developed by Deb et al [30] for the Nondominated
Sorting Genetic Algorithm (NSGAII). The result was a fast
and powerful method that combined the self organising mech-
anism of differential mutation with the elitism and the diversity
preservation of the NSGAII algorithm.

A. Main

The variant of DE chosen for this work was DE/rand/1/Bin
[25]. The algorithm initialises by generating a population
of random individuals between the user specified upper bU
and lower bL parameter bounds. For each individual in this
population, a candidate vector is created that is the algebraic
combination of 3 parent vectors, further modified by crossover
between the candidate and the target vectors. Each candidate
vector is placed in an offspring population. Once a candidate
population has been generated that is the same length as the
parent population, it is appended to the parent population. The
combined population is then sorted into fronts using nondomi-
nated sorting. For the production of the new population for the
next generation, the size of the combined population is reduced
to the initial population size by truncation. Each solution in
the solution set is sorted into fronts (F ) depending on the
number of other solutions in the set each is dominated by. All
fronts from the first nondominated front (F1) upwards , whose
combined length is less than or equal to the initial population
size are preserved for the next generation. The individuals in
the final front are sorted according to their crowding distance
value. Individuals with large crowding distance values are
moved toward the start of the front and the individuals with
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Algorithm 1 A fast, self-adaptive, elitist, diversity preserving, multi-objective evolutionary algorithm

G = 1 First generation
P = ∅ Initialise initial population
for i := 1 to NP Create NP real valued vectors

pi = ∅ Initialise population vector
for j := 1 to D Each population vector contains D real parameters

xj,i,G = rand(0, 1)(bj,U − bk,L) + bj,L Create parameters within bounds
pi = ∪{xj,i,G} Add the parameter to the population vector

end
P = ∪{pi} Add the population to the set of populations

end

while G < Gmax While current generation is less than final generation
Q = ∅ Initialise offspring population
for each pi,G ∈ PG For each population vector in the population
r1, r2, r3 ∈ {1, ..., NP} Select 3 random indexes
FS ∈ [0, 1] Scale factor
vi,G = pr1,G + FS(pr2,G − pr3,G) Create mutant population with Differential mutation
CR ∈ [0, 1] DE crossover parameter CR
k ∈ {1, ..., D} Random parameter index
qi = ∅ Initialise candidate vector
for each xj,G ∈ pi,G For each parameter in the vector

r = rand(0, 1)
if r <= CR ∨ j == k Crossover between parent and the mutant vectors

uj,G = vj,G
else

uj,G = xj,G

end
qi,G ∪ {uj,G} Add parameter to candidate vector

end
QG ∪ {qj,G} Add candidate vector to offspring population
end
RG = PG ∪ {QG} Combine parent and offspring population
F = fast nondominated sort(RG)
PG+1 = ∅ and l := 1 All nondominated fronts of RG

while |PG+1|+ |Fl| ≤ |PG| Until the new population PG+1 is filled
crowding distance assignment(Fl) Calculate the crowding distance in Fl

PG+1 = PG ∪ {Fl} Include the lth nondominated front in the new population
l = l + 1 Check the next front for inclusion

end
sort(Fl : Fend,≺) Sort final front in descending order using domination
PG+1 = PG+1 ∪ FL[1 : (N − |PG+1|)] Truncate final front if required
G = G+ 1 Increment generation counter

end

small crowding distance values are moved towards the rear.
If inclusion of the final front results on a population size
greater than the initial population size, then the final front
is truncated. This ensures that the solutions in the final front
with the greatest solution diversity are retained for the next
generation.

B. Nondominated Sorting

In general, for 2 feasible solutions where p,q ∈ S, p
dominates q (p ≺ q) if ∀k : fk(p) ≤ fk(q) ∧ ∃k : fk(p) <
fk(q) Nondominated sorting involves using domination to
rank each solution into fronts that are sets of solutions with
equal dominance ranking. Solutions that are not dominated by
any other solutions are assigned to the first front F1, Solutions
that are dominated by 1 other individual will appear on the
next front F2, and so on until all solutions are assigned to the
appropriate front.

C. Crowding Distance

The crowding distance metric is used to measure the dis-
tance along the same nondominated front from one solution
to the 2 adjacent solutions. For each objective function, the
greatest and smallest objective values are assigned an infinite
crowding value, preserving the boundary value individuals. For
each intermediate individual, its proximity to other individuals
is determined by taking the normalised difference between the
solutions either side of that solution. When this measure is
summed over all individual’s objective functions, a measure
of the closeness between solutions is reached.

D. Selection

Unlike many Evolutionary Algorithms, where parent and
child populations are compared to each other for fitness, for
the NSGA-II method, the parent and child populations are
appended to each other, and all selection occurs within the
same population. Fitter individuals as determined by their
nondomination rank and crowding distance are moved to the
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front of the population, while less fit individuals are moved to
the back of the population and may be subjected to truncation.
As shown in Algorithm 2, domination is determined by the
constraints, rank, and crowding distance of each individual. In
Algorithm 2, the solution i dominates the solution j if both are
feasible and i has either a lower nondominated rank (rank) or
has a greater crowding distance value (distance) at the same
nondominated rank. If i is feasible and j is infeasible then i
dominates. If both solutions are infeasible, then the individual
with the lowest overall constraint violation dominates.

Algorithm 2 Selection

ζ(i) =

m∑

k

max[0, gk(i)]

ζ(j) =

m∑

k

max[0, gk(j)]

i ≺ j if

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ζ(i) ≤ 0 ∧ ζ(j) ≤ 0

∧
irank < jrank

∨
[irank = jrank] ∧ [idistance > jdistance]

∨⎧
⎪⎨

⎪⎩

ζ(i) ≤ 0

∧
ζ(j) > 0

∨⎧
⎪⎨

⎪⎩

ζ(i) > 0

∧
ζ(i) < ζ(j)

VII. RESULTS

A departing aircraft scenario was created to demonstrate the
multi objective trajectory optimization method. In the scenario,
a commercial aircraft is required to climb from an initial climb
point below 500ft at the west of a large population centre, to
an en-route connection point lying at 20,000ft on the far side
of the population centre. The commercial aircraft simulated
was the medium narrow-body Airbus A321 aircraft with twin
International Aero Engine V2530 engines. The population
was artificially created for the scenario, and consisted of
1.5 million people evenly distributed over an area of 45000
hectares. In addition to the constraints from Section III, the
bank angle φ and the minimum climb gradient below 1000ft
were constrained to 0(rad) and 12% respectively. For the
first scenario the objectives chosen were the greenhouse gas
Carbon Dioxide and the population enclosed within the 70
dB(A) Sound Equivalent Level footprint contour. SEL was
used here as it forms the basic ‘building block’ of the Lden
(Day-Evening-Night Average Sound Level) and Ldn (Day-
Night Average Sound Level) contour calculations used to asses
the community impact of aircraft noise.

Fig. 1 shows a Pareto front between the minimums of the two
objectives. It can be seen from the front that there is a trade-
off of approximately 900kg of CO2 between the most CO2
optimal trajectory and the most noise optimal trajectory. Sim-
ilarly there is a trade-off of approximately 300,000 exposed
people between the most noise optimal trajectory and the most
CO2 optimal trajectory. Fig. 2 shows the trajectories for the
two minimums. The aircraft trajectory for the minimum CO2
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Fig. 1. Pareto front between CO2 emissions and the population within the
70dB(A) footprint
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Fig. 2. Minimum noise and CO2 trajectories

objective, after climbing out to 1000ft takes a direct route over
the population area to the target end point, minimising excess
track miles, fuel burn and therefore CO2. The trajectory for
the minimum noise objective, initially progresses directly to
the east, avoiding over-flying the majority of the population
area and therefore minimising the population exposed to noise.
It can be seen from Fig. 2 and from Fig. 3 that the noise
optimised trajectory climbs to a height of 1500ft where it
reduces thrust and accelerates to zero flap speed while passing
over a population region near to the airport. On clearing the
population region, the aircraft is turned to the target end
point while thrust is increased gradually to maximum climb
thrust and the aircraft accelerates to en-route climb speed. The
trajectory produced mimics closely the Sourdine close-in noise
abatement procedure as both involve an initial climb at full
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thrust followed by acceleration at reduced thrust and a gradual
power increase.
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and CO2 trajectories

A second scenario was created to examine the trade-offs
between minimising for noise near to the airport and min-
imising for noise farther away from the airport. Boundary
values remained as in the first scenario, however, all solution
trajectories were constrained via the constraints in Section IV
to lie along a common x, y ground path shown in Fig. 4.
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All improvements in objectives were therefore achieved
through changes to the vertical trajectory. A region of noise
monitoring points, shown in green in Fig. 4, were then placed
at 1000m intervals from a distance of 3000m to 30,000
metres from start of roll. The region of 3000m to 15000m
was defined as the close-in region and the region of 15,000 to
30,000 metres was defined as the far region. Two objectives
were then the subject of the optimization, Average EPNL
in the close-in region, and average EPNL in the far region.
Fig. 5 shows the Pareto front between the average EPNL in
the near region and average EPNL in the far region. It can
be seen that there is a 2-3 EPNdB average EPNL tradeoff
between optimising trajectories for the different regions.

It can be seen from Fig. 6 and from Fig. 7 that the near
region optimization causes the aircraft to cutback its thrust and
to assume a shallower flight path angle climb sooner than the
far region optimization. As can be seen in Fig. 8, this results in
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Fig. 5. Pareto front between close-in and far region average EPNL

a reduction in EPNL noise levels along the trajectory centreline
at distances running from 3000 to 11000 metres. By contrast
the far region optimization results in the aircraft climbing as
high as possible using maximum thrust and flight path angle
prior to the beginning of the far region. Once the far region
is reached, the aircraft reduces thrust and climb angle, but
the greater altitude attained allows the aircraft to fly higher
over the far region increasing the noise attenuation distance
and reducing noise levels on the ground. Once the far region
has been passed, thrust is increase to accelerate the aircraft to
enroute speed. Fig. 8, shows the corresponding higher close-
region noise levels and lower far region noise levels that result
from this trajectory.
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VIII. CONCLUSION

As can be seen from Section VII, under many circum-
stances, there is no one trajectory that minimises all envi-
ronmental costs. Therefore when planning environmentally
efficient trajectories, the trade-offs between the objectives
must be considered. This work has proposed a multi-objective
trajectory optimisation method that may be used to analyse the
trade-offs between environmental objectives that arise when
operating commercial aircraft in different ways. The work
assumes the availability of an advanced Flight Management
System (FMS) with auto-throttle capable of tracking the
detailed trajectory solutions. However, each trajectory may
be segmented into a smaller number of operational steps that
would be suitable for a pilot to execute. Further work will
involve the automated analysis of the Pareto fronts so that
certain solutions from the front can be recommended to the
user to aid their decision making. This is intended to be
especially useful when analysing Pareto fronts between more
than two objectives.
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Abstract—Self-optimizing control (SOC) is a powerful tool to
select controlled variables (CVs) so that when these variables are
maintained at constant set-points, the entire process operation is
automatically optimal or near optimal (self-optimizing) in spite
of the presence of various uncertainties. Over a decade devel-
opment, many SOC theories and methods have been developed
to select optimal CVs. However, all these methods are based on
local linearization of the process model at a nominally optimal
operating point, hence referred to as local methods.

Due to the nature of locality, existing SOC methods may cause
a large performance loss when the feasible operation region
is large and the process is highly nonlinear. In this paper, we
propose a global approach to select optimal CVs for nonlinear
processes so that the average loss over the entire feasible
operation region is minimized. Firstly, the globally average loss
minimization problem is formulated and a toy example is solved
analytically to explain the difference between the global approach
and other local methods. For more complex processes where
an analytical solution is not tractable, a numerical approach
is proposed to minimize the average loss globally. In the new
approach, optimal CV selection is found by solving a regression
problem to approximate the necessary conditions of optimality
of the objective function. A case study on an exothermic reactor
demonstrates the effectiveness of the new approach.

I. INTRODUCTION

Traditionally, CVs are selected from a list of available or
inferred measurements based on heuristic experiences and un-
derstanding of the whole process from an engineering perspec-
tive. For example, the variables related to safety regulations
and product qualities usually need to be actively controlled and
they are naturally chosen as CVs, thus consuming most of the
process degrees of freedom (DOF). In many cases, these active
constraints will dominate the process operation. However, for
processes with extra DOF more than active constraints, self-
optimizing control (SOC) [1] showed that the remain DOF
can be used for optimization purpose by selecting appro-
priate CVs. When the selected CVs are maintained at pre-
determined constant set-points, the entire process operation
is automatically optimal or near optimal (self-optimizing) in
spite of the presence of various uncertainties, disturbances and
measurement errors.

Over a decade development, many SOC theories and meth-
ods have been developed to select optimal CVs. Halvorsen
et al. [2] derived simple singular value rule and local exact
method for CV selection. Recent works have been engaged

in finding proper combination matrix H of measurements as
CVs to reduce the economic cost. Kariwala [3] minimized
the local worst-case loss via singular value and eigenvalue
decompositions. Later Kariwala et al. [4] derived optimal H
with average loss minimization. Alstad and Skogestad [5]
presented a null space method to minimize the loss caused by
disturbances. Furthermore, Alstad et al. [6] extended null space
method using extra measurements to minimize the loss caused
by implementation error. Hori and Skogestad [7] compared
maximum gain rule and local exact method and found the
former one should be used with care for ill-conditioned plants.
All these SOC methods were derived based on linearization of
the process model around a normally optimal operating point,
hence are referred to as local methods. This means the CVs
selected by using these methods may only be optimal in a
small neighborhood around the nominal point.

To address the locality issue, this paper aims to select CVs
for nonlinear processes to be globally optimal by minimizing
the average loss across the entire operation region. The re-
maining of this paper is organized as follows: Section II briefly
reviews the local SOC methods, and Section III presents the
formulation of globally average loss minimization problem
for CV selection, together with a toy example to explain
the difference between the global approach and existing local
approaches. In Section IV, a CV selection procedure through
regression for more general processes is proposed. The effec-
tiveness of proposed solution is further demonstrated through
an exothermic reactor case study in Section V. Finally, Section
VI concludes the work together with some suggestions for
future works.

II. A BRIEF REVIEW OF LOCAL METHODS BASED
SELF-OPTIMIZING CONTROL

Consider a generalized static optimization problem for con-
tinuous processes, which is given as

min
u

J(u, d) (1)

s.t. g(u, d) ≤ 0

with available measurements

y = f(u, d) (2)
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where J is the scalar objective function; u ∈ R
nu , d ∈ R

nd

and y ∈ R
ny are manipulated, disturbance and measurement

variables, respectively; g : Rnu×nd ⇒ R
ng and f : Rnu×nd ⇒

R
ny are the operational constraints and measurement equa-

tions, respectively.
Let c represent the CVs with set-points at cs. SOC [1]

demonstrated that if c are properly selected, then when these
variables are perfectly maintained at their optimal values,
cs = copt(d) in the presence of disturbance, d, manipulated
variables, u will approach to their optimal values uopt(d)
through feedback control without re-optimizing cs. To select
CV properly, let measurements y at the nominal point be
linearized as

y = Gyu+GydWdd+Wnn (3)

where Gy and Gyd are the steady state gain matrices of y with
respect to u and d, respectively; n is the implementation error
due to measurement noise and/or control errors associated with
individual measurement; Wd and Wn are diagonal matrices
representing magnitudes of d and n respectively.

The selected CVs as linear combinations of full measure-
ments set y can be represented as

c = Hy (4)

where H is the combination matrix with full row rank of nu

to square the control system. Especially, zero columns in H
imply a subset of full y is unused. The worst case loss [2] and
the average loss [4] in objective function due to maintaining
CVs at constant set-points for uniformly distributed d and n
are given in (5) and (6), respectively.

Lwc =
1

2
σ2
max(M) (5)

Lav =
1

6(nd + ny)
‖M‖2F (6)

where σmax(·) and ‖ · ‖F are the maximum singular
value and Frobenius norm of a matrix respectively; M =[
J
1/2
uu

(
J−1

uu Jud −G−1Gd

)
Wd J

1/2
uu G−1HWn

]
with G =

HGy and Gd = HGyd. Here, Juu = ∂2J/∂u2 and Jud =
∂2J/(∂u∂d) are the diagonal and off-diagonal Hessian matri-
ces of J evaluated at the nominal point.

CV selection is then characterized as minimizing (5) or (6)
with respect to H . Recently, several explicit expressions for
H have been reported [5], [3], [4], [6]. For example, if ny =
nu + nd, the combination matrix H according to null space
method proposed by Alstad and coworkers [5], [6] can be
selected as

H =
[
J
1/2
uu J

−1/2
uu Jud

] [
Gy Gyd

]−1
(7)

III. SELECTION OF GLOBALLY OPTIMAL CONTROLLED
VARIABLES

A. Formulation

In the existing SOC theory, the CV selection problem is
solved by assuming measurements in (2) are linearized in (3).
This assumption restricts the solution to be local. To avoid

this locality, the linear model assumption is discarded in the
new global formulation to be presented below. Furthermore, in
general, CVs can be either linear (as shown in (4)) or nonlinear
combinations of all or a subset of available measurements.
Therefore, in this work, the CVs are parameterized by w ∈
R

nw as follows.
c = φ(y, w) (8)

For simplicity but without loss of generality, it is assumed that
cs = 0.

Let the entire operating range defined by the disturbance
d ∈ D and all possible measurement noise represented by
n ∈ N . It is assumed that d and n are statistically independent.
The minimum cost of the optimization problem in (1) is a
function of d, Jopt(d), while the actual cost when c = 0 is a
function of d and n denoted as Jw(d, n). Then, the operation
loss in terms of the cost function for c = 0 with specific d
and n is Lw(d, n) = Jw(d, n) − Jopt(d), whilst the average
loss across the entire operation range is a function of design
parameters, w as follows.

Lgav(w) = E[Lw(d, n)] (9)

=

∫
n∈N ,d∈D

ρ(d)ρ(n)Lw(d, n)dndd (10)

where E[·] and ρ(·) represent the expected value and the
probability density of a random variable, respectively.

Then, the globally optimal CVs can be selected by designing
w to solve the following optimization problem

min
w

Lgav(w) (11)

s.t. y = f(u, d) + n

0 = φ(w, y)

d ∈ D
n ∈ N

The optimization problem in (11) is generally suitable for
various D, N and nonlinear combination, φ.

It was shown in [8] that local SOC methods essentially
capture necessary conditions of optimality (NCO) locally at
the nominal point with a straight line as CV. The aim of
this work is to search other curves as CVs, which have better
average performance across the whole region. The differences
of these methods are illustrated in Figure 1, where cloc is the
CV obtained by local SOC method, cgav is the globally optimal
CV. As shown in Figure 1(a), the vertical axis is the NCO value
when c = 0, where the desired value is 0. The curve of NCO
for cloc can only be maintained at the nominal point, d = d�,
whereas the deviation goes large as the operation point drifts
far away from the nominal point. The curve of NCO for cgav
approaches the zero line more closely in an average sense to
minimize the overall loss, which can be quantified by the area
surrounded by the curve of L and d axis in the disturbance
range [d, d̄], as shown in Figure 1(b).

From Figure 1, it is clear that the price to gain better average
performance across the entire region is the slightly increased
loss around the nominal operating point. To help understanding

137



of the general formulation, a toy example is to be solved as
follows.

d
d*

cloc

cgav

Ju

d d
0

(a)

dd*

cloc

cgav

L

d d
0

(b)

Fig. 1. Comparison of local SOC and globally optimal CV: (a) NCO against
d; (b) Loss function L against d

B. A toy example
To illustrate the proposed new framework for globally

optimal CVs selection, consider a problem to minimize the
objective function

J =
1

2
(u− d)2 (12)

where both u and d are scalars. Two measurements are
available as follows.

y1 = u (13)

y2 =
1

4
u2 + d (14)

The nominal disturbance is d∗ = 0. Correspondingly, the
optimal point is then defined by u∗ = 0, where J∗ = 0,
y∗1 = 0 and y∗2 = 0. The possible variation of d is uniformly
distributed between −1 and 1, i.e. d ∈

[
−1 1

]
.

It is clear that uopt(d) = d and correspondingly, Jopt(d) =
0. Therefore, for a non-optimal input, u, the loss, L(u, d) =
J(u, d)− Jopt(d) = J(u, d).

Firstly, the local SOC approach of null space method
proposed in [5], [6] is applied to the problem. Since, Juu = 1,
Jud = −1, Gy =

[
1 0

]T
and Gyd =

[
0 1

]T
, the local

optimal CV is then obtained using (7), which also minimizes
the average loss locally for this problem[4]

clav = y1 − y2 (15)

To maintain clav = 0 through feedback, the corresponding
input has two solutions. The one satisfies the nominal operat-
ing condition, u∗ = 0 is

ulav = 2− 2
√

1− d (16)

Accordingly, the loss is then

Llav(d) =
1

2
(2− 2

√
1− d− d)2

Hence, the expectation of the loss over the entire range is

E[Llav(d)] =
1

2

∫ 1

−1

1

2

[
8(1− d) + d2 − 4(2− d)

√
1− d

]
dd

= 0.0183

Next, the global CV selection problem in (11) is to be solved
for the toy example. For simplicity, consider the CV to be a
linear combination of measurements. It can be parameterized
as

cgav = φ(w, y) = y1 + w1y2 + w2 (17)

When cgav = 0, the corresponding input, which is most close
to u∗ = 0 is

ugav =
2

w1

(
−1 +

√
1− w1(w2 + dw1)

)
(18)

Inserting (18) into (10) and solve it for optimization problem
(11), we obtain the following results using Matlab Symbolic
Math and Optimization Toolboxes:

w1 = −0.9231

w2 = 0.0705

with the minimized average loss

min
w
Lgav(w) = 0.00278 (19)

The result shows that the minimum global loss is much less
than the local counterpart even though CVs of both methods
are linear with the same number of parameters. The globally
optimal linear CV is

cgav = y1 − 0.9231y2 + 0.0705 (20)

which minimizes the average loss over the entire disturbance
space.

IV. A REGRESSION APPROACH FOR GLOBALLY OPTIMAL
CV SELECTION

The toy example is solved analytically through finding
the relationships between the loss expectation E[L] and the
CV parameters, w. However, finding analytical solution may
not be tractable for general self-optimizing control problems.
Therefore, it is necessary to develop a numerically effective
approach to solve the globally optimal CV selection problem.
In the following, we propose a regression approach to approx-
imate the NCO of the optimization problem using CVs so that
when these CVs are perfectly controlled at zero, the loss is
proportional to the regression error. More specifically, let uw
the control input corresponding to cw = φ(w, y, n) = 0. Then,
the cost function J(u, d) at a specific d can be represented as
the Taylor expansion around uw,

J(u, d) = Jw + ηTw∆u+ 0.5∆uTSw∆u (21)

where ∆u = u− uw, Jw = J(uw, d),

ηw =
∂J(u, d)

∂u

∣∣∣∣
u=uw

(22)
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and
Sw =

∂η(u, d)

∂u

∣∣∣∣
u=uw

(23)

The gradient function can also be expanded similarly.

η(u, d) = ηw + SwΔu (24)

At the optimal point, uopt(d), the above expansion becomes

J(uopt, d) = Jw + ηT
wΔuopt + 0.5ΔuT

optSwΔuopt (25)

where Δuopt = uopt − uw. Equivalently,

Lw(d, n) = Jw − J(uopt, d) (26)

= −ηT
wΔuopt − 0.5ΔuT

optSwΔuopt

Furthermore, at the optimal point, the NCO is

η(uopt, d) = ηw + SwΔuopt = 0

Therefore,
Δuopt = −S−1

w ηw (27)

This leads to
Lw(d, n) = 0.5ηT

wS
−1
w ηw (28)

Note, a similar result on the loss has been derived in [9],
however, for local loss around the nominally optimal point,
whilst the result derived in (28) is globally valid.

Although loss derived in (28) can be directly used in (9) for
global CV selection, the requirement of Sw at each d and n is
prohibitive. However, if CVs are represented as a summation
of the NCO and an approximation error as follows,

cw = ηw − εw (29)

then the approximation error, εw = ηw because cw = 0 is
perfectly controlled. Therefore, an upper bound of the global
loss can be derived using the approximation error,

Lw(d, n) ≤ 0.5M‖εw‖22 (30)

where
M = max

d∈D,n∈N
λ̄(Sw) (31)

with λ̄(·) denoting the maximum eigenvalue of a matrix.
To simplify the optimization problem in (11) further, the

continuous operating region specified by D and N is dis-
cretized in N sampling points, di ∈ D and ni ∈ N for
i = 1, . . . , N . To avoid solving the perfect CV control
equation, φ(w, y) = 0, u is also sampled at N points within
a feasible range, u ≤ ui ≤ ū, accordingly. With these three
independent variable samples, the gradient, ηi = η(ui, di),
yi = y(ui, di)+ni can be calculated from the process model.
Then the following regression problem is to be solved in order
to determine the optimal CV parameters,

min
w

1

2
(φ(w, yi)− ηi)

T (φ(w, yi)− ηi) (32)

This is a nonlinear least squares problem. The famous
Levenberg-Marquardt algorithm [10] is available to solve this
problem efficiently. Meanwhile, there are many nonlinear

model structures are available in the literature as well, which
can be adopted for φ(w, y), such as the polynomial and
Gaussian kernel models. For simplicity, only linear regression
is considered in the formulation bellow, for which an analytical
solution can be derived.

The general form of linear φ(w, y) is given as follows.

cw = Hy + b (33)

with the parameter vector, w =
[
vec(H)T bT

]T
, where

H ∈ R
nu×ny , b ∈ R

nu and vec(·) represents a matrix to
be arranged in a vector.

Using the linear combination CVs given in (33), nu CVs can
be calculated independently for each CV to approximate one
of elements in the gradient vector, η. Therefore, for simplicity,
in the following development, it is assumed that nu = 1.

Denote

η =
[
η1 · · · ηN

]T
(34)

Y =

[
y1 · · · yN

1 · · · 1

]T

(35)

w =
[
H b

]T
(36)

Then the regression problem (32) is equivalent to a linear
regression problem

ε = min
w

1

2
(Y w − η)T (Y w − η) (37)

The least squares solution to the problem can be analytically
obtained as

wopt = (Y TY )−1Y T η (38)

The corresponding minimum total regression cost is

ε =
1

2
ηT (I − Y (Y TY )−1Y T )η (39)

The corresponding global average loss by adopting this linear
combination CV can be bounded by Lgav ≤ Mε. Note
although above solution is derived for linear combinations as
CV, it can be easily extended to polynomial form by expanding
matrix Y with higher order terms, as illustrated in case studies
below.

V. CASE STUDIES

A. Toy example continued

Applying proposed regression method above, the variation
ranges for u and d (u, d ∈

[
−1 1

]
) are both discretized into

10 parts equally resulting total N = 112 = 121 sample points.
At each sampling point, the measurements and gradient Ju

are calculated, then we obtained the matrix Y and vector η.
A linear LS regression is simply performed using (38), which
results in the following CV

cw1 = y1 − 0.9809y2 + 0.09809 (40)

To calculate the average loss, the control input for cw is found
to be

uw1 = 2.039− 2.0389
√
1.0962− 0.9621d (41)
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Inserting (41) into (12) and (10) to yield the expectation of
loss calculated as

E[Lw1(d)] = 0.00375 (42)

The average loss for cw1 has been significantly reduced as
compared with local method and is only slightly bigger than
optimal 0.00278, which is analytically searched in Section
III. The convenience of proposed regression method is that it
directly determines w via numerical approach, avoiding the
requirement of representing input u in terms of d and w,
which is inevitable and hard to access in analytical way. To
demonstrate the powerful usage of proposed method, a second
order polynomial regression is further performed by adding
terms y1y2, y21 and y22 into Y , the CV is found to be

cw2 = y1 − y2 + 0y1y2 + 0.25y21 + 0y22 + 0 (43)

The corresponding control input uw2 and the expected loss
are interestingly found to be uw2 = d and minw Lw2(d) = 0,
respectively. It means that the process can achieve perfect self-
optimizing control under any disturbance! Note, if we specify
a quadratic form of φ(y, w) in the first place and solve it
analytically, the solution process will be very complicated and
almost prohibitive.
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Fig. 2. Comparisons for different CVs for the toy example: (a) gradient
function ηw against d; (b) Loss function L against d

Figure 2 (a) and (b) show the loss performances of vari-
ous CVs when they are perfectly controlled at set-points 0.
Compared with clav, globally optimal cgav is able to steer
the gradient ηw closer to 0 and minimize the loss over the
entire disturbance range. cw1 is suboptimal but its shape is
approximately similar to cgav, hence the loss is only slightly
bigger. Moreover, cw2 achieves perfect self-optimizing control
and its curves overlap with desired 0 horizon line in the figures
(not shown in semi-logarithmic plot (b)). Although for this
problem cw2 can also be derived through arrangements for
model equations by eliminating u and d, this may be hardly
possible for other more complex problems, whereas regression
method provides a very simple and efficient alternative, as
illustrated in the reactor case study below.

B. Exothermic Reactor

Self-optimizing control for the exothermic reactor has been
previously studied by several researchers [3], [9], [11]. The
reactant A is fed into a continuous stirred-tank reactor (CSTR)
and undergoes a reversible exothermic reaction in the CSTR.
The inlet temperature, concentrations of A and product B in
the feed are denoted as Ti, CAi and CBi respectively, the outlet
temperature, concentrations of unreacted A and product B in
the outlet stream are denoted as T , CA and CB respectively.
The schematic of exothermic reactor process is shown in
Figure 3.

TiCAi

CBi

T CA

CB

A→B

Fig. 3. Exothermic reactor process

The first principle models are composed of differential
equations for mass and energy balances

dCA

dt
=

1

τ
(CAi − CA)− r (44)

dCB

dt
=

1

τ
(CBi − CB) + r (45)

dT

dt
=

1

τ
(T − Ti) + 5r (46)

where τ = 60s is the residence time, and r is the rate of
reaction which is dependent on process variables

r = 5000e−
10000
1.987T CA − 105e−

15000
1.987T CB (47)

The classifications for manipulated variable, available mea-
sured variables and disturbances are given as

u =
[
Ti

]
(48)

y =
[
CA CB T Ti

]T
(49)

d =
[
CAi CBi

]T
(50)

The anticipated noises for measured variables are ±0.01 mol/L
for concentrations CA and CB , ±0.5K for temperatures T
and Ti. The allowable sets for disturbances are considered as
0.5 ≤ CAi ≤ 1.5 and 0 ≤ CBi ≤ 0.5.

The operational objective of exothermic reactor process
is to maximize the economic profit, which is equivalent to
minimizing a cost function

J = −20090CB + (0.1657Ti)
2 (51)
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where the first term of J is the negative profit of product B
and the latter represents the cost of heating the input stream.
The nominal values for process variables are given in Table 1.
The operational degree of freedom for this case is 1, so only
1 CV is to be selected to square the control system.

TABLE I
PROCESS VARIABLES AND NOMINAL VALUES

Variable Physical description Nominal value Unit
CA Outlet A concentration 0.498 mol · L−1

CB Outlet B concentration 0.502 mol · L−1

T Outlet steam temperature 426.803 K
Ti Inlet steam temperature 424.292 K
CAi Inlet A concentration 1.0 mol · L−1

CBi Inlet B concentration 0 mol · L−1

J Economic objective −5149.3 $

For this example, an analytical CV solution to minimize
the globally overall loss is not available. Alternatively, the
regression approach is use to select the optimal CV. Samples
for regression are collected as follows: the possible variation
range of each independent variable ( CAi, CBi and Ti) is dis-
cretized equally into 10 parts, therefore, 113 points of data are
generated. Each point of data contains four measured variables
and dJ/du, which is calculated using input perturbations and
finite differences. The variation ranges for disturbances are de-
fined earlier, the range for Ti is considered as

[
380K 450K

]
,

which is determined from later observations that the majority
of optimum u falls into this interval.

Least square regression is performed straightforward to get
a combination model as CV with measurements as predictors.
A linear and second order polynomial regression result in the
following CVs,

c1 = −772.2− 184.3y1 + 152.0y2 − 7.4y3 + 9.3y4 (52)
c2 = 1131.0 + 324.3y1 − 1298.8y2 − 105.5y3 + 100.3y4

(53)
+ 12.0y1y2 − 44.7y1y3 + 43.3y1y4 + 15.6y2y3

− 12.0y2y4 + 81.2y21 − 30.5y22 + 3.4y24

with an R2 regression index of 0.9464 and 0.9997, respec-
tively. As a comparison, the methods proposed by Kariwala
et al. [4] to minimize average local loss and Alstad et al. [6]
using extended null space method are also applied to current
example. These CVs are

cKariwala = 0.76y1 − 0.65y2 − 6.58× 10−5y3 (54)
− 0.0051y4 + 2.15

cAlstad = −171.76y1 + 145.23y2 + 0.0083y3 (55)
+ 1.15y4 − 479.18

A Monte Carlo experiment for 100 set of randomly generated
disturbances within expected ranges is conducted and the
results are shown in Table 2. The results in Table 2 show that
self-optimizing performance can be significantly improved by
using proposed method. Compared to cKariwala and cAlstad, the
average losses (11.57 and 10.21) are furthermore effectively
reduced by c1 and c2 (3.07 and 0.0896) because proposed

method minimize the loss globally in the entire operation
region.

TABLE II
AVERAGE ECONOMIC LOSSES WITH DIFFERENT COMBINATION CV

CV Average loss Maximum loss Standard deviation
c1 3.07 15.39 3.26
c2 0.0896 0.97 0.15

cKariwala 11.57 52.78 12.11
cAlstad 10.21 71.33 14.76

VI. CONCLUSIONS

This paper presented a formulation for selecting CVs with
globally average loss minimization in the context of SOC.
A toy example is provided to illustrate the procedure of
selecting globally optimal CVs for self-optimizing control.
Compared with existing local SOC methods, which are only
accurate in small neighborhood around the nominal point, new
approach is advantageous that the global loss is minimized
in an average sense. To circumvent the difficulty for solving
the complicated and maybe non-convex optimization problem,
a numerical solution is proposed alternatively to find optimal
CVs, which is based on least squares regression to approximate
the NCOs. The usage and effectiveness of the numerical
method are demonstrated by the toy example and a more
realistic exothermic reactor case study. The later shows that
the loss over the entire operating range is significantly reduced
comparing with the results obtained before using local SOC
approaches.
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Abstract—For selection of controlled variables (CVs) in self-
optimizing control, various criteria have been proposed in the
literature. These criteria are derived based on local linearization
of the process model and the necessary conditions of optimality
(NCO) at a nominally optimal operating point. Recently, a novel
CV selection framework has been proposed by Ye et al. [1] by
converting the CV selection problem into a regression problem to
approximate the NCO globally over the entire operation region.
In this approach, linear combinations of a subset of available
measurements are used as CVs. The subset selection problem is
combinatorial in nature redering the application of the globally
optimal CV selection method to large-scale processes difficult.
In this work, an efficient branch and bound (BAB) algorithm
is developed to handle the computational complexity associated
with the selection of globally optimal CVs. The proposed BAB
algorithm identifies the best measurement subset such that the
regression error in approximating NCO is minimized. This
algorithm is applicable to the general regression problem. The
efficiency and effectiveness of the proposed BAB algorithm is
demonstrated through a binary disdillation column case study.

I. INTRODUCTION

The selection of controlled variables (CVs) from available
measurements is an important task during the design of control
systems. For CV selection, several methods have been pro-
posed in the literature. Skogestad [2] introduced the concept of
self-optimizing control for selection of CVs based on process
economics. In this approach, CVs are selected such that in
presence of disturbances, the loss incurred in implementing
the operational policy by holding the selected CVs at constant
setpoints is minimal, as compared to the use of an online
optimizer. The advantages of self-optimizing control approach
for CV selection has been demonstrated through several case
studies; see e.g. [3] for an overview.

The choice of CVs based on the general non-linear for-
mulation of self-optimizing control requires solving large-
dimensional non-convex optimization problems [2]. To quickly
pre-screen alternatives, exact local methods with worst-
case [4] and average loss minimization [5] have been proposed.
These local methods are useful for selecting a subset or linear
combinations of available measurements as CVs, where the
latter approach provides lower losses. Recently, explicit solu-
tions to the problem of finding locally optimal measurement
combinations have been proposed [6], [5], [7]. Hu et al. [8]
have proposed a local method to explicitly handle the input

and output constraints during CV selection.
The available CV selection criteria are derived based on

local linearization of the process model. Recently, a globally
optimal CV selection framework has been proposed by Ye et
al. [1], [9]. In this framework, the CV synthesis problem is
converted into a regression problem using CVs as measure-
ment combinations to approximate the Necessary Conditions
of Optimality (NCO) globally over the entire operation region.
It has been proven that the average loss is globally minimized
when the regression error is minimal over the entire operation
region and the measurement combinations as CVs are perfectly
controlled at zero. A number of linear and nonlinear regression
models have been proposed to approximate the NCO. Case
studies showed that all these models are able to significantly
reduce the loss, as compared to using CVs designed by using
existing local methods.

In general, CV selection is a combinatorial problem. For
selection of individual measurements as CVs, a number of
efficient branch and bound (BAB) approaches, called bidi-
rectional BAB (B3), have been developed for various local
criteria to address the combinatorial issue [18], [10], [11].
These BAB algorithms are not required for the selection of
individual measurements as globally optimal CVs, as the se-
lection is not combinatorial any more because approximations
of individual gradients are not correlated and can be solved
separately. However, to select measurement combinations, the
combinatorial difficulty still exists for the global CV selection
problem.

It is known that the use of combinations of a few measure-
ments as CVs often provide similar loss as the case where
combinations of all available measurements are used [6], [5],
[7], [9]. Though the former approach results in control struc-
tures with lower complexity, it gives rise to a combinatorial
optimization problem involving selection of measurements,
whose combinations can be used as CVs. For local self-
optimizing control methods, partially bidirectional BAB (PB3)
methods have been proposed to solve this combinatorial prob-
lem efficienctly [10], [11]. In this work, the framework is
further extended to measurement subset selection for synthesis
of globally optimal CVs chosen as linear combinations of
measurements. It is proven that the selection criterion is
equivalent to a quadratic problem, for which a standard BAB
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algorithm [12] exists. The standard algorithm is improved into
a downwards BAB algorithm. The efficiency and effectiveness
of the proposed BAB algorithm is demonstrated through a
distillation case study [13].

II. LOCAL METHODS FOR SELF-OPTIMIZING CONTROL

Consider that the steady-state economics of the plant is
characterized by the scalar objective function J(u, d), where
u ∈ R

nu and d ∈ R
nd are inputs and disturbances, respec-

tively. The optimal operation policy is to update u according
to d, which usually requires the use of an online optimizer.
For this case, let the optimal value of the objective function
be denoted as Jopt(d). A simpler strategy involves indirect
adjustment of u using a feedback controller. In this case, the
feedback controller manipulates u to hold the CVs c close
to their specified setpoints. Here, in addition to d, J is also
affected by the error e in implementing the constant setpoint
policy, which results due to uncertainty and measurement
noise. The suboptimal objective functional value under the
second strategy is denoted as Jc(e, d). Then, the worst-case
and average losses due to the use of the suboptimal strategy
are given as

Worst-case loss = max
e∈E

max
d∈D

(Jopt(d)− Jc(e, d)) (1)

Average loss = E[Jopt(d)− Jc(e, d)] (2)
(3)

where D and E represent the sets of allowable disturbances and
implementation errors, respectively, and E is the expectation
operator. Self-optimizing control is said to occur, when we can
achieve an acceptable loss by holding the CVs close to their
setpoints without the need to reoptimize when disturbances
occur [2]. Based on this concept, the appropriate CVs can be
selected by comparing the losses for different alternatives.

As mentioned earlier, the use of nonlinear formulation of
self-optimizing control is difficult. Hence, some local methods
were developed to estimate the losses defined in (1) and (2)
by linearising the process model around the normally optimal
operating point as follows:

y = Gy u+Gy
d Wd d+We e (4)

where y ∈ R
ny denotes the process measurements and e ∈

R
ny denotes the implementation error, which results due to

measurement and control errors. Here, the diagonal matrices
Wd and We contain the expected magnitudes of disturbances
and implementation error, respectively. The CVs c ∈ R

nu are
given as

c = H y = Gu+Gd Wd d+HWe e (5)

where H is a selection or combination matrix and

G = H Gy, Gd = H Gy
d (6)

It is assumed that G ∈ R
nu×nu is invertible. This as-

sumption is necessary for integral control. When d and e are
assumed to be uniformly distributed over the set∥∥∥[ dT eT

]T∥∥∥
2
≤ 1 (7)

the local worst-case and average losses are given as [4], [5]:

Lworst(H) = 0.5σ̄2
(
J1/2

uu (H Gy)−1H Y
)

(8)

Laverage(H) =
1

6(ny + nd)

∥∥∥J1/2
uu (H Gy)−1H Y

∥∥∥2
F

(9)

where σ̄ and ‖ · ‖F denote the maximum singular value and
Frobenius norm, respectively, and

Y =
[
(Gy J−1

uu Jud −Gy
d)Wd We

]
(10)

with Juu = ∂2J
∂u2 and Jud = ∂2J

∂u∂d , evaluated at the nominal
operating point. In comparison with worst-case loss, the selec-
tion of CVs is preferred through minimization of average loss,
as the worst-case may not occur frequently in practice [5].

When individual measurements are selected as CVs, H
can be considered to be a selection matrix. Instead of using
individual measurements, it is possible to use combinations
of measurements as CVs. For this case, Alstad et al. [7]
has recently proposed an explicit expression for H , which
minimizes the Laverage in (9) and is given as

HT = (Y Y T )−1Gy((Gy)T (Y Y T )−1Gy)−1J1/2
uu (11)

As shown by Kariwala et al. [5], the H in (11) also
minimizes Lworst in (8). The locally optimal combinations
of all the available measurements, which can be used as CVs
can be found using (11).

III. GLOBALLY OPTIMAL METHOD

The local methods [4], [5] are based on linearization around
the nominally optimal operating point. Therefore, the identi-
fied CVs are only locally optimal. To derive globally optimal
solution CVs, it is assumed that the NCO is approximated
by CVs and the CVs are perfectly controlled at zero. Then,
the loss, L(d) for a particular disturbances d, due to the
approximation error, ε(d) can be expressed as [1], [9]:

L(d) = 0.5ε(d)TH(d)−1ε(d) (12)

where H(d) is the reduced Hessian of the cost function
evaluated at point where the CV, c(d) is perfectly controlled
corresponding to particular disturbance, d, whilst ε(d) =
g(d) − c(d), where g(d) is the reduced gradient evaluated at
the same point.

The average loss over the entire operation region, D can be
represented as,

L̄ = Ed∈DL(d) ≈
1

2N

N∑
i=1

ε(di)
TH(di)

−1ε(di) (13)

where di ∈ D, i = 1, . . . , N are N samples of disturbances
in D and E is the expectation operator.

According to (13), the loss minimization is equivalent to
a least squares regression problem to minimize the weighted
residual, H−1/2ε. However, due to the difficulty and reliability
to evaluate the reduced Hessian for every di ∈ D, H(di) can
be replaced by a constant matrix, e.g. the identity matrix or H
evaluated at nominal value of d. Then the regression problem
can be set up as discussed next.

143



Let the entire operation region be sampled by N points
for independent variables (input and disturbance), u =[
u1 · · · uN

]
and d =

[
d1 · · · dN

]
. The corresponding

measurement values and the reduced gradient values are
y =

[
y1 · · · yN

]
and g =

[
g1 · · · gN

]
, respectively.

The CV is parameterized by θ at each sampling point as:

ci = fθ(yi), i = 1, . . . , N (14)

where fθ(·) is the parameterized regression function of mea-
surements, which can be either linear or nonlinear, such as
polynomial or Gaussian. Then the optimal CV, c∗ = fθ∗(y)
is determined by adjusting θ to minimize the regression error
ε = fθ(yi)− gi as follows:

min
θ

1

2N

N∑
i=1

(fθ(yi)− gi)
TH−1(fθ(yi)− gi) (15)

For linear regression, fθ(y) = θy, i.e. g = θy+ ε. Then the
regression problem in (15) can be solved analytically; see Sec-
tion IV-B for details. In principle, it is possible to parametrize
the CVs in terms of all the available measurements. Control
systems with lower complexity can be obtained by using a
subset of available measurements to parametrize the CVs,
which often provides similar loss as the case where CVs are
chosen to be functions of all the available measurements [6],
[5], [7], [9]. The selection of the subset of measurements
is a combinatorial optimization problem, which makes the
application of this method difficult to large-scale processes.
The BAB framework used to overcome this difficulty is
presented in the next section.

IV. BRANCH AND BOUND METHOD

A. General principle

Let Xr = {xi|i = 1, 2, · · · , r}, be an r-element set. A
subset selection problem with the selection criterion φ involves
finding the optimal solution, X∗

n, such that

φ(X∗
n) = max

Xn⊂Xr

φ(Xn) (16)

For this problem, the number of alternatives is Cn
r =

r!
(r−n)!n! , which grows very quickly with r and n rendering
exhaustive search unviable. A BAB approach can provide
globally optimal solution for the subset selection problem in
(16) without exhaustive search. In this approach, the origi-
nal problem (node) is divided (branched) into several non-
overlapping subproblems (sub-nodes). If any of the n-element
solution of a sub-problem cannot lead to the optimal solution,
the sub-problem is not evaluated further (pruned), else it is
branched again. The pruning of sub-problems allows the BAB
approach to gain efficiency in comparison with exhaustive
search.

The available BAB methods for subset selection can be
classified as downwards [12], [14], [15], [16], [17] and up-
wards [18], [10], [11] BAB methods based on the search
direction. For the regression problem associated with glob-
ally optimal CV selection, the downwards BAB approach is

applicable and is discussed next. The reader is referred to [12],
[14], [17] for details on downwards BAB method.

In a downwards BAB approach, each node is represented
by Xs = Ff ∪ Cc, where s = f + c and, Ff and Cc denote
the fixed and candidate sets, respectively. Here, the subscript
denote the size of the set. The relationship between the fixed
and candidate sets of a node and its ith sub-node (branching
rule) is given as follows:

F i
fi = Ff ∪ {x1, · · · , xi−1}; Ci

ci = Cc \ {x1, · · · , xi} (17)

where F i
fi

and Ci
ci denote the fixed and candidate sets of the

ith sub-node and i = 1, 2, · · · , n− f + 1. An example of the
solution tree obtained by recursively applying the branching
rule in (17) is shown in Figure 1. For the root node in this
solution tree, we have Ff = ∅ and Cc = Xr. The label of
the nodes denote the element being removed from Xs. The
solution tree has Cr

n terminal nodes, which represent different
n-element subsets of Xr.

To describe the pruning principle, let X denote the ensemble
of all n-element subsets, which can be obtained using (17),
i.e.

X = {Ff ∪ Cc/Xf+c−n|Xf+c−n ∈ Cc} (18)

and φ(Ff ∪ Cc) be the upper bound on φ computed over all
elements of X , i.e.

φ(Ff ∪ Cc) = max
Xn∈X

φ(Xn) (19)

Assume that B is a lower bound of the globally optimal
criterion, i.e. B ≤ φ(X∗

n). Then,

φ(Xn) < φ(X∗
n) ∀Xn ∈ X , if φ(Ff ∪ Cc) < B (20)

Hence, any Xn ∈ X cannot be optimal and can be pruned
without further evaluation, if φ(Ff ∪ Cc) < B.

Although pruning of nodes using (20) results in an efficient
BAB algorithm, further efficiency can be gained by perform-
ing pruning on the sub-nodes directly. This happens as the
lower bounds for different sub-nodes are related and can be
computed together from φ(Ff ∪Cc) resulting in computational
efficiency. For xi ∈ Cc, the ith sub-node can be pruned if

φ(Ff ∪ Cc/xi) < B (21)

For a BAB method involving pruning of sub-nodes, branch-
ing needs to be carried on sub-node level as well, which
requires choosing a decision element to branch upon. Here,
the decision element is selected as the element with largest
φ(Ff ∪ Cc/xi) among all xi ∈ Cc (best-first search).

B. Application to CV Selection using Regression

The linear regression model is given as:

b = Aθ + ε (22)

where b are the observations or measurements, matrix A
contains the regressors, θ are the unknown parameters and
ε is the noise. Under the assumption that ε is independently
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and identically distributed (i.i.d.), it is well known that the
unbiased estimate of θ is given as; see e.g. [19],

θ̂ =
(
ATA

)−1
AT b (23)

With the estimate of θ given in (23), the predicted values
of observations are b̂ = Aθ̂ = A

(
ATA

)−1
AT b and the

prediction error e is given as

e = b− b̂ = Pb (24)

where P =
(
I −A

(
ATA

)−1
AT

)
. Then, sums of squares of

errors (SSE) can be computed as

SSE = eT e = bTPTPb = bTPb (25)

where the last identity follows as P is an idempotent ma-
trix [19]. The SSE can be further expressed as

SSE = bT b− bTA
(
ATA

)−1
AT b (26)

As the first term in (26) is constant, the variables can
be selected by minimizing SSE or equivalently maximizing
bTA

(
ATA

)−1
AT b. Let us define y = AT b and C = ATA.

Now, the subset selection can be performed by solving the
following optimization problem:

max
Xn⊂Xr

φ(Xn) = yT
Xn

(CXn,Xn)
−1yXn (27)

where Xr = {1, 2, · · · , r}, yXn
denotes the elements of

y with indices in Xn and CXn,Xn
represents the principal

submatrix of C with rows and columns indexed by Xn.
Note that a similar combinatorial optimization problem is
considered in [20], where the objective function instead needs
to be minimized.

The use of BAB for solving the optimization problem
in (27) requires an upper bound on the selection criteria,
calculated over the ensemble X in (18). This upper bound
is derived in the next proposition.

Proposition 1: Consider a node with fixed set Ff and
candidate set Cc. For X in (18),

φ(Ff ∪ Cc) ≥ max
Xn∈X

φ(Xn) (28)

Proposition 1 implies that the non-optimal nodes can be
pruned using φ(Ff ∪Cc) as the upper bound. To gain further

efficiency by pruning the sub-nodes directly, we relate the
selection criteria of a node with its sub-nodes in the next
proposition.

Proposition 2: Consider a node with fixed set Ff and can-
didate set Cc. Let S = Ff ∪Cc. For xi ∈ Cc, i = 1, 2, · · · , c,

φ(S \ xi) = φ(S)− α2
i /δi (29)

where

αi = zT
i yS (30)

whilst zT
i and δi are the ith row and (i, i)th element of C−1

S,S

respectively.
The evaluation of (29) requires inversion of only one matrix

CS,S , which is the same for all xi ∈ Cc. Thus, the use of
(29) to obtain the selection criteria for all sub-nodes together
is computationally more efficient than directly evaluating the
selection criteria for every node. In summary, the following
BAB algorithm can be used for subset selection for regression.

Algorithm 1: Initialize f = 0, Ff = ∅, Cc = Xr, φ(Ff ) =
0 and B = 0. Call the following recursive algorithm:

1) If φ(Ff ∪ Cc) > B, prune the current node and return,
else perform the following steps.

2) Calculate αi in (30) ∀i ∈ Cc. Prune the subsets with
φ(Ff ∪ Cc)− α2

i < B.
3) If f = n or f + c = n, go to next step. Otherwise,

generate the c sub-nodes according to the branching rule
in (17) and call the recursive algorithm in Step 1 for each
sub-node. Return to the caller after the execution of the
loop finishes.

4) Find Jmax = φ(Ff ∪ Cc)−maxi∈Cc α
2
i . If Jmax > B,

update B = Jmax. Return to the caller.

V. BINARY DISTILLATION COLUMN CASE STUDY

To evaluate the efficiency of proposed BAB algorithm for
selecting globally optimal CVs, we test the performance of
BAB algorithm on a binary distillation column [13]. All tests
are conducted on a PC running Windows 7 SP1 with Intel
Core i3-2100 3.10GHz processor, 8GB RAM using Matlab
R2011a.
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The objective is to minimize the relative steady-state devia-
tions of the distillate (zL

top) and bottoms (zH
btm) compositions

from their nominal values, i.e.

J =

(
zH
top − zH

top,s

zH
top,s

)2

+

(
zL
btm − zL

btm,s

zL
btm,s

)2

(31)

where the superscripts L and H refer to the light and heavy
components and the nominal steady-state values are zH

top,s =
zL
btm,s = 0.01 (99% purity). The distillation column has 4

manipulated variables: reflux flow rate (L), vapor boilup (V ),
distillate flow rate (D) and bottoms flow rate (B). Because
the levels of top condenser and bottom reboiler need to be
stabilized, which consumes two degrees of freedom. We select
D and B to control the levels, which is also referred as LV
configuration for distillation column control, therefore, two
degrees of freedom are remained for composition control. The
main disturbances are feed flow rate (F ), feed composition
(zF ) and vapor fraction of feed (qF ), which are allowed to
vary between 1 ± 0.2, 0.5 ± 0.1 and 1 ± 0.1, respectively.
The top and bottom compositions are not measured online and
thus two CV’s needs to be identified for indirect control of the
compositions. It is considered that the temperatures on 41 trays
(y1, . . . , y41, counting from bottom to top) are measured with
an accuracy of ±0.5◦C, whose combinations can be used as
CVs for implementation of self-optimizing control strategy.

Data samples for NCO regression are generated as follows:
each independent variable is evenly divided into 5 parts within
its variation range. The variation range for disturbances are
defined earlier. Variation range for reflux flow rate L is chosen
as 1±10% at its nominal value and vapor boilup V is bounded
within (L−(1−qF )F,L+qFF ) in order to let 0 < B,D < F .
For each scenario, temperatures at each tray are calculated
and the two NCO components JL and JV , which refer to
the gradient of J with respect to L and V , respectively,
are also obtained using finite difference method. Therefore,
65 = 7776 samples are collected for regression. Because the
number of candidate measurements for regression is large, we
apply proposed BAB algorithm to choose an appropriate subset
and determine globally optimal CVs. Similar computation
performances are observed for regressing JL and JV , as
summarized in Figure 2.

Figure 2 (a) and (b) show that using full set of measurements
as predictors for NCOs is not necessary. When n > 5, the
SSE can only be slightly reduced. A trade-off between SSE,
which is directly related to the overall economic loss, and the
number of measurements used has to be made. Therefore, we
can choose n = 6 and get CV models for self-optimizing
control of this column. Figure 2 (c), (d), (e) and (f) show
the computation time and number of node evaluations and
demonstrate the usefulness and effectiveness of proposed BAB
algorithm. Brute force cannot handle such a large problem,
whereas proposed BAB algorithm solves it successfully. It
takes about 1260s to complete all the selection tasks, which is
reasonable for off-line computing. Largest computation time is
seen for n = 15, which takes about 100s for selecting 15 out

of 41 measurements. Overall, proposed algorithm is practically
appealing, as the algorithm makes it possible to reduce the
overall operation cost and meanwhile, reduces the investment
for hardware sensors (e.g. temperature sensors for the column).

Furthermore, the economic losses associated with the CVs
obtained by using the proposed BAB algorithm are evaluated
and compared with those associated with CVs obtained in
previous work [11] through local self-optimizing control. It
is found that n = 6 results in a good trade-off between self-
optimizing performance and investment cost of sensors, where
both CVs are designed using 6 measurements.

The self-optimizing method using local average criterion [5]
is adopted for comparison. To derive the CVs, linear model
and Hessian matrices at the nominal point are obtained through
finite difference. We also choose n = 6 and apply the PB3

algorithm [11], [22] to get the best measurement subset.
A Monte Carlo experiment with 100 sets of randomly gen-

erated disturbances within their allowable ranges is used. The
feedback control actions are implemented to maintain CVs at 0
and objective function J is calculated, whose optimal value is
expected to be 0. The average and maximal objective costs for
regression method are 2.222 and 82.766, respectively, while
the average and maximal objective costs for local method
are 170.411 and 1577.474, respectively. This is because that
the distillation process is strongly nonlinear, therefore, local
method fails to characterize the process in wider operation
range, whereas the regression method is advantageous in
this respect resulting in significantly enhanced self-optimizing
performance.

VI. CONCLUSIONS

In the context of self-optimizing control, a novel branch
and bound (BAB) algorithm is proposed for selecting glob-
ally optimal controlled variables (CVs) based on the method
of regression for necessary conditions of optimality. The
BAB algorithm aims to identify the best measurement set
to minimize the sums of squares of errors (SSE) and use
the set to construct the optimal CVs. Numerical tests using
a practical binary distillation column case study show the
efciency and effectiveness of this algorithm. It is pointed out
that the proposed algorithm is applicable to the general linear
regression problem as well as other statistical problems. The
proposed downwards algorithm is efficient for problems where
a few among many candidate variables need to be discarded.
However, for problems where a few variables needs to be
selected from many candidate variables, the computational
expense incurred by the algorithm is still large. To this end,
upwards and bidirectional BAB algorithms are currently being
developed and will be presented in an extended paper.
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Abstract—We consider the control structure design for a heat
exchanger network (HEN), where a stream is split into parallel
lines which are heated individually before they are merged
together again. The objective is to find a control structure which
maximizes the final temperature. We consider two scenarios,
where (Scenario 1) the flow rates and the heat transfer coefficients
are considered as disturbances, and (Scenario 2) where the hot
stream temperatures are treated as additional disturbances. In
both scenarios it is found that controlling linear measurement
combinations gives very good performance, and that including
flow measurements in the combinations gives little advantage over
using only combinations of temperature measurements.

Index Terms—Control structure selection, Self-optimizing con-
trol, Heat exchanger networks, Optimization

I. INTRODUCTION

With growing markets and limited natural resources, it is
increasingly necessary to use the available resources in the
best possible way. In many cases, this can be directly translated
into re-using energy. Important tools for re-using energy are
heat exchanger networks (HENs), which are operated such that
a maximum amount of energy is transferred from one set of
process streams to another.

It has been shown in [1], [2], that if there are no stream
splits in the heat exchanger network, then optimal operation
of the HEN can be considered and modelled as a linear
program (LP), where the optimal operation point is always at
constraints. In particular this means that the available degrees
of freedom should be used for

1) keeping required target temperatures at their setpoints
2) meeting active constraints (i.e. fully opening or closing

of some bypasses and utilities)
Since the stream parameters such as temperatures and flow
rates change under operation, the task of achieving optimal
operation can be re-formulated as finding the set of active
constraints corresponding to the current operating conditions.

However, when streams are split, the optimal operating point
will generally no longer be at constraints; and the optimal
split will not remain constant because of disturbances such as
changing temperatures of the streams, changing flow rates, or
change of heat transfer properties due to fouling.

One approach for adjusting the split optimally is to peri-
odically solve a numerical optimization problem to find the
optimal setpoint values for some set of controlled variables

(real-time optimization (RTO)) [3]. A good choice of con-
trolled variables (CVs) will reduce the necessity to update the
setpoints, while a poor choice will require frequent setpoint
updates to remain close to optimality.

The RTO approach relies heavily on a good process model
and the ability to solve the optimization problem online. Fur-
thermore it is necessary to obtain good estimates of the model
parameters. All these factors render the online-optimization
approach relatively expensive.

Therefore, it is desirable to find controlled variables, which
do not have to be updated often. A control structure which, in
spite of varying disturbances, gives an acceptable loss without
the need to adjust the setpoints for the controlled variables
is called “self-optimizing” [4]. In such a control structure
the setpoints of the controlled variables need to be updated
very infrequently, or not even at all. For a recent overview of
available methods for control structure design using the self-
optimizing control ideas, we refer to [5] and the literature cited
therein.

The contribution of this work is to study the effect of
different self-optimizing control structures for a HEN with
stream split, and in particular to evaluate the necessity of
relative expensive flow measurements. Our paper is structured
such that in the next section we present some basic concepts
for finding self-optimizing variables. In Section III we intro-
duce the heat exchanger network, and Section IV contains the
simulation scenarios and results. Our paper is closed with a
discussion and conclusions in Section V.

II. CONTROLLED VARIABLE SELECTION

In this paper we apply local controlled variable selection
procedures from self-optimizing control [4], [6], [7]. We
assume that optimal operation corresponds to minimizing
a scalar cost function, and for local optimality around the
nominal optimum, it can be approximated [8] as

min
Δ𝑢

𝐽(Δ𝑢,Δ𝑑) := [Δ𝑢𝑇 Δ𝑑𝑇 ]

[
𝐽𝑢𝑢 𝐽𝑢𝑑

𝐽𝑇
𝑢𝑑 𝐽𝑑𝑑

] [
Δ𝑢
Δ𝑑

]
.

(1)
Here, 𝐽 is the scalar approximation of the nonlinear cost
function, Δ𝑢 ∈ ℝ𝑛𝑢 and Δ𝑑 ∈ ℝ𝑛𝑑 denote the inputs and the
disturbances in deviation variables, respectively. 𝐽𝑢𝑢 = ∂2𝐽

∂𝑢2

denotes the positive definite Hessian of the cost function
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with respect to the degrees of freedom 𝑢, and 𝐽𝑢𝑑 = ∂2𝐽
∂𝑢∂𝑑 ,

𝐽𝑑𝑑 = ∂2𝐽
∂𝑑2 denote second order partial derivatives with respect

to [𝑢, 𝑑]𝑇 and [𝑑, 𝑑]𝑇 , respectively.
The model is linearized around the nominal optimum, such

that
Δ𝑦 = 𝐺𝑦Δ𝑢+𝐺𝑦

𝑑Δ𝑑+Δ𝑛𝑦, (2)

where Δ𝑦 denotes the 𝑛𝑦-dimensional measurement vector,
𝐺𝑦 = ∂𝑦

∂𝑢 and 𝐺𝑦
𝑑 = ∂𝑦

∂𝑑 are gain matrices of appropriate sizes,
evaluated at the nominal operating point. Finally, Δ𝑛𝑦 ∈ ℝ𝑛𝑦

denotes the measurement noise or implementation error.

A. Exact local method

The goal is to find a set of controlled variables (CV)

Δ𝑐 = 𝐻Δ𝑦, (3)

where Δ𝑐 ∈ ℝ𝑛𝑢 , and 𝐻 is a measurement selection or
combination matrix of size 𝑛𝑢 × 𝑛𝑦 , such that controlling the
CVs at constant setpoints, Δ𝑐 = 0, results in acceptable loss

𝐿 = 𝐽(𝐻,Δ𝑑,Δ𝑛𝑦)− 𝐽𝑜𝑝𝑡(𝑑) (4)

in spite of varying disturbances Δ𝑑 and noise Δ𝑛𝑦 . In [6] it
is shown that solving the convex optimization problem

min
𝐻

∣∣𝐻𝑌 ∣∣𝐹
s.t.

𝐻𝐺𝑦 = 𝐽1/2
𝑢𝑢

(5)

leads to a 𝐻 which locally minimizes the average and worst
case loss. Here ∣∣⋅∣∣𝐹 denotes the Frobenius norm,

𝑌 = [𝐹𝑊𝑑 𝑊𝑛𝑦 ] (6)

denotes the augmented optimal sensitivity matrix where 𝐹 =
∂𝑦𝑜𝑝𝑡/∂𝑑, and the matrices 𝑊𝑑 and 𝑊𝑛𝑦 denote diagonal
scaling matrices of appropriate dimensions, with

Δ𝑑 = 𝑊𝑑𝑑
′ and Δ𝑛𝑦 = 𝑊𝑛𝑦𝑛

𝑦′
, (7)

such that ∣∣∣∣∣∣[𝑑′ 𝑛𝑦′
]𝑇
∣∣∣∣∣∣
2
≤ 1. (8)

The local average loss resulting from a given control struc-
ture represented by 𝐻 can be evaluated using ([6], [7])1

𝐿 =
1

2

∣∣∣∣∣∣𝐽1/2
𝑢𝑢 (𝐻𝐺𝑦)−1𝐻𝑌

∣∣∣∣∣∣2
𝐹

(9)

Remark 1. The matrices 𝐹 = ∂𝑦𝑜𝑝𝑡

∂𝑑 and 𝐺𝑦 can be obtained
by re-optimizing the process and a finite difference approxima-
tion, or as done in this work, by using the efficient sensitivity
calculation routines in sIPOPT [9]. The software provides
the sensitivity of the KKT solution with respect to parameters
(disturbances d). As sIPOPT re-uses the matrix factorizations
from the NLP solver IPOPT [10], the sensitivities are obtained
by a simple backsolve. Similarily, the inverse of the reduced
Hessian 𝐽𝑢𝑢 can be easily obtained from sIPOPT.

1Our definition of the average loss is slightly different from [7], where it is

defined as 𝐿 = 1
6(𝑛𝑦+𝑛𝑑)

∣
∣
∣
∣
∣
∣𝐽

1/2
𝑢𝑢 (𝐻𝐺𝑦)−1𝐻𝑌

∣
∣
∣
∣
∣
∣
2

𝐹
. Although this definition

is formally correct, one may reduce the loss arbitrarily by adding (unused)
measurements, 𝑛𝑦 → ∞. To avoid this, we define the average loss as in (9).

B. Null-space methods

If there is no noise, and we have sufficient independent
measurements (𝑛𝑦 ≥ 𝑛𝑢 + 𝑛𝑑), then H may be chosen in
the left null space of 𝐹 . In this case we have 𝐻𝐹 = 0,
and since 𝑊𝑛𝑦 = 0, we also have that 𝐻𝑌 = 0. Hence
the local loss from (9) is zero. In practice, however, there
will always be measurement noise (𝑊𝑛𝑦 ∕= 0), and the CVs
obtained from the null space method will cause a loss, which
can be unacceptably high. Alstad et al. [6] present the extended
null-space method, which selects 𝐻 in the null-space of 𝐹
(optimal disturbance rejection), and uses the remaining degrees
of freedom to minimize the effect of noise. We, however,
aim at minimizing the combined effect of disturbances and
noise. Therefore, we use Eq. (5) for determining candidates
for controlled variables.

C. Selecting subsets of measurements

The above expressions for optimal measurement combina-
tions are valid for controlled variables 𝑐 which contain a given
set of measurements 𝑦. However in practice it is often desirable
to use subsets of the available measurements, because the
performance does not improve significantly beyond including
a certain number of measurements, while installation and
maintenance costs increase.

For finding the best subsets of measurements, branch-and-
bound methods have been developed [11], [12], [13]. Recently
[14] proposed a method to implement certain structural con-
straints on 𝐻 .

In this paper we will not dwell on the available methods, but
rather investigate some sets of controlled variables for a HEN
with a stream split. For finding sets of measurements, we use
the freely available software b3av.m [13] for MATLABTM.

III. HEAT EXCHANGER NETWORK

A. Process description

We consider the HEN in Fig. 1, where a feed stream with
temperature 𝑇0 and heat capacity 𝑤0 is split into 6 lines, which
are heated independently before they are merged again. The
structure of this HEN is the same as the structure of the HEN
for feed pre-heating of the crude oil distillation unit at the
Mongstad refinery in Norway. The objective is to adjust the
feed split such that the end temperature is maximized,

min 𝐽 = −𝑇𝑒𝑛𝑑. (10)

This corresponds to minimizing the energy required for the
crude oil distillation unit. The heat exchanger network has 30
measurable temperatures and 14 flows. Thus, the potentially
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Fig. 1. Heat exchanger network

available measurement vector is

𝑦 =
[
𝑇0, 𝑇𝑒𝑛𝑑, 𝑇1𝐴, 𝑇ℎ1𝐴, 𝑇

𝑖𝑛
ℎ1𝐴,

𝑇2𝐵 , 𝑇1𝐵 , 𝑇ℎ1𝐵 , 𝑇ℎ2𝐵 , 𝑇
𝑖𝑛
ℎ2𝐵 ,

𝑇2𝐶 , 𝑇1𝐶 , 𝑇ℎ1𝐶 , 𝑇ℎ2𝐶 , 𝑇
𝑖𝑛
ℎ2𝐶 ,

𝑇2𝐷, 𝑇1𝐷, 𝑇ℎ1𝐷, 𝑇ℎ2𝐷, 𝑇
𝑖𝑛
12𝐷, 𝑇

𝑖𝑛
ℎ2𝐷,

𝑇1𝐸 , 𝑇ℎ1𝐸 , 𝑇
𝑖𝑛
ℎ1𝐸 ,

𝑇2𝐹 , 𝑇1𝐹 , 𝑇ℎ1𝐹 , 𝑇ℎ2𝐹 , 𝑇
𝑖𝑛
ℎ1𝐹 , 𝑇

𝑖𝑛
ℎ2𝐹 ,

𝑤𝐴, 𝑤ℎ1𝐴, 𝑤𝐵 , 𝑤ℎ2𝐵 , 𝑤𝐶 , 𝑤ℎ2𝐶 ,

𝑤𝐷, 𝑤ℎ1𝐷, 𝑤ℎ2𝐷, 𝑤𝐸 , 𝑤ℎ1𝐸 , 𝑤𝐹 , 𝑤ℎ1𝐹 , 𝑤ℎ2𝐹 ] .

(11)

We assume that all temperature measurements have an uncer-
tainty (noise) of +/-1∘𝐶, that is 𝑊𝑛𝑦𝑇 = 1∘𝐶 I30×30, where
I30×30 denotes the identity matrix of dimension 30× 30.

The flow measurements are assumed to have an uncertainty
of 2% of the nominal value, resulting in 𝑊𝑛𝑦𝑤 =
𝑑𝑖𝑎𝑔(0.64, 0.96, 0.92, 1.85, 0.48, 0.72, 0.59, 2.37, 0.68, 0.77,
1.60, 1.11, 0.94, 3.50) kW/K. The resulting overall noise
weighting matrix is

𝑊𝑛𝑦 =

[
𝑊𝑛𝑦𝑇 0
0 𝑊𝑛𝑦𝑤

]
. (12)

B. Heat exchanger network model

The heat exchangers are modelled with simple energy
balances. We present the model of the heat exchanger in the
first line (A) in detail here; the heat exchangers on the other
lines are modelled analogously. The main assumptions are
incompressible fluids and constant specific heat capacities in
all flows.

The energy balance around the cold and hot sides give

𝑄𝐴1 = 𝑤𝐴(𝑇𝐴,1 − 𝑇0) = 𝑤ℎ𝐴1(𝑇
𝑖𝑛
ℎ𝐴1 − 𝑇ℎ𝐴1), (13)

where 𝑄𝐴1 denotes the heat, 𝑤𝐴 = 𝑚𝐴𝑐𝑃 is the heat capacity
flow rate (product of the mass flow rate 𝑚𝐴,1 and the specific

heat capacity 𝑐𝑃 ) of stream A, 𝑤ℎ𝐴1 is the heat capacity
flow rate of the hot stream ℎ𝐴1, and 𝑇 𝑖𝑛

𝑋 and 𝑇𝑋 denote the
temperatures of stream 𝑋 at the inlet and outlet of the heat
exchanger, respectively.

The transfered heat is calculated as

𝑄𝐴1 = 𝑈𝐴𝐴1Δ𝑇𝑙𝑚, (14)

where the logarithmic temperature difference is calculated
using the Underwood approximation [15]:

(Δ𝑇𝑙𝑚)1/3 =
1

2
[(Δ𝑇1)

1/3 + (Δ𝑇2)
1/3] (15)

where Δ𝑇1 = 𝑇 𝑖𝑛
ℎ𝐴1 − 𝑇𝐴,1 and Δ𝑇2 = 𝑇ℎ,𝐴1 − 𝑇0 denote

the temperature differences on the two sides of the heat
exchanger. This approximation is very close to the logarithmic
mean temperature, while it has better numerical properties.
In particular, it is still defined when Δ𝑇1 = Δ𝑇2, while the
exact logarithmic mean temperature is not, which can cause
problems during the optimization.

An energy balance around the mixer gives

𝑇𝑒𝑛𝑑 =
1

𝑤0

∑
𝑖=𝐴,𝐵,...,𝐹

𝑤𝑖𝑇𝑖, (16)

and a mass balance around the splitter:

𝑤0 =
∑

𝑖=𝐴,𝐵,...,𝐹

𝑤𝑖. (17)

C. Degrees of freedom analysis and nominal optimum

Under operation, the hot flow rates and temperatures are
given, as well as the feed temperature 𝑇0. Since the total feed
flow rate is fixed, the flow in 5 of 6 lines can be set freely. The
sixth flow is given from the law of mass conservation. Thus,
there are 5 degrees of freedom, and we need to find 𝑛𝑐 = 5
controlled variables. The nominal parameter values are listed
in Table I, and the corresponding optimal measurement values
are given in Table II.

IV. SIMULATION SCENARIOS

We consider two scenarios: In Scenario 1, the varying
disturbances are assumed to be only the flow rates of the
feed and the hot streams, and the heat transfer 𝑈𝐴 in all
heat exchangers. In Scenario 2 the temperatures of incoming
streams are considered as additional disturbances.

For both scenarios, we consider different choices of CVs,
including single measurements and selected measurement
combinations. Their performance is compared in terms of the
average loss 𝐿 calculated from equation (9).

A. Scenario 1. Flow rate and heat transfer disturbances

The flow and heat transfer disturbances for Scenario 1 are
given together with their numerical values in Table III. In the
next sections, we consider the performance of some selected
control structures.

150



TABLE I
NOMINAL PARAMETER VALUES

Symbol Value Unit Description

𝑇0 133 ∘C Feed temperature
𝑤0 225 kW/K Feed heat capacity
𝑇 𝑖𝑛
ℎ1𝐴 300 ∘C Hot stream 1A temperature

𝑤ℎ1𝐴 48 kW/K Hot stream 1A heat capacity
𝑈𝐴𝐴1 131 kW/K Heat transfer coefficient times area A1
𝑤ℎ1𝐵 92.5 kW/K Hot stream 1B heat capacity
𝑈𝐴𝐵1 102.7 kW/K Heat transfer coefficient times area B1
𝑇 𝑖𝑛
ℎ2𝐵 270.3 ∘C Hot stream 2B temperature

𝑈𝐴𝐵2 88.64 kW/K Heat transfer coefficient times area B2
𝑤ℎ1𝐶 35.8 kW/K Heat capacity stream 1C
𝑈𝐴𝐶1 84 kW/K Heat transfer coefficient times area C1
𝑇 𝑖𝑛
ℎ2𝐶 245 ∘C Hot stream 2C temperature

𝑈𝐴𝐶2 133.6 kW/K Heat transfer coefficient times area C2
𝑇 𝑖𝑛
12𝐷 226 ∘C Hot stream 1D temperature

𝑤ℎ1𝐷 118.5 kW/K Heat capacity stream 1D
𝑈𝐴𝐷1 132.8 kW/K Heat transfer coefficient times area D1
𝑇 𝑖𝑛
ℎ2𝐷 273.8 ∘C Hot stream 2D temperature

𝑤ℎ2𝐷 33.9 kW/K Heat capacity stream 2D
𝑈𝐴𝐷2 41.6 kW/K Heat transfer coefficient times area D2
𝑇 𝑖𝑛
ℎ1𝐸 256.4 ∘C Hot stream 1E temperature

𝑤ℎ1𝐸 79.9 kW/K Heat capacity stream 1E
𝑈𝐴𝐸1 190.9 kW/K Heat transfer coefficient times area E1
𝑇 𝑖𝑛
ℎ1𝐹 203 ∘C Hot stream 1F temperature

𝑤ℎ1𝐹 47.2 kW/K Heat capacity stream 1F
𝑈𝐴𝐹1 49.4 kW/K Heat transfer coefficient times area 1F
𝑇 𝑖𝑛
ℎ2𝐹 248 ∘C Hot stream 2F temperature

𝑤ℎ2𝐹 175.1 kW/K Heat capacity stream 2F
𝑈𝐴𝐹2 224.1 kW/K Heat transfer coefficient times area 2F

TABLE II
NOMINAL OPTIMAL MEASUREMENT VALUES

Variable Value Variable Value

𝑇𝑒𝑛𝑑 255.676 ∘C 𝑇ℎ2𝐷 247.350 ∘C
𝑇1𝐴 283.102 ∘C 𝑇1𝐸 251.430 ∘C
𝑇ℎ1𝐴 200.358 ∘C 𝑇ℎ1𝐸 199.429 ∘C
𝑇2𝐵 261.281 ∘C 𝑇2𝐹 244.393 ∘C
𝑇1𝐵 231.824 ∘C 𝑇1𝐹 164.622 ∘C
𝑇ℎ1𝐵 206.632 ∘C 𝑇ℎ1𝐹 165.818 ∘C
𝑇ℎ2𝐵 255.680 ∘C 𝑇ℎ2𝐹 222.716 ∘C
𝑇2𝐶 243.184 ∘C 𝑤𝐴 31.8637 kW/K
𝑇1𝐶 213.075 ∘C 𝑤𝐵 45.9091 kW/K
𝑇ℎ1𝐶 171.672 ∘C 𝑤𝐶 23.8251 kW/K
𝑇ℎ2𝐶 224.962 ∘C 𝑤𝐷 29.4667 kW/K
𝑇2𝐷 254.175 ∘C 𝑤𝐸 38.4364 kW/K
𝑇1𝐷 223.745 ∘C 𝑤𝐹 55.4990 kW/K
𝑇ℎ1𝐷 203.435 ∘C

1) Open loop operation: Simply leaving the split at the
nominal optimal values results in an average loss of

𝐿𝑂𝐿1 = 0.3147∘𝐶 (18)

Although this value is quite low, it may be reduced further by
controlling the right variables.

2) Controlling a combination of all measurements:
a) Exact local method: Using a combination 𝑐 = 𝐻𝑦 of

all measurements 𝑦, for our scenario the average loss is

𝐿𝐴𝑙𝑙1 = 0.0284∘𝐶 (19)

This is the locally best loss that can be achieved in this
scenario using a linear measurement combination.

TABLE III
FLOW AND HEAT TRANSFER DISTURBANCES WITH MAGNITUDES FOR

SCENARIO 1

Variable Weighting in 𝑊𝑑 Description

𝑤0 11.25 kW/K Feed heat capacity
𝑤ℎ1𝐴 2.40 kW/K Hot stream 1A heat capacity
𝑈𝐴𝐴1 13.10 kW/K Heat transfer coefficient times area A1
𝑈𝐴𝐵1 10.20 kW/K Heat transfer coefficient times area B1
𝑤ℎ2𝐵 4.60 kW/K Hot stream 2B heat capacity
𝑈𝐴𝐵2 8.90 kW/K Heat transfer coefficient times area B2
𝑈𝐴𝐶1 8.40 kW/K Heat transfer coefficient times area C1
𝑤ℎ2𝐶 1.80 kW/K Hot stream 2C heat capacity
𝑈𝐴𝐶2 13.40 kW/K Heat transfer coefficient times area C2
𝑤ℎ1𝐷 5.90 kW/K Heat capacity stream 1D
𝑈𝐴𝐷1 13.30 kW/K Heat transfer coefficient times area D1
𝑤ℎ2𝐷 1.70 kW/K Heat capacity stream 2D
𝑈𝐴𝐷2 4.20 kW/K Heat transfer coefficient times area D2
𝑤ℎ1𝐸 4.00 kW/K Heat capacity stream 1E
𝑈𝐴𝐸1 19.10 kW/K Heat transfer coefficient times area E1
𝑤ℎ1𝐹 2.40 kW/K Heat capacity stream 1F
𝑈𝐴𝐹1 4.90 kW/K Heat transfer coefficient times area 1F
𝑤ℎ2𝐹 8.80 kW/K Heat capacity stream 2F
𝑈𝐴𝐹2 22.40 kW/K Heat transfer coefficient times area 2F

b) Null space method: If we neglect the noise and select
𝐻 in the left null space of 𝐹 , the performance of the plant with
noise is dependent on which basis vectors of the null space
are chosen for 𝐻 . For two different sets of basis vectors 𝐻1

and 𝐻2 we have

𝐿𝑁𝑢𝑙𝑙𝑆𝑝𝑎𝑐𝑒
𝐴𝑙𝑙1 (𝐻1) = 19.1711∘𝐶

𝐿𝑁𝑢𝑙𝑙𝑆𝑝𝑎𝑐𝑒
𝐴𝑙𝑙1 (𝐻2) = 2.0702∘𝐶

(20)

The loss is very different for different choices of basis vectors
of the left null space of 𝐹 . If there was no noise, 𝑊𝑑 = 0,
we would have 𝐿𝑁𝑢𝑙𝑙𝑆𝑝𝑎𝑐𝑒

𝐴𝑙𝑙1 (𝐻1) = 𝐿𝑁𝑢𝑙𝑙𝑆𝑝𝑎𝑐𝑒
𝐴𝑙𝑙1 (𝐻2) = 0. We

do not further consider the issue of selecting the best basis
vectors using the extended null-space method [6], because this
is beyond the scope of this paper, and because the exact local
method (Eq. (5)) selects the best (optimal) 𝐻 in presence of
noise and disturbances.

3) Using subsets of measurements: The average loss when
using different subsets of measurements in linear variable com-
binations is shown in blue in Fig. 2. The largest reduction in
the loss comes when increasing the number of measurements
from 5 to 6. The reason for this is that the disturbances may
enter the plant in all 6 lines. When using only 5 measurements
from 5 lines, the disturbance in the 6th line is not detected.
Adding a 6th measurement from the remaining line makes
it possible to detect disturbances affecting this line, too, and
therefore reduces the loss significantly.

Above a certain number of measurements the loss does not
significantly decrease further. From Fig. 2 it is evident that
the loss decreases very little for more measurements than 15,
and above 20 measurements the decrease in loss is hardly
observable2. The loss is very low for this scenario, and in

2It decreases slightly for some more measurements, but for the last 9
measurements it is completely flat. These last 9 measurements are the inlet
temperatures of the feed and the hot streams, which are assumed to be
constant. Thus they do not provide any further information for disturbance
rejection in Scenario 1.
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Fig. 2. Scenario 1 (Flow rate and 𝑈𝐴 disturbances): Loss for best
combinations of different number of measurements 𝑛𝑦

most practical cases, open loop operation will be sufficient.
However, if one wants to optimize performance further, it
does not seem reasonable invest in measurement equipment
for more than 10-15 measurements.

a) Only temperature measurements: Typically, not all
measurements are equally capital intensive. E.g. temperature
measurements are generally much cheaper than flow measure-
ments. Therefore we next consider cases with different sets
of temperature measurements. The relationship between the
average loss and the number of temperature measurements
included in the CVs is given in red in Fig. 2. The trend is very
similar to when flow measurements are used, too. After a sharp
initial decrease, the curve flattens out quickly. The average loss
resulting from using all temperature measurements is

𝐿𝐴𝑙𝑙𝑇1 = 0.0335∘𝐶. (21)

This is only little higher than when using all measurements,
including flows. Note that also here, the constant inlet tem-
peratures do not contribute to minimizing the loss.

b) Only specific temperature measurements: In many
practical cases we may have that the outlet temperatures of
the cold streams are measured, i.e.

𝑦 = [𝑇1𝐴, 𝑇1𝐵 , 𝑇2𝐵 , 𝑇1𝐶 , 𝑇2𝐶 , 𝑇1𝐷, 𝑇2𝐷, 𝑇1𝐸 , 𝑇1𝐹 , 𝑇2𝐹 ]
𝑇

(22)
In this case the average loss using a linear combination is

𝐿𝑜𝑢𝑡𝑇𝑒𝑚𝑝1 = 0.0639∘𝐶 (23)

c) Single temperature measurements: The simplest strat-
egy (beside open loop operation) is to control as many single
temperatures as there are degrees of freedom. The best set
gives a loss of

𝐿𝑆𝑖𝑛𝑔𝑙𝑒 𝑇1 = 0.3027∘𝐶 (24)

TABLE IV
TEMPERATURE DISTURBANCES WITH MAGNITUDES FOR SCENARIO 2

Variable Weighting in 𝑊𝑑 Description

𝑇0 13.0∘𝐶 Feed temperature
𝑇 𝑖𝑛
ℎ1𝐴 30.0∘𝐶 Hot stream 1A temperature

𝑇 𝑖𝑛
ℎ2𝐵 27.0∘𝐶 Hot stream 2B temperature

𝑇 𝑖𝑛
ℎ2𝐶 24.5∘𝐶 Hot stream 2C temperature

𝑇 𝑖𝑛
12𝐷 22.6∘𝐶 Hot stream 1D temperature

𝑇 𝑖𝑛
ℎ2𝐷 27.4∘𝐶 Hot stream 2D temperature

𝑇 𝑖𝑛
ℎ1𝐸 25.6∘𝐶 Hot stream 1E temperature

𝑇 𝑖𝑛
ℎ1𝐹 20.3∘𝐶 Hot stream 1F temperature

𝑇 𝑖𝑛
ℎ2𝐹 24.8∘𝐶 Hot stream 2F temperature

with the measurements

𝑦 = [𝑇1𝐴, 𝑇2𝐵 , 𝑇ℎ2𝐶 , 𝑇2𝐷, 𝑇1𝐸 ]
𝑇 . (25)

B. Scenario 2. Flow, heat transfer, and temperature distur-
bances

In this more general scenario, in addition to varying flow
rates and heat transfer coefficients, as in the previous section,
we assume that the stream temperatures are also varying in
the ranges given in Table IV. We proceed as in the previous
section with considering the different cases with different
measurements involved.

1) Open loop operation: Operating the heat exchanger in
open loop with the nominal values for the splits, results in a
quite high average loss of

𝐿𝑂𝐿2 = 2.2836∘𝐶. (26)

2) Controlling a combination of all measurements:
a) Exact local method: Using all available measure-

ments, the exact local method gives an average loss of

𝐿𝐴𝑙𝑙2 = 0.0318∘𝐶. (27)

which is just a little bit higher than the loss in Scenario 1.
b) Null space method: If we neglect the noise and select

𝐻 in the left null space of 𝐹 , such that 𝐻𝐹 = 0, the actual loss
with noise is again dependent on the choice of basis vectors
for 𝐻 . Two examples are

𝐿𝑁𝑢𝑙𝑙𝑆𝑝𝑎𝑐𝑒
𝐴𝑙𝑙1 (𝐻1) = 19.1711∘𝐶

𝐿𝑁𝑢𝑙𝑙𝑆𝑝𝑎𝑐𝑒
𝐴𝑙𝑙1 (𝐻2) = 2.0702∘𝐶

(28)

The loss is the same as in Scenario 1, since the same columns
of the null space have been selected, and the left null space
for Scenario 1 is contained in the null space for Scenario 2.

3) Using subsets of measurements: Plotting the number of
measurements used in the controlled variable versus the loss,
Figure 3 in blue, indicates that it is not necessary to include all
measurements, since the loss is not reduced significantly when
including more than 10 measurements. Moreover, we find that
above 10 measurements including flow measurements does not
give any significant advantage in terms of loss over using only
temperature measurements.

a) Only temperature measurements: Using only temper-
atures, the best combination results in a very small a loss of

𝐿𝐴𝑙𝑙𝑇2 = 0.0438∘𝐶. (29)
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Fig. 3. Scenario 2 (Flow rate, Temperature and 𝑈𝐴 disturbances): Loss for
best combinations of different number of measurements 𝑛𝑦

b) Only specific temperatures measurements: Using only
the outlet temperatures of the cold streams, as in Eq. (22) gives
a loss of

𝐿𝑜𝑢𝑡𝑇𝑒𝑚𝑝2 = 16.9079∘𝐶, (30)

which is very high. However, if we add some disturbance
measurements, namely the stream inlet temperatures,

𝑦 =[𝑇0, 𝑇1𝐴, 𝑇
𝑖𝑛
ℎ1𝐴, 𝑇2𝐵 , 𝑇

𝑖𝑛
ℎ2𝐵 , 𝑇2𝐶 , 𝑇

𝑖𝑛
ℎ2𝐶 , 𝑇2𝐷, 𝑇1𝐷,

𝑇 𝑖𝑛
ℎ1𝐷, 𝑇

𝑖𝑛
ℎ2𝐷, 𝑇1𝐸 , 𝑇

𝑖𝑛
ℎ1𝐸 , 𝑇2𝐹 , 𝑇1𝐹 , 𝑇

𝑖𝑛
ℎ1𝐹 , 𝑇

𝑖𝑛
ℎ2𝐹 ]

(31)

the loss is reduced to

𝐿𝑜𝑢𝑡𝑇𝑒𝑚𝑝2𝑎 = 0.0961∘𝐶 (32)

Thus, measuring the disturbances (the stream inlet tempera-
tures) reduces the loss orders of magnitudes.

c) Single temperature measurements: Controlling single
temperature measurements, leads to a loss of

𝐿𝑆𝑖𝑛𝑔𝑙𝑒𝑇2 = 4.2459∘𝐶 (33)

with the measurement set

𝑦 = [𝑇ℎ1𝐴, 𝑇1𝐵 , 𝑇1𝐶 , 𝑇2𝐷, 𝑇ℎ1𝐸 ] (34)

V. DISCUSSION AND CONCLUSIONS

This HEN case study shows clearly that the control structure
design has a strong impact on the performance. Especially in
cryogenic processes and systems which process large quan-
tities, like refineries, improving the average end temperature
just 0.5-1∘C leads to significant economics savings.

Although the disturbances in Scenario 1 are included in
Scenario 2, we treated Scenario 1 separately, because it shows
that the stream inlet temperatures are the disturbances, which
have the strongest effect on the loss. If it could be guaranteed
that the inlet temperatures remain constant (Scenario 1), then
keeping the splits constant would most likely be sufficient.

The situation changes dramatically if the stream inlet
temperatures are varying (Scenario 2). Here an open loop
policy causes high loss, and controlling single measurements
performs even worse. In this case, however, controlling good
temperature measurement combinations can reduce the loss up
to around 2 orders of magnitude.

The relationship between the number of measurements
used and the loss, Fig. 2 and 3, shows that including flow
measurements does not reduce the loss significantly, provided
enough temperature measurements are available. Controlling
combinations of about 10 or more temperature measurements
results in a very small loss.

The null space method, which gives zero loss without noise,
has been shown to give very poor performance, sometimes
even worse than open loop operation, because the loss is
dependent on which set of null space basis vectors is chosen as
𝐻 . Thus, this case study clearly demonstrates how necessary
it is to take noise into account when finding 𝐻 .
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Abstract— This paper presents a study on the plantwide control 
of a benchmark pulping process. Control structure determination 
was based on Relative Gain Array (RGA) and Relative 
Disturbance Gain (RGD) analysis. RGA and RDG were 
calculated based process a multiple-input multiple-output 
(MIMO) process transfer model identified from open-loop tests. 
Both static and dynamic RGA and RDG were calculated and 
analysed. These analyses confirmed the setting provided by the 
authors of the Benchmark, based on static RGA. Controllers in 
the individual control loops were tuned using Internal Model 
Control (IMC) tuning methodologies and the best set of 
controller parameters was chosen by evaluating the control 
system performance for set-point tracking and disturbance 
rejection in terms of the Integral of Absolute Error (IAE), setting 
time, time constant and percentage of overshoot. The Kappa 
factor, a key quality variable, was controlled by PI controllers 
combined with Smith-predictors and tuned with IMC. PI-only 
controllers tuned using IMC were used to control the secondary 
variables. With Smith predictors larger controller gains and 
smaller reset times can be used leading to faster control response. 
The proposed control strategy is successfully implemented on the 
benchmark simulation. 

Keywords-component; formatting; style; styling; insert (key 
words) 

I.  INTRODUCTION  
In a pulp mill, the main objective is to produce pulp of a 
certain Kappa number (measurement of lignin content) and 
brightness (traditional measurement of blue reflectance) using 
the minimum energy resources, utilities and chemicals. Castro 
and Doyle [1] presented a detailed control study of the 
fiberline of a pulp mill process. The process model consists of 
a set of equations with approximately 5000 states to capture 
the dynamics of the main unit operations: pulp digester, 
oxygen reactor, bleach towers, washers, and storage tanks. 
Heuristic methods were used to determine the primary control 
variables and relative gain array (RGA) analysis was 
performed to obtain the input-output pairings for decentralized 
control. The performance of model predictive control and 
decentralized single-input single-output control were 
compared, finding that the MPC offers a better framework 
when controlling the digester but no big differences between 
both techniques were found when controlling the bleach plant.  

Vanbrugghe et al. [2] recalculated the RGA of the bleach 
plant and proposed a real-time optimization algorithm based on 
a modified version of an IMC-based optimization method. The 
performance was improved by on-line estimation of the process 
parameters and the total cost of the bleaching section was 
reduced by 10.6%. In 2004, Castro and Doyle [3] introduced a 
benchmark problem of a pulping process, including both the 
fiber line and the chemical recovery sections. The complete 
details of the pulp mill process were given, as well as the 
control objectives, modes of operation, process constraints, 
measurements and costs. The dynamic model, including the 
source/binary code of all the unit operations was made 
available to the process control academic community as a 
benchmark for its use in process system engineering studies. 
The benchmark also provides code for different controller 
structures, such as PID and MPC, including other decentralized 
advanced tools like feedforward controllers and Smith 
predictors.  

Since its introduction, RGA has been a very important tool 
for determining the best input-output parings for decentralized 
control. However, there are many control practitioners who 
doubt about its usefulness in some control applications because 
it does not include the effects of disturbances. Stanley et al. [4] 
proposed a new measurement, called relative disturbance gain 
(RDG) in order to include disturbances when selecting the 
input-output pairings. There is not an explicit study of RGD in 
the bleach plant supporting and confirming the proposed input-
output pairings obtained using RGA or dynamic RGA.   It 
should be therefore necessary to demonstrate that the input-
output pairings given by Castro and Doyle [1] are suitable in 
the bleach plant in terms of disturbance rejection performance. 

The paper is organized as follows. Section II presents the 
benchmark simulated bleach plant. Control structure selection 
using RGA and RDG analysis is presented in Section III. 
Section IV gives the control system performance. Some 
concluding remarks are presented in Section IV.  

II. THE BLEACH PLANT 
The main objective of the bleach plant is to remove lignin 
from the pulp and to obtain an appropriate brightness 
coefficient. This objective is achieved by using bleach towers, 
where the pulp is mixed together with oxidizing chemicals 
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which make the lignin to be soluble in water. Fig. 1 shows a 
schematic of the bleaching plant [3].  
 

 
 

Fig. 1. Bleach plant flowsheet 
 

After storage, the pulp is subjected to three bleach stages. 
The bleach towers are vertical cylindrical vessels. The pulp 
moves vertically in plug flow. Each tower has auxiliary 
equipment such as a chemical mixer, a washer and a seal tank. 

The washer is mounted in the bleach tower exit and it is 
used to eliminate dissolved chemicals from the pulp. It is a 
rotary drum washer, where clear water or recycled washer 
effluent coming from the following bleach tower is used to 
eliminate dissolved chemicals. The pulp enters in the rotating 
drum under vacuum. The outer surface of the drum is at higher 
pressure than its internal part, so the pulp enters in the drum 
through its porous surface. This causes the formation of a mat 
of pulp in the surface of the drum. Then, wash showers are 
used to remove further dissolved solids which may still in the 
pulp. Additional water is mixed together with the pulp to 
achieve the desired consistency. The temperature of this water 
is controlled with heat exchangers. The seal tank acts as storage 
or buffer for compensating variations in the composition of the 
liquor. The first and third bleach towers use chlorine dioxide as 
chemical agent to remove lignin from the pulp while the 
second uses sodium hydroxide. 

The benchmark bleach plant has 11 controlled variables 
(CV), 14 possible manipulated variables (MV) and 10 potential 
disturbances (DV). Tables I, II and III show, respectively, the 
controlled, manipulated and disturbance variables. 

TABLE I.  

CONTROLLED VARIABLES OF THE BLEACH PLANT 

CV Description CV Description 
21 Temperature of bleach 

tower D1 
31 Washer 5 dilution 

factor 
22 Bleach tower E Kappa no. 32 Washer 6 dilution 

factor 
23 Temperature of bleach 

tower E 
33 Washer 7 dilution 

factor 
24 E washer [OH-] 34 Storage volume 
25 Temperature of bleach 

tower D2 
38 D2 tower volume 

26 D2 tower brightness   
 

Controlled variables CV22 and CV26 are considered to be 
the quality variables of the bleach plant, so special care must 
be taken when designing a control system for these variables. 
Variable CV24 is not a quality variable, but it has a big 
influence in variable CV26. These three variables are assumed 
to be the primary controlled variables of the bleach plant. The 
rest of the controlled variables are the secondary controlled 
variables of the process. 
 

TABLE II.  
DISTURBANCE VARIABLES OF THE BLEACH PLANT 

DV Description DV Description 
13 D1 ClO2 stream 

temperature 
18 D2 ClO2 stream 

temperature 
14 D1 ClO2 stream 

composition 
19 D2 ClO2 stream 

composition 
15 E caustic temperature 20 D2 caustic temperature 
16 E caustic composition 21 D2 caustic composition 
17 E back-flush stream 

temperature 
22 Wash washer 

temperature 
 

TABLE III.  
MANIPULATED VARIABLES OF THE BLEACH PLANT 

MV Description MV Description 
17 O steam flow 3 24 E back-flush flow 
18 Storage exit flow  25 E steam flow 
19 D1 water flow 26 D2 ClO2 flow 
20 D1 ClO2 flow 27 D2 caustic flow 
21 D1 wash water flow 28 D2 wash water flow 
22 D1 steam flow 30 Split fraction 4 
23 E caustic flow 38 D2 exit flow 

 

III. CONTROL STRUCTURE SELECTION 
The RGA technique was developed by Bristol [5] and has 

become the most important technique for measuring 
interaction and a very useful tool for decentralized control 
design. It is a valuable technique for the selection of 
manipulated-controlled variable pairings and it can also be 
used to predict the behaviour of controlled responses [6]. 
Grosdidier et al. [7] provided a derivation of the properties of 
the RGA. Additional properties were presented by Hovd and 
Skogestad [8], who extend the rules to the frequency domain.  

The RGA methodology requires the steady-state gains of 
the process to determine the best set of input-output pairings. 
The presence of the storage tank and the D2 bleach tower 
makes the process to be open-loop unstable. This is caused by 
the integrating nature of level systems. Before proceeding with 
the open-loop tests, two loops were closed to control the level 
of these two vessels. The manipulated variable selected to 
control the level of the storage tank was the storage exit flow. 
The manipulated variable chosen to control the level of the D2 
bleach tower was the D2 exit flow. In order to avoid excessive 
variations of these two manipulated variables, two 
proportional-only controllers with default settings were used 
to perform this task. After removing these two input-output 
variables from the steady-state gain matrix, twelve candidate 
manipulated variables were available to control the remaining 
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nine output variables. The generalization of the RGA for non-
square plants was used to perform the RGA analysis. Then, 
the RGA, Λ , is given by: 

          

( ) 1* −=Λ THH    (1) 
where * represents element by element multiplication. 

The gain matrix G can be decomposed, using singular value 
decomposition, as: 

TUDVG =     (2) 

where U and V are orthogonal matrices and D is a diagonal 
matrix containing only the positive singular values. In Eq(1), 
H is the pseudo-inverse of matrix G. It was observed that the 
sum of terms of the columns related to manipulated variables 
“MV24”, “MV19” and “MV19” were much lower than one, so 
these variables were removed from the RGA to obtain a 
square matrix. The resulted RGA is presented in Fig. 2. Due to 
the sequential nature of the bleach plant, the RGA is almost a 
diagonal matrix. All diagonal terms are close to one and off-
diagonal terms are negligible. 
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 Fig. 2. Relative Gain Array of the bleach plant 
 
After approximating the open-loop responses with 

continuous first-order-plus-time-delay transfer functions, the 
RGA was calculated as a function of frequency to find if the 
pairings calculated using static RGA are still appropriate from 
a dynamic point of view. All diagonal terms of the RGA 
remain closed to one in the whole frequency range, which 
indicates the proposed set of input-output pairings is also 
suitable from the dynamic point of view. Fig. 3 shows the first 
three diagonal elements of the dynamic RGA. 

Since its introduction, RGA has been widely used in 
industry to configure multi-loop control systems [9]. McAvoy 
[10] has shown that there is a strong link between the RGA 
and the stability and design of a control loop. However, the 
RGA has been the subject of controversy [11]. Some 
engineers think that it does not have any use while others 
strongly rely on it.  

 

 

 
 
Fig. 3. The first three diagonal terms of the dynamic RGA  
 
RGA is generally considered having two main 

disadvantages. Firstly, RGA is calculated from steady-state 
data only and therefore dynamic interactions may cause it to 
provide wrong conclusions. This problem was overcome by 
introducing dynamic interaction measures [12], [13]. 
Secondly, RGA is independent of load disturbances affecting 
the control loop. Stanley et al. [4] defined RDG in order to 
include disturbances in the analysis of the control loop 
performance. RGD is similar to RGA in the sense that it 
involves the ratio of two different steady-state gains: perfect 
control gains to open-loop gains. RDG can be calculated from 
steady-state information only but it can also be extended to 
take into account dynamic interactions. For simplicity, the 
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definition of the RDG is presented for a 2×2 system. The 
extension for an n×n case is straightforward. The steady-state 
gain matrix for a 2×2 system including the gains of a load 
disturbance, d, is: 

  

�
�
�

�

�

�
�
�

�

�

�
�

�
�
�

�
=�

�

�
�
�

�

d
m
m

KKK
KKK

x
x

F

F
2

1

22221

11211

2

1   (3) 

The RGD, �1, is defined as the ratio of changes in the 
controller output that is required to bring x1 back to its desired 
set-point when the load disturbance, d, is introduced into the 
system under two situations: multi-loop control and single 
loop control. Mathematically, �1 is defined as a ratio of two 
gains: 
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Thus, �i can also be interpreted as a comparison between 
multi-loop control and ideal decoupled control. This means 
that if �i >1, then the controller effort within a multi-loop 
environment is bigger than the one required for a SISO system 
and therefore a decoupler is recommended. A small value of 
the RDG means that the controller output does not have to 
move too far from its steady-state to compensate the effects of 
the load disturbance. Mathematically, multi-loop control is 
preferred when [4]: 
 221 <+ ββ                                                (5) 

From the ten possible load disturbances, it was observed 
that just five play a significant role in the process. These load 
disturbances are DV14, DV16, DV18, DV19 and DV22. Each 
of the load disturbances DV18, DV19 and DV22 only affects 
one controlled variable CV25, CV26 and CV25 respectively. 
The load disturbance DV14 affects the controlled variables 
CV22 and CV26 while the load disturbance DV16 affects the 
controlled variables CV24 and CV26. Therefore, the RDG 
analysis only makes sense when studying the disturbance 
variables DV14 and DV16. Fig. 4 shows the effects of the 
disturbance variable DV16 on controlled variables CV24 and 
CV26 in terms of RDG. Fig. 5 gives the RDG terms related to 
disturbance DV14. As observed, the sum of RDG does not 
surpass considerably the upper limit in the whole frequency 
range. This means the control loop pairings obtained using 
RGA are appropriate for disturbance rejection is this process. 

 

IV. CONTROL PERFORMANCE 
The primary variables were controlled by a combination of 

Kappa Factor control with conventional feedback control 
while the secondary outputs using only PI controllers. The 
Kappa Factor control is a particular controller used in Pulp 
Mills especially designed for disturbance rejection. Its 

operation together with PI controllers allows free-offset set-
point tracking. Essentially, the Kappa factor can be understood 
as the ratio between lignin content in the pulp and the 
chemical agent entering the bleach tower. The general 
equations of the Kappa Factor are defined as [2]: 

01
1

1 ... aKaKaKaK in
n
inn

n
innf ++++= −

−    (6) 

 XKCFKF inppfx /=     (7) 
where Kf, Fx, X, Fp, Cp and Kin are, respectively, the Kappa 
factor, chemical flow rate (manipulated variable), chemical 
composition, pulp flow rate, pulp consistency and pulp 
upstream Kappa no.  The product of variables Kf , Cp and FP 
determines the amount of lignin entering the bleach tower. 
Coefficients a0 to an define a polynomial of order n which 
expresses the functionality between the Kappa Factor and the 
incoming Kappa no. Based on industrial experience it is 
possible to determine this functionality. 
 

 

 
 
Fig. 4. Dynamic RDG for disturbance variable DV16 and controlled 

variables CV24 and CV26 
 
Controller settings for each control loop were calculated 

using different internal model control tuning (IMC) 
methodologies. Rivera et al [14] have proposed tuning 
methods for PID controllers based on the IMC methodology. 
Table 4 gives the IMC tuning rules for the following first 
order plus delay model: 
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TABLE IV.  

IMC TUNING FORMULAE 
Controller Type Kc 
I Recommended � 

PI �/(λK)  � λ/�>1.7 
Improved PI (2
+�)/(2λK)  �+�/2 λ/�>1.7 

 

 

 
 
Fig. 5. Dynamic RDG for disturbance variable DV14 and controlled 

variables CV22 and CV26 
 
A conservative value of �=2.5� was used in order to avoid 

excessive control action due to model-plant mismatch. For 
variables with no time delay, the value of � was adjusted by 
inspection of the controlled responses. Additionally, controller 
settings were calculated using Smith-Predictors in the quality 
variables. Using Smith-Predictors, instead of tuning each 
controller without considering the time delay of the process, a 
value of �=2� was introduced in the classical IMC formulae. 
The best setting of controller parameters was chosen by the 
behaviour of the system for set-point tracking and disturbance 
rejection performance. Integral of absolute error (IAE), 
settling time, time constant and percentage of overshoot were 
the parameters used for evaluating these performances. PI 
controllers combined with Smith-predictors, and tuned with 
classical IMC, providing the set-points of the Kappa factor 
controllers related to the quality variables of the process and 

PI-only controllers tuned using IMC controlling the secondary 
variables give the best control performance. Smith predictors 
allow the controller designer to provide to the process 
controllers larger controller gains and smaller reset times, 
making the controlled response faster.  

 
(a) 

 
(b) 
 

Fig. 6. Set-point tracking and disturbance rejection performances for CV22 
 
Fig. 6 (a) and Fig. 7 (a) show the set-point tracking 

performances of the primary variables CV22 and CV24. 
Examples of disturbance rejection performances for the three 
primary variables are shown in Fig. 6 (b), Fig. 7 (b) and Fig. 8. 
Fig. 6 (b) represents the disturbance rejection performance of 
the primary variable CV22 under a positive step change of 
magnitude 0.25 in the disturbance variable DV14. By the same 
way, Fig. 7 (b) and Fig. 8 represent, respectively, the 
disturbance rejection performance of the primary variables 
CV24 and CV26 under a positive step change of magnitudes 
0.25 in respectively the disturbance variables DV16 and 
DV19. As it can be observed, the use of Smith predictors 
significantly improves the control performance. 
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(a) 

 
(b) 

 
Fig. 7. Set-point tracking and disturbance rejection performances for CV24 

 
 

V. CONCLUSIONS 
Plant wide control of simulated benchmark bleach plant 

with emphasis on Kappa number control and brightness control 
is presented in this study. Dynamic RDG analysis confirms the 
input-output setting provided by the authors of the benchmark 
based on RGA analysis. Additionally, it is demonstrated that PI 
controllers combined with Smith-predictors, and tuned with 
classical IMC, providing the set-points of the Kappa factor 
controllers related to the quality variables of the process offers 
an appropriate methodology to control the main objectives of 
the plant in terms of set-point tracking and disturbance 
rejection performances. 

 
 
Fig. 8. Disturbance rejection performance for CV26 
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Abstract— For general multi-input multi-output (MIMO) 
processes, thermodynamic properties like exergy have been 
previously used for the development of eco-efficiency analysis 
tools e.g. Relative Exergy Array (REA) [1, 2], and Exergy Eco-
efficiency Factor (EEF) [3]. The REA is easy to use, compares 
several control scheme candidates for single units and ranks 
them according to their exergy interactions between control 
loops. The EEF provides means to determine the effect of a 
control scheme on the eco-efficiency of the whole process. In this 
paper, our intention is to justify the use of EEF and REA, 
compare EEF recommendations to REA, and consider EEF for 
the whole process eco-efficiency and discuss the similarities and 
differences between REA and EEF. Furthermore these results of 
testing REA and EEF on a realistic case study will be analysed to 
provide some practical recommendations on their usage. 

Keywords- Relative exergy array (REA); Control configurations; 
Exergy eco-efficiency factor (EEF); Eco-efficiency

I. INTRODUCTION

Most industrial chemical processes are multi-input multi-
output (MIMO) in nature. These systems can be either 
controlled by a multivariable or centralized MIMO controller 
or by a set of single-input single-output (SISO) controllers. 
Since centralized multivariable controllers are complex and 
lack integrity, decentralized control systems have more 
attractive advantages: i) simple algorithms; ii) ease of 
understanding by plant operating personnel; and iii) standard 
control design developed for common unit operations [4].
Therefore, they are more often selected for control of MIMO 
systems. 

For a decentralized type of control system, the control 
system structure decides the best control scheme. Control 
scheme selection pertains to the pairing of manipulated (MV) 
and controlled variables (CV). For a process or plant, control 
scheme selection is a straightforward task, provided that no 
interactions are present between the various control loops in 
multi-loop control schemes of that process or plant. However, 
this is rarely the case in process control design practice. A 
well performing control scheme selection is essential because 
the incorrect pairing of MV and CV will result in poor 
performance.  

There are several techniques and methods for designing or 
selecting decentralized MIMO control schemes, such as the 
relative gain array (RGA), the Niederlinski index (NI), singular 
value decomposition (SVD), the condition number (CN) and 
Morari’s resiliency index (MRI) [5-7]. 

In some cases, these steady state information based 
techniques (RGA, NI, SVD and CN) can lead to incorrect 
conclusions concerning the control scheme selection. Dynamic 
effects are also included in some techniques/methods to 
minimize the deficiency of these steady state techniques. For 
example, this happens in dynamic relative gain array (DRGA), 
internal model control (IMC) and effective relative gain array 
(ERGA). Using the steady state (RGA, NI, SVD and CN) and 
dynamic (DRGA, IMC and ERGA) techniques, well 
performing control schemes are further selected. The viability 
of a well performing/selected control scheme is further 
validated by the dynamic simulation of responses to the various 
process disturbances. 

Steady state and dynamic techniques for selecting MIMO 
control schemes focus on controllability and control loop 
stability. Control system structure or control scheme selection 
is a large part of process control. In this age of ubiquitous 
industrialization and in the wake of decreasing energy 
resources, increasing energy costs and energy crises, special 
attention must be paid to the control system structure or control 
scheme selection, as a poorly structured control scheme can 
lose a great deal of energy from a process or plant. In the wake 
of energy crises, control scheme selection must also consider 
energy usage, cost and ecological impacts. This can be 
achieved by integrating control scheme selection and energy 
cost/energy usage/environmental impacts. 

 Thermodynamic properties such as exergy have the 
potential to amalgamate several elements into a single domain, 
these include; control system structure/control scheme 
selection and energy cost/energy usage/environmental impacts. 
The concept of exergy indicates what is wasted in terms of 
energy or the eco-efficiency of the process/plant. Exergy is the 
component of energy which is available for useful work. 
Kotas [8, pp 7] defines exergy as “The maximum amount of 
work/useful energy drawn from a process/material stream as it 
comes from its original state (process condition) to the 
ultimate dead state (reference state) during which it interacts 
only with the environment”. At the ultimate dead state, the 
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process/material stream is in thermodynamic (thermal, 
mechanical and chemical) equilibrium with the environment 
[9].  

The total energy of a material stream has two main parts 
(available energy and unavailable energy). Exergy of a 
material stream accounts for the quality of energy or available 
energy. According to the 1st law of thermodynamics energy in 
and out of a process is equal. According to the 2nd law of 
thermodynamics exergy in is greater than exergy out due to 
entropy generation or exergy destruction during the process. 
The fraction of non-available energy normally increases from 
input to output due to exergy destruction during a process. The 
increase in non-available energy is also called available 
energy loss as shown in Figure 2. 
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Figure 1. Energy and Exergy 

Exergy accounts for the quality of energy/fraction of 
energy that can be fully converted into useful work and/or 
other types of energies. Every irreversible process causes 
exergy destruction leading to an increased exergy/energy 
requirement or entropy production. Since exergy can detect 
and evaluate the causes of the thermodynamic imperfections 
of the considered process/material stream, it can therefore be 
used as a measure to evaluate the eco-efficiency of the 
process.  

Eco-efficiency is also a measure of progress in green 
chemical engineering growth. The concept of eco-efficiency 
can be traced back to the 1960s as the concept of 
environmental efficiency, or as a business when linked to 
sustainable development. Eco-efficiency has a role in 
expressing how efficient economic activity is with regard to 
nature’s goods/services. The concept of eco-efficiency focuses 
on methods of resource use, obtaining economic and 
environmental progress through efficient use of resources and 
lower pollution/emissions.  

The World Business Council for Sustainable Development 
(WBCSD) states that eco-efficiency is achieved through the 
practice of producing "valuable goods and services that satisfy 
human needs and bring quality of life with reduced 
environmental impacts and resource intensity in line with the 
Earth's estimated carrying capacity." In other words eco-
efficiency means producing more with less. An eco-efficient 
process is ecologically friendly and economically viable. 
Ecologically friendly practices signify a process with reduced 
consumption of energy/destroyed exergy. This diminution in 
energy utilization reduces the operational expenses of that 
process. Efficient use of energy/exergy plays an important role 
for sustainability and minimizing environmental impacts.  

Exergy has many valuable uses in process design and 
control to facilitate these complex tasks. There are many 

exergy based tools and methods, such as; efficiency concepts, 
exergy flow diagrams, relative exergy array (REA) and exergy 
eco-efficiency factor (EEF). The REA is used to measure 
control scheme interactions and exegetic efficiency for the 
various possible MIMO control schemes [1, 2, 10]. However, 
the REA only measures the eco-efficiency within the scope of 
single, decentralized control loops. To overcome this 
deficiency in REA, the EEF is defined and employed for the 
eco-efficiency analysis of the whole process [3]. More details 
of REA and EEF are presented in section II. 

In this work, the intention is to justify the use of REA and 
EEF coupled with classical controllability tools (RGA, NI, 
SVD and CN), compare EEF recommendations to REA, and 
consider EEF for the whole process eco-efficiency and discuss 
the similarities and differences between REA and EEF. The 
results of REA and EEF are also analyzed to provide some 
practical recommendations on their usage.  

This article is further organized as follows. After this 
general and brief introduction related to this research, more 
details of REA and EEF are discussed and explained. 
Following this, the results of REA and EEF are explained with 
a realistic case study. Finally, the results are discussed and 
conclusions drawn. 

II. RELATIVE EXERGY ARRAY (REA) AND EXERGY ECO-
EFFICIENCY FACTOR (EEF) 

Relative gain is defined as “The ratio of open loop process 
gain in an isolated loop to apparent process gain in the same 
loop when all other control loops are closed and are in perfect 
control”, [11]. RGA is a matrix composed of elements defined 
as the ratio of open-loop to closed-loop gains. One of its 
elements, relative gain, λij, which relates the jth input uj and the 
ith output yi, can be expressed by the following Equation (1). 
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A. Relative exergy array (REA) 

Exergy helps to develop many tools for the facilitation of 
process design and control, such as exergetic efficiency, REA 
and EEF. 

For the understanding of Relative Exergy Array (REA), 
the concept of exergetic efficiency is introduced. Exergetic 
efficiency is defined as the ratio of the exergy out to the 
exergy in to a process as shown in Equation (2). A general 
process for exergetic efficiency calculation is shown in Figure 
2. 
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where 9 = Exergetic efficiency, 8
OutB = Total exergy going out 

of a process and 8
InB = Total exergy coming in to a process. 

In a control loop a manipulated variable (MV) is paired 
with a controlled variable (CV) and both are linked with each 
other by some process as shown in Figure 2. In a control loop, 
the exergy of the manipulated variable (uj) stream is the total 
exergy coming in to the process ( 8

InB ) and the exergy of the 
control variable (yi) stream is the total exergy going out of a 
process ( 8

OutB ) as shown in Figure 2. The ratio of the exergy of 
the control variable stream to the exergy of the manipulated 
variable stream gives the exergetic efficiency. 

The Initial exergetic efficiency is based on the exergy of 
the manipulated variable stream and the exergy of the control 
variable stream before a step input in the exergy of the 
manipulated variable stream. The exergy gain ratio is 
calculated after a step change in the exergy of the manipulated 
variable stream. The exergy gain ratio defined by Equation (3) 
gives the exergetic efficiency of the process. 
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where τij = Exergy gain ratio 

Equation 3 is also called the generic exergy gain ratio 
which allows an alternate measurement of exergetic 
efficiency, defined by Equation 2.  The open loop exergy gain 
of a control loop can be calculated via Equation 3 when all 
other loops are open. The open loop exergy gain is analogous 
to the open loop gain in the Relative Gain Array (RGA) as 
shown in Equation 4. 
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where kij = simple gain ratio 

In the open loop gain ratio calculation, all loops are open 
and no interactions from other loops affect the considered loop 
(uj - yi). When all other loops except (uj - yi) are closed then 
loop interactions from other loops affect the considered loop 
(uj - yi). These loop interactions change the effect of 
manipulated variable stream step input to the controlled 
variable stream of control loop (uj - yi) in terms of control 
variable yi and its exergy. So a great variation in open loop 
gain or open loop exergy gain to closed loop gain or closed 
loop exergy gain, accounts for large interactions within the 

control loops. This translates to an alternate measure of loop 
interactions by using exergy values. With loop interaction 
measurement it also accounts for exergetic efficiency of a 
control loop (uj - yi) effected by interaction from other loops. 

So from the above discussion relative exergy gain is 
defined by Equation 5, (analogous to relative gain in RGA as 
shown in Equation 1).
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where γij = Relative exergy gain ratio 

For all pairing combinations in multi-loop SISO control, 
relative gains (λij) are calculated. These relative gains are 
arranged into an array called RGA (Λ) as shown by Equation 
6. Similarly for all pairing combinations in multi-loop SISO 
control, relative exergy gains (γij) are calculated. These 
relative exergy gains are arranged into an array called REA 
(Γ) as shown by Equation 7. The interpretations of RGA and 
REA values are given by [6, 12].
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where Λ = Relative gain array (RGA) and Γ = Relative exergy 
gain array (REA) 

The definition of the REA implies that the system or 
process under consideration is linear so that the gains 
calculated are valid for the full range of operation of the 
control structure.  In the case of non-linear systems or 
processes the results for the REA have to be recalculated for 
each range of the process where the linear assumption holds. 

The REA can be used mainly as a screening tool for 
candidate control structures, but for a complete detailed 
analysis of the control structure performance, a detailed 
dynamic simulation is recommended. 

B. Exergy eco-efficiency factor (EEF) 

Exergy eco-efficiency factor (EEF) is based on an 
understanding of the total exergy of each material stream in 
and out of the thermodynamic process as shown in Figure 2. 

Process
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The ratio, Equation (2) is the exergetic efficiency of this 
process (Figure 2) which is a measure of eco-efficiency. This 
general process is a portion of the control loop between the 
manipulated and the control variables. However it does not 
provide any information about how the control loop 
configuration affects this exergetic efficiency. EEF connects 
the control loop configuration to the eco-efficiency. The 
exergy eco-efficiency factor for a control pair (uj, yi), is 
defined as, 

( ) j
ij out in

i

u
B B

y
:

6
* 6 � 6

6
(8)

where ∆uj denotes a step change of the MV uj, ∆yi denotes a 
response in the CV, yi, caused by a step change of  uj, and 
∆Bout and ∆Bin represent the exergy differences caused by the 
MV step change for exergy out and exergy in, respectively. 
For example, if τ21is less than τ22, it means that for the same 
amount of CV change ∆y2, using u1, will cause less exergy 
destruction than using u2. The final interpretation is that the 
control pairing (u1, y2) is more eco-efficient than the pairing 
(u2, y2).

The EEF shows how much exergy will be destroyed by 
using different MV to control the same amount of CV change. 
It can provide a quantitative measurement of the exergy 
consumption. By comparing the sum of EEF of one control 
configuration with another, the approximate amount of exergy 
to be saved can be obtained. This will be very useful in some 
situations, for example, when control configuration A makes 
an exergy saving of 10%, compared to control configuration 
B, the implementation of control configuration B is more 
expensive than it is for control configuration A, Thus, on this 
basis, control configuration A may be selected. 

For a 2 x 2 example, if τ21 is less than τ22, it means that for 
the same amount of CV change, ∆y2 using MV u1, will cause 
less exergy change/loss than will using MV u2. The final 
interpretation is that control pair (u1, y2) is more eco-efficient 
than pair (u2, y2).  

 EEF helps engineers to build an eco-efficient process 
which is ecological friendly and economically viable. Since 
exergy accounts for the quality of energy, thus it can be used 
as a measure to evaluate the eco-efficiency for a process 
design. A process is called eco-efficient if it uses a relatively 
small amount of energy or the destruction of exergy is low. 

Control loop configurations can be determined by 
techniques such as RGA, NI and SVD, it is usual that several 
candidate control loop configurations can be implemented. In 
regard to eco-efficiency, the EEF can be used to select the best 
control loop configuration from among the candidates in the 
sense of eco-efficiency. 

EEF calculation for different cases with all possible 
control schemes is difficult. It increases the computational 
load on process design engineers. The development of an 
algorithm/software package for EEF calculation has been 

done, which combines together a commercial simulator, 
VMGSim and Excel to calculate the EEF. A potential help is 
obtainable in EEF calculation by using a commercial 
simulator VMGSim [13].

C. Validation of EEF Results 

Dynamic simulation is the best way to validate the 
proposed eco-efficiency factor. By recording the exergy 
consumptions of several control configurations, the most eco-
efficient control configuration can be identified and dynamic 
results compared to the results from the eco-efficiency factor. 

Dynamic exergy versus time can be approximated by 
several exergy calculations at different conditions during the 
dynamic response of a process. The exergy values of the 
process dynamic response at different time intervals are 
calculated. As chemical simulators still do not have the ability 
to directly calculate and display the total exergy of a material 
stream, these simulators cannot automatically calculate exergy
versus time at every point. Simulators such as the HYSYS and 
the VMGSim can only calculate steady state exergy values at 
given process conditions. For dynamic exergy versus time, 
different process condition points are selected during the 
process dynamic response due to step input disturbances. The 
selection of calculation points depends on the dynamic 
response of the process. In order to get the maximum 
information in regard to dynamic response, if the variation in 
the process conditions with time is large, then the time interval 
between the selected points is decreased. With less variation in 
the process conditions, the time interval between the selected 
points is increased. Then the exergy values are calculated on 
these selected points during the dynamic process response. 
Exergy values at different points are calculated with the 
procedure developed in [14]. Then those exergy points are 
used to approximate the dynamic exergy response versus time. 

III. CASE STUDY

A. Process description 
A monochlorobenzene (MCB) separation process is 

selected for this case study, and is used to show how the REA 
and EEF provides information regarding the best control loop 
configuration among the candidates in the sense of eco-
efficiency. MCB plant consists of three main units: a flash 
vessel (F1), an absorption column (T1) and a distillation 
column (T2), as shown in Figure 3. VMGSim (process 
simulator) with the NRTL activity thermodynamic model was 
used for the simulation of the MCB separation process. The 
detailed information regarding feed conditions and column 
specification can be found in [15]. 
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Figure 3. MCB separation process schematic 

For comparison, three basic control configurations can be 
defined for the dual composition control of the distillation 
column (T2) and composition of HCl (xHCl) leaving in the 
vapour stream of the absorber, namely LVQcw, LBQcw and 
DVQcw. Each configuration is comprised of three main 
composition control loops (name of each configuration). For 
example, in the LVQcw control configuration, L (Reflux rate) is 
used to control the composition of the top product (xD), boil-
up rate (V) is used to control the composition of the bottom 
product (xB), and cooler duty (Qcw) is used to control the 
composition of vapour stream leaving the absorber (xHCl). It 
behaves as a pseudo 3 x 3 system because; i) three inventory 
control loops of distillation column and other control loops of 
MCB plant are assumed to be under perfect control; and ii) 
Control loops other than the composition control are not 
interacting with the composition loops, therefore are not 
included in the analysis. 

B. Results and Discussion 
The simulation model shown in Figure 3 was used to do 

the required step tests. Step tests are performed to obtain the 
necessary information to calculate the RGA, DRGA, REA, NI 
and CN as shown in Table 1. 

The LVQcw and DVQcw control configurations are further 
selected based on classical controllability tools (RGA, NI, 
SVD and CN) results, to ascertain the most eco-efficient 
control configuration (LVQcw or DVQcw) by using the REA and 
EEF. 

The REA results, as shown in Table 1, depict that all three 
control configurations (LVQcw, LBQcw and DVQcw) have 
exergy interactions and the thermodynamic (exergetic) 
efficiencies of the control loops are affected by these exergy 
interactions. For the LVQcw configuration, the REA results 
show that the exergy changes for open loop are smaller and 
opposite in direction to the exergy changes caused by loop 
interactions. For the LBQcw control configuration, the REA 
results show that exergy changes due to loop interactions are 
almost equal and larger than the exergy changes due to the 

open loop operation. For the DVQcw control configuration, the 
REA results show that exergy changes for open loop operation 
are much smaller and are in the same direction as the exergy
changes caused in closed loop operation, except for one 
element. 

Table 1. RGA, DRGA, REA, NI and CN results for the whole 
MCB plant 

Configurations RGA DRGA REA NI CN
LVQcw 6.30 4.76 0.54

5.80 6.50 0.35
0.52 0.70 1.20

� �� �
� ��� �
� ��� �

3.80 2.80 0.02
1.40 2.60 0.23
1.40 1.20 1.20

�� �
� �� �� �
� ��� �

0.006 0.25 1.25
1.21 0.23 0.02
0.21 1.48 0.27

�� �
� ��� �
� �� �� �

1.15 31

LBQcw 0.88 0.10 0.02
0.12 0.92 0.05
0.00 0.03 1.02

� �
� ��� �
� ��� �

0.84 1.60 1.76
0.18 0.38 0.43
0.03 2.20 1.19

�� �
� �
� �
� �� �� �

0.88 0.13 0.007
0.12 0.61 0.26
0.002 0.26 0.74

�� �
� �
� �
� ��� �

-1.0 16

DVQcw 0.52 0.49 0.01
0.39 0.51 0.10
0.10 0.00 0.91

�� �
� �
� �
� �� �

0.91 0.03 0.06
0.03 1.02 0.05
0.06 0.05 0.99

� �
� ��� �

�� �� �

0.11 0.85 0.03
0.83 0.14 0.03
0.05 0.006 0.94

� �
� �
� �
� �� �

0.97 23

According to the guidelines for interpreting the REA 
results, an element in REA close to the value of 1.0 indicates 
that thermodynamic (exergetic) efficiency and exergy changes 
of the control loop are not affected by other loops. The REA 
results, as shown in Table 1, show that leading diagonal 
elements of only the LBQcw control configuration are close to 
the value of 1.0 and that this would be a good candidate for 
selection because its thermodynamic (exergetic) efficiency 
and exergy changes are not affected by loop interactions. 

The interpretation of the RGA, DRGA, NI, CN and REA 
results depict that a trade-off exists in this process between 
controllability, thermodynamic (exergetic) efficiency and 
exergy changes. The LBQcw control configuration is the best 
choice for selection, from the thermodynamic (exergetic) 
efficiency and exergy changes points of view, but it is the 
worst from the controllability point of view. When the results 
of the classical controllability techniques (RGA, DRGA, NI 
and CN) and REA contradict each other (as in this case), then 
dynamic simulation for validation is required 

As it is affected by control loop interactions, the REA 
provides a means for the analysis of the thermodynamic 
(exergetic) efficiency and exergy changes of a control loop. 
The REA does not provide any information concerning the 
eco-efficiency analysis of the whole process or plant. 

Table 2. EEFs for MCB plant 

Control pairs (L, xD) (D, xD) (V, xB) (B, xB) (Qcw, xHCl)

EEF (kW. kgmole/h) 

or (kW)
94.3 3.41 78.72 1.08 E3 1.28 E4

The EEF was proposed for the eco-efficiency analysis of 
the whole process or plant. The EEF was developed to 
minimize the limitations of the REA e.g. the REA measures 
eco-efficiency solely within the scope of control loops. The 
EEF determines the eco-efficiency of the whole plant because 
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its calculation is based on the total exergy destroyed in a 
process, total exergy coming in and going out of a process. A 
higher EEF value indicates that selection of that control 
configuration will result in higher exergy destruction, and vice 
versa. As the EEF provides the means to determine the true 
eco-efficiency of the whole plant, EEF analysis is preferred 
over REA analysis. 

There are some similarities and differences between the 
EEF and REA. For example: the EEF is affected by the 
recycling of materials and energy streams like REA [10, 16];
and unlike the REA, the EEF considers a single possible 
control scheme at a time for analysis [3]. 

EEF results for whole MCB plant, as shown in Table 2,
indicate that the control pair (Qcw, xHCl) will use the most 
exergy and be the least eco-efficient control pair, and the 
control pair (D, xD) is the most eco-efficient control pair. Since 
both control configurations (LVQcw and DVQcw) include the 
same control pairs (V – xB, Qcw – xHCl), we only need to 
compare the EEF for control pairs (L, xD) and (D, xD). For 
controlling xD if we use D, it will make an exergy saving ≈ 2.0 
% compared to use of L. Dynamic simulation procedure 
explained in section II.C is used to validate the steady state 
EEF results. 

IV. CONCLUSIONS

The REA integrates concepts of process control and 
thermodynamic efficiency (exergetic efficiency). The REA 
provides a means to analyze the exergetic efficiency of a 
control structure as it is affected by control structure loop 
interactions. The EEF is employed for eco-efficiency analysis 
of the whole process, to overcome the deficiencies in REA. 
The EEF facilitates in the deciding of controllable and eco-
efficient control schemes for the whole process. As the EEF 
provides the means to determine the true eco-efficiency of the 
whole plant, EEF analysis is preferred over REA analysis. 

The LVQcw and DVQcw control configurations were 
selected based on classical controllability techniques. Both the 
LVQcw and the DVQcw control configurations are equally 
controllable, but the DVQcw control configuration is preferred 
over the LVQcw because it causes less exergy destruction (eco-
efficient) than the LVQcw control configuration. 
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Abstract— This paper is concerned with the assignment of a 
desired eigenstructure to linear parameter-varying (LPV) 
systems as an extended version of the corresponding 
eigenstructure assignment problem for linear time-invariant 
systems. Based on a complete parametric solution of parametric 
generalized Sylvester matrix equation, a controller design 
method is proposed to guarantee a low sensitivity of the closed-
loop eigenvalues. The observer state feedback structure is 
considered for output feedback control design. An example of 
control for a satellite attitude system is used to demonstrate the 
usefulness of the proposed approach. 

Keywords- Eigenstructure Assignment, Linear Parameter 
Varying systems, Low Eigenvalue Sensitivity, Sylvester Matrix 
Equation,  Observer State Estimate Feedback 

I. INTRODUCTION

Gain scheduling control has been widely used in practical 
applications [1, 2] to handle the nonlinearity of real systems.
The classic gain scheduling approach consists in designing 
linear controllers for several operating points and then applying 
an interpolation strategy to obtain a global controller.
Consequently, powerful tools for linear systems can be applied 
to nonlinear plants. In spite of the numerous applications, there 
has been no formal framework for gain scheduling until the 
early 1990s [3]. This framework gives heuristic rules to ensure 
global stability, but it does not provide a systematic design 
procedure. The linear parameter varying (LPV) approach to 
system modeling, estimation and control followed on from 
gain-scheduling as a strategy for attempting to model non-
linear parametric variations using a time-varying linear systems 
approach [4, 5]  

Eigenstructure assignment has been used in many 
applications and has been proven to be a useful tool both for 
analysis and design of linear time invariant (LTI) systems [6-
8]. This method allows the designer to satisfy directly 
damping, settling time, and mode decoupling specifications by 
choosing the eigenvalues and eigenvectors. That is because the 
transient response of an LTI system is completely specified by 
the system eigenstructure. Generally, the eigenvalues 
determine the decay (or growth) rate of the response and the 
left and right eigenvectors fix the shape of the response [8].
Also, minimum eigenvalue sensitivity to model parameter 
variation and other performance requirements such as 
minimum gain control can be accommodated using explicit 
choices of the free controller parameters [8]. For years, many 
researchers have attempted to generalize the conventional 

notions of eigenvalues and eigenvectors for linear time-
invariant systems to linear time-varying (LTV) systems [9-12].
Although existing eigenstructure assignment techniques and 
algorithms for LTV systems confirm the value of using this 
approach, eigenstructure assignment of LTV systems remains a 
difficult problem that is still in a state of development. 

However, there are very few examples in the literature 
where eigenstructure assignment is applied within an LPV 
framework [13, 14]. In [13, 15], polynomial eigenstructure 
assignment of LTI systems was extended to solve the 
corresponding eigenstructure assignment problem for LPV 
systems using output feedback. In [14], a parametric approach
for eigenstructure assignment, appropriate for LTI systems,
was extended to LPV plants using state feedback. However, 
with the conditions given in [13], the choice of controller 
structure, the matching conditions and the solution of the 
controller are not unique and  require much more additional 
criteria to constrain the order of controller gains. As discussed 
in [16], the method used in [14] to calculate the controller 
parameters is complex. 

In this paper, a low eigenvalue sensitivity eigenstructure 
assignment method for LPV systems is proposed. A general 
complete parametric solution of the corresponding parametric 
generalized Sylvester matrix equation [14] is introduced. A 
parametric eigenstructure assignment is presented based on the 
proposed solution approach. Using the eigenstructure 
assignment design freedom, low eigenvalue sensitivity is 
achieved by projecting the desired eigenstructure into an 
allowable subspace. An observer-based state estimate feedback 
controller structure is chosen within an output feedback 
framework. An algorithm is proposed to calculate a state 
feedback controller with state observer. The remainder of this 
paper is organized as follows. Section II briefly introduces a 
parametric solution of the parametric generalized Sylvester 
matrix equation, and the eigenstructure assignment to LPV 
system is presented. In Section III, the definition of the overall 
eigenvalue sensitivity of matrix to LTI systems is reviewed and 
extended to LPV systems. The main results and an algorithm 
are also presented in Section III. Section IV gives an example 
of a satellite system to illustrate the application of the theory.  
Finally, conclusions are drawn up in Section V. 
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II. PARAMETRIC EIGENSTRUCTURE ASSIGNMENT FOR LPV
SYSTEMS

A. LPV systems 
Reference [5] considers that LPV Systems are linear time-

varying plants whose state-space matrices are fixed functions 
of some vector of varying parameters . LPV systems can 
be described by state-space equations of the form: 

(1)

where are the state 
vectors, the input vectors and measured output vector, 
respectively. , with corresponding 
dimensions, are known continuous function of a time-varying 
parameters vector which satisfies:

�

where  is a compact set. The subscript  is omitted through 
the remainder of the paper without causing confusion. 

From a practical point of view, LPV systems have at least 
two interesting interpretations. They can be viewed as LTI 
plants subject to time-varying parametric uncertainty . On 
the other hand, they can be models of linear time-varying 
plants or result from the linearization of nonlinear plants along 
the trajectories of the parameter θ. From the second view, the 
parameter  can be measured in real time during system 
operation. Consequently, the control strategy can exploit the 
available measurements of θ to increase performance. The LPV 
controller design approach proposed in this paper is based on 
the second view point. 

B. Parametric Eigenstructure Assignment using state 
feedback 

Consider an LPV system given in form of (1). A linear 
parameterised  state feedback law: 

�

is applied, such that the closed-loop system is in the following 
form:  

�

Following [9, 14], the closed-loop self-conjugate eigenvalue 
set can be described as 

, for which the algebraic and geometric 
multiplicities of the eigenvalue  are denoted by  and ,
respectively. Then in the Jordan form of the matrix 

, there are Jordan blocks, 
associated with the i-th eigenvalue , of orders 

, satisfy the relations:

�

Denoting the left and right eigenvectors and generalized 
eigenvectors of matrix  associated with  by and 

, respectively, it follows that:

�

�

�

�

for 
and

�

Hence, the problem to assign a desired closed-loop 
eigenstructure to a system using a state feedback controller is 
to find a solution of the parametric equation:  

�

where  are the state space matrices,  is the 
desired right eigenvector matrix,  is the desired 
eigenvalues diagnosis matrix and  is an auxiliary matrix. 

Theorem 1 is introduced to show how the eigenvectors and 
generalized eigenvectors can be parameterised.  

Theorem 1 [14] 

Let  be controllable, and matrix  be of 
full-column rank, then all the solutions of matrix equation: 

�

are given by: 

�����

�

where are arbitrarily chosen parameter vectors; N(θ, 
λ) and D(θ, λ) are right co-prime matrix polynomials
satisfying:

� �$��

From Theorem 1, it can be seen that the desired 
eigenvectors and generalized eigenvectors can be 
parameterised by (2) [14]. 
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Remark 1: 
8 Theorem 1 concerns an extension of the eigenstructure 

assignment of LTI systems to an LPV modeling 
framework by introducing a solution of the parametric 
Sylvester matrix equation.  

8 Theorem 1 gives a clear analytical, complete, and 
explicit parametric solution expressed by the 
eigenvalues of the matrix and a group of free 
parameters, namely . By specially choosing the free 
parameters given in (2), solutions with desired 
properties can be obtained. 

III. MAIN RESULT

It is known in [8, 17] that if a system has low sensitivity to 
perturbations and parameter variations in the system matrices 
then there may be a low chance of the closed-loop system 
becoming unstable compared with the case when controllers 
are used that are not based on sensitivity minimization. Hence, 
the eigenvalue sensitivity of a closed-loop system to modeling 
errors should be given suitable consideration. For the sake of 
simplicity, only the overall eigenvalue (i.e. Wilkinson) 
sensitivity is considered here [8, 17]. 

A. Overall Eigenvalue Sensitivity 
The overall eigenvalue sensitivity of the matrix  is defined 

[8, 17] as:  

�

where  is the right eigenvector matrix of the matrix . 

Similarly, in this study the overall eigenvalue sensitivity of 
the parameter varying matrix  is defined as:  

�

where  is the right eigenvector matrix of the matrix . 
Suppose that the right eigenvector matrix  is unitary, i.e., 

 then . This indicates that if  is a unitary 
matrix the corresponding eigenvalues are perfectly conditioned 
and hence minimally sensitive to perturbations or parameter 
variations. 

These observations provide the basis for the algorithms to 
be described in this paper. The objective of the paper is to show 
how to assign a set of closed-loop eigenvectors which match 
the columns of a unitary matrix as closely as possible. If this 
process is successful, a perfectly conditioned set of closed-loop 
eigenvalues results [8, 17]. 

B. Performance function  
The desired eigenvectors must be projected into the 

allowable subspace which is optimal according to some 
performance function while the desired eigenvectors are not in 
the allowable subspace. As argued previously, to achieve 
overall low eigenvalue sensitivity, an LPV system performance 
function can be defined as: 

��������������%��

where θ is the varying parameter and other symbols have the 
same meaning as in LTI system case. 

If the right eigenvectors are parameterized as:  

�

The solution that minimises the LPV performance function 
is obtained by setting:  

���������!��

The least-squares best-fit LPV right eigenvectors can be 
computed by: 

�

Now set the low eigenvalue sensitivity 
performance function of LPV system is:

�

C.  Results and Algorithms 
Consider an LPV system described by (1), and the 
performance function is described as (4). The solution that 
minimises the performance function  is obtained by setting:  

��"��

where: 

��&��

�

The least-squares best-fit LPV right eigenvector can be 
computed by 

The corresponding auxiliary matrix can be computed as: 

�
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The following introduces a non-iterative method which 
involves the direct projection of a unitary matrix into the 
allowable eigenvector subspace. 

Algorithm 1 
Step 1: Chose a set of desired closed-loop eigenvalues 

Step 2: Get  and  satisfying (3) by 
applying right co-prime factorization 

Step 3: Project each column of the unitary matrix 
 into each of the allowable eigenvector 

subspaces corresponding to each closed-loop eigenvalue 
using (6) and (7). For each column  of , this produces a 
total of  achievable right eigenvectors ; 

Step 4: Calculate the  misalignment angles given by: 

�

Step 5: Choose the assignment from the  possibilities 
which have the smallest sum of misalignment angles . 

Step 6: Calculate the controller 

Remark 2 
8 The algorithm is an LPV-extended version of the 

existing right eigenstructure assignment scheme via the 
Sylvester matrix equation for LTI systems. 

8 The above algorithm will assign the closed-loop 
eigenvectors as close to a unitary matrix as possible to 
achieve optimum sensitivity. 

8 In the algorithm, if the rank of the control input matrix 
 is equal to the rank of the system matrix the 

desired right eigenvectors (a unitary matrix) as well as 
the desired eigenvalues can be achieved exactly. 

8 For a special case, if the desired eigenvalue is 
constant ,
and if the achieved eigenvectors are parameter- 
independent, then the closed-loop system could be time 
invariant. 

8 As suggested in [8]  could be very large when  is 
large. Hence,  is suggested to use in the 
proposed approach. 

8 For the Step 4, grid method [18, 19] is proposed to 
tackle the high dimensionality and nonlinear nature of 
the optimization problem. 

IV. AN EXAMPLE 

Now, an example is given of a satellite attitude control 
problem to show how to calculate the controller for a given 
LPV system to achieve low eigenvalue sensitivity. The 
example is given in [14]. Consider an LPV system: 

�� � �'��

where 

�

�

��

The coefficients of are defined as: 

� �

�

�

�

��

 is defined as  where  are the 
moment of inertia parameters. 

A. Controller design 
The desired eigenvalues are set to be the same as in [18]: 

�

Using elementary transformations and the rational matrix 
factorization method [20, 21], it follows that: 
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The desired eigenvector matrix is set to be the identity 
matrix to force the closed-loop system to have low 
eigenvalue sensitivity to parameter uncertainty. 

Using the above algorithm, the desired eigenvector Identity 
Matrix ( is projected to the allowable subspace. The 
calculated controller is:  

������������(�

) �

When the designed state feedback controller (9) is applied 
to the original model (8); the closed-loop matrix is obtained as 
in (10).

(10) 

�

B. Observer design  
Based on the Separation Principle, an observer state 

estimate feedback is used to achieve a form of output feedback 
control. The observer design can be achieved by recognizing 
the duality between the state feedback control and state 
estimation problems. A full order observer for the LPV system 
is considered with the following structure: 

������������������������

where  is the estimated state and  is the designed 
observer gain. 

To make the estimated states converge to real system states 
fast enough, the real part of the observer eigenvalues should be 
large enough. So, the desired eigenvalues for the observer 
system are chosen as:  

�

Using the proposed procedure, the obtained observer gain is: 

�

C. Simulation Result 
In the simulation model, the initial conditions are set to 

be . The simulation 
results are shown in Fig. 1. From the time responses it can be 
seen that their steady-state errors converge to zero 
asymptotically. And from the result of the closed-loop system 
matrix, it can be seen that the modes are decoupled from each 
other. This is because the system eigenstructure is also 
considered which would make the system more insensitive to 
parameter perturbations. 

V. CONCLUSION

In this paper, a low eigenvalue sensitivity eigenstructure 
assignment approach is presented for LPV systems via 
observer/state feedback, based on the complete parametric 
solution of a parametric generalized Sylvester matrix equation. 
Furthermore, for the sake of practical applications, an example 
is used to demonstrate the usefulness and advantage of the 
proposed LPV control scheme. The results show that the 
closed-loop system transient response performance 
requirements are satisfied and low eigenvalue sensitivity to 
perturbation and parameter variation is achieved. The dynamic 
output feedback controller should be considered in the case 
where the Separation Principle breaks down. 

Figure 1.  Observer/state feedback closed-loop time response 
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Abstract—This paper concerns phase plane description and 
modulation of the performance for a nonlinear Unmanned Aerial 
Vehicle (UAV) system based on Variable Structure Control (VSC) 
by reaching sliding mode.  The novelty lies in the application of a 
phase analysis approach to achieve a robust controller for a 
complex nonlinear system. The aircraft dynamics are introduced 
and approximately linearized and decoupled on-line using 
feedback linearization theory. Then the sliding mode control 
(SMC) scheme is accomplished for the decoupled sub-channels. 
The phase modulation method is applied for theoretically 
ensuring further robustness. The simulation results demonstrate 
the efficiency and effectiveness of the proposed strategy. 

Keywords-nonlinear aircraft; feedback linearization; sliding 
mode; phase modulation; robust controller 

I.  INTRODUCTION  
Flight control systems have strict real application 

requirements to achieve high reliability against model 
uncertainties. The model-based approach to sustainable control 
for dynamic systems (based on analytical redundancy instead 
of hardware redundancy) has long been emphasized for 
achieving robustness and minimizing the effects of modelling 
uncertainty to the system [1-4]. Some approaches are based on 
robust control or passive fault tolerant control (FTC) as an 
alternative to achieve system reconfiguration [5-7]. Here we 
consider the robust approach for passive flight FTC system. 

Advanced high-performance aircraft, not only have the 
characteristics of high nonlinearity and are Multiple Input and 
Multiple Output (MIMO) from a control standpoint, but also 
require high manoeuvrability with static instability [8]. For the 
purpose of efficiency and simplification, the feedback 
linearization technique is well-proven and has been developed 
to be one of the feasible control strategies in the study of 
nonlinear system, especially for aircraft [9], [10]. Feedback 
linearization can remove nonlinear features from the system 
and provide a linearized and decoupled closed-loop form. In 
addition to these features, dynamic linearization has advantages 
such as insensitivity to parameter changes and disturbances, 
and simplicity in physical realization [11-13]. 

For the linearized and decoupled aircraft system, a further 
robust controller is required to achieve tracking accuracy and 
passive FTC performance. As a main mode of VSC, the SMC 
technique turns out to be characterized by high simplicity and 

robustness [14], [15]. The main idea at the basis of the SMC 
strategy is the design of a particular control surface to coerce 
the controlled system trajectories into the sliding manifold to 
achieve expected performance via rapid switching between 
positive and negative control gains, resulting in variable 
structure of the control law. An advantage of sliding behavior 
is its insensitivity similar as the on-line feedback linearization 
strategy. The undesired phenomenon of so-called “chattering” 
of real-time SMC system, which is due to the finite switching 
frequency, could be avoided by using an approximated 
saturation function instead of the sign function during SMC 
system design [16-18]. In this study, the simultaneously 
worked feedback linearization controller and sliding mode 
controller optimize the system response against most of 
disturbances and even chattering. 

As another aspect to this work, the literature of the 
development of SMC within phase modulation is well 
summarized in the work of [19] and [20]. By just using a real-
time system response signal, a simple and effective phase 
modulation strategy can be used to purposely rectify the 
controller structure and parameters. This method also 
facilitates an approach to theoretical analysis for ensuring 
robustness of the SMC system, before adding external 
disturbances for certification. The approach, also presents a 
unique and efficient criterion for studying system 
characterization, especially when using linearised systems 
approaches for which the most suitable mathematical 
description is difficult to conclude because of unpredictable 
error during linearization and decoupling. 

The contribution of this paper lies in the application of the 
combined SMC strategy based on feedback linearization with 
phase modulation theory to a nonlinear aircraft system. The 
aircraft example includes full force and moment longitudinal 
and lateral dynamics, which are deliberately linearised and 
decoupled into three second order sub-systems. The phase 
diagrams are then feasibly obtained and successfully used as 
criteria for achieving system robustness. The designed SMC 
systems illustrate the efficiency for real-time application. 

Section II introduces the theoretical foundation of the 
control strategies. The mathematical model and linearization 
processing for a nonlinear UAV, the Machan, are introduced in 
Section III. The modulation analysis and simulation results are 
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by the China Scholarship Council (CSC) and the Hull-China scholarship. 
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given in Section IV to illustrate the proposed approach. The 
concluding discussion is given in Section V. 

II. CONTROL SYSTEM SCHEME 

A. Nonlinear Feedback Linearization 
The concept of feedback linearization makes use of the 

principle of transforming a smooth non-linear dynamical 
system into linear input-output form [21].  

For the MIMO affine nonlinear system: � = �(�) + �(�)�� = �(�) �                                (1) 

where � = (�	, … , �
)�  is an n-D (dimensional) states 
vector of the system, ���

 and ���
 are the input and output 

vectors of the system, ��
  is a sufficiently smooth vector 
field.  �(�) = [�	 (�) �� (�) … �� (�)]� , �� (� = 1,2, … , �)  is 
an m-D sufficiently smooth vector field �(�) =[ℎ	 (�) ℎ� (�) … ℎ� (�)]� ,ℎ� (� = 1,2, … , �)  is a sufficiently 
smooth scalar function. 

For the affine nonlinear system (1), define ��  to be the 
smallest integer such that at least one of the inputs appears in ��(��)

 using Lie derivatives as: 

��(��) = ����ℎ� + ∑ (��������	ℎ���)���	
                     

(2) 

with at least one of the ��������	ℎ� ≠ 0∀�, and ��  is the #$ℎ 
row of �. The input-output relation can then be defined as: 

%�	(�&) ��(�') … ��(�*)-� = .(�) + /(�)�           (3) 

.(�) = % ���&ℎ	(�) ���'ℎ�(�) … ���*ℎ�(�)-�
        (4) 

/(�) = 3 ��&���&�	ℎ	 ⋯ ��*���&�	ℎ	⋮ ⋱ ⋮��&���*�	ℎ� ⋯ ��*���*�	ℎ�
7             

 

(5) 

If the matrix .(�)��×� is invertible, then the system can 
be linearized by decoupling the non-linear terms in (3) by 
choosing � as follows: � = /�	(�)[−.(�) + 8]                            (6) 

which leads to the closed-loop decoupled, linear system: 

%�	(�&) ��(�') … ��(�*)-� = [8	 8� … 8�]�    (7) 

Once linearization has been achieved, any further control 
objectives may be easily met [22], [23].  

Furthermore, if the system has the total relative degree � = �	 + �� + ⋯ +�� < 9 , the standard MIMO form for 
system states can be reformulated as: 

:		 = ℎ	(�), :�	 = ��ℎ	(�), … , :�&	 = ���&�	ℎ	(�):	� = ℎ�(�), :�� = ��ℎ�(�), … , :�'� = ���'�	ℎ�(�)⋮:	� = ℎ�(�), :�� = ��ℎ�(�), … , :�*� = ���*�	ℎ�(�)⎭⎪⎬
⎪⎫

  (8) 

where : are the chosen transformed states for linearization and 

decoupling. The system in (8) can be converted into a pseudo-
linearized system as: 

:̇		 = :�	⋮:̇�&	 = B	(:, 8) + ∑ C�	(:, 8)�����	⋮:̇	� = :��⋮:̇�*� = B�(:, 8) + ∑ C��(:, 8)�����	8 = D(:, 8) + E(:, 8)��	 = :		⋮�� = :	� ⎭⎪
⎪⎪
⎪⎬
⎪⎪
⎪⎪
⎫

                   (9) 

where 

B�(:, 8) = ����ℎ� ∙ Φ�	(:, 8)C��(:, 8) = ��������	ℎ� ∙ Φ�	(:, 8)H�(:, 8) = ��I� ∙ Φ�	(:, 8)J��(:, 8) = ���I� ∙ Φ�	(:, 8) ⎭⎪⎬
⎪⎫

                 (10) 

Note that ∈ 
��  , E ∈ (
��)×�  and the aforesaid state 
transform Φ: � → (:, 8) is a diffeomorphism that maps � onto 
standard coordinates. The transformed input vector 8 has the 
expression from (9) as:  8 =  Φ(:, 8, �)                                  (11) 

Once the linearization has been achieved, any further 
control objectives may be easily met. 

B. Variable Structure Control and Robustness Analysis 
As mentioned above, the nonlinear terms of the system can 

be eliminated by selecting an appropriate set of input 
transformations. However, the input-output linearization only 
fits in with systems with accurate models. In order to ensure 
control system robustness in the presence of system 
uncertainties, such as parameter uncertainties or unmodelled 
dynamics, the sliding mode control based on variable structure 
theory is chosen and applied to the linearized system. 

Taking into account the presence of uncertainties in the 
nonlinear system (1), and (7) becomes: 

%�	(�&) ��(�') … ��(�*)-� = (. + ∆.) + (/ + ∆/)�  (12) 

where the uncertainties represented by ‖∆/‖  and ‖∆.‖  are 
bounded. The switching surface is chosen as [24]: 

P� = Q RRS + T�U�� V�� − ��WX�Y                       (13) 

where T� is a positive constant and ��WX�the reference command 
signal. Differentiating (13) with respect to time $ leads to: 

Ṗ� = �� �� + ∑ Z�����	��\ V��� − ��WX�� Y − ��WX���             (14) 

In order to design a robust controller, the exponential 
approaching law is selected for SMC. The control input can 
then be expressed in the following form [25]: 

 � = /�	(�)^_WX� − . − `_ − asgn(P)b            (15) 
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`_ =
⎣⎢
⎢⎢
⎡ ∑ %Z	�V�	� − �	WX�� Y-�&�	��\∑ %Z��V��� − ��WX�� Y-�'�	��\ ⋮∑ %Z��V��� − ��WX�� Y-�*�	��\ ⎦⎥

⎥⎥
⎤
                  (16) 

Substituting � and (12) into (14) yields to: Ṗ = Δ. − aP�9(P) − Δ/(�)/�	(�)%`_ + aP�9(P) + . − _WX�-           (17) 

where _WX� = %�	WX��& ��WX��' … ��WX��* -�
. 

In order to guarantee asymptotic stability of the control 
system, P�Ṗ < 0 must be ensured yields to: P�Ṗ ≤ ‖P‖[‖l.‖ − a + ‖l//�	`_‖ + a‖l//�	‖ +                        ‖l//�	.‖ + ‖l//�	_R‖]                             (18) 

If ‖l/‖ < ‖/‖, and satisfy a > (‖l.‖ + ‖l//�	`_‖ +‖l//�	.‖ + ol//�	_WX�o)/(1 − ‖l//�	‖) , then P�Ṗ < 0 
can be guaranteed. This means that the reaching condition of 
the sliding mode is tenable and the desired sliding motion is 
reachable by means of a suitable control law � [26], [27]. 

C. Phase Modulation Analysis 
A proper selection of parameters that satisfy the above-

cited conditions can ensure stability and robustness of the 
control system, although this is a sufficient but not necessary 
condition for reachability of the sliding mode. Moreover, the 
system uncertainties come from the unmodelled information 
and linearization error make the transformed system, even a 
simple one, more complicated to obtain desirable results.  

Phase plane portraits are traditionally used to graphically 
show the SMC working performance [28], [29]. Recent 
research considers it as a modulation strategy to instructively 
adjust system structure and parameters for ensuring the system 
robustness [19], [20]. The basic principle of phase modulation 
is introduced in Fig. 1. The system real-time response error q 
and its derivative form q̇  are used to establishing the 
coordinates. The switching line P = 0 defined by VSC theory 
divides the phase plane into four regions dominated by 
negative and positive feedback, respectively. Once the control 
system reach the designed sliding surface, the phase trajectory 
will frequently cross the switching line to repeatedly enter the 
different regions for compensating system uncertainties 
through switching between negative and positive feedback with 
high-frequency [30].  

 
Figure 1. Phase plane with switching line 

III. NONLINEAR MACHAN AIRCRAFT 
The aircraft chosen is a UAV (or remotely piloted vehicle), 

the Machan, used as a development vehicle by Marconi 
Avionics, RAE Farnbrough and NASA Dryden for research on 
high incidence flight and non-linear control laws [31]. The 
methodology has wider application for FTC for systems with 
known nonlinear dynamic structure. 

The Machan Euler equations relate the forces r, _, t and 
moments �, u, v in the aircraft body axes to the angular and 
linear velocities in the inertial axes are shown as: �(�̇ + Jw − xy) = r�(ẏ + �x − Hw) = _�(ẇ + yH − J�) = tz{Ḣ + (z| − z})xJ = �z}J̇ + (z{ − z|)Hx = uz|ẋ + (z} − z|)HJ = v ⎭⎪⎪

⎬
⎪⎪⎫

                           (19) 

where, � is the mass of the aircraft; z{, z} , z| are the moments 
of inertia about the axes through the centre of gravity parallel 
to the aircraft body axes; �, y and w are the forward, side and 
vertical velocity of the aircraft respectively; H, J and x are the 
roll, pitch and yaw rates, respectively. 

The aerodynamic force and moment equations are: r = r~ − ���P� + (�� + ��)P�9� − ��P�9�_ = _� + ����P�P�9�t = −(�� + ��)��P� − �P�9� + ����P���P�� = �� + �~u = u� + ��(�� − 0.25)�̅ − ��(�S + 0.25 − ��)v = v� ⎭⎪⎪
⎬
⎪⎪⎫

   (20) 

where � (degrees) is the angle of attack; � and � (degree) are 
the pitch and roll angles, respectively; _� (N) is the side force; �� (m) is the position of the aircraft centre of gravity; r~ (N) 
is the thrust force due to the engine; �S  (N·m-1) is the tail 
moment; � (N) is the force acting on the airframe; ��, �� and �� (N) represent the wing, total tail and tail lift due to the pitch 
rate respectively; u� , v�  and ��  (N·m-1) are the pitching, 
yawing and rolling moment components respectively; �̅ (m) is 
the mean aerodynamic chord and �~  (N·m-1) is the rolling 
moment due to the engine. 

The first order non-linear engine dynamic is given as: ṙ~ = (D��{���� − r~��)/ X̀                      (21) 

where, D��{, �� , ��, X̀ and �� represent the maximum engine 
power, the throttle demand, the propeller efficiency, the 
engine rise rate and the air flow rate, respectively. The 
parameter details are given in Aslin 1985. The open-loop 
Machan UAV is unstable, thus a closed-loop “base-line” 
control system must be configured for stability before the 
further robust or FTC system can be developed. 

To simplify the system, this paper only considers the angle 
states and their rates. Thus the system state vector �, and the 
output state vector �  for the nonlinear aircraft model are 
chosen as: 
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� = [� � � H J x]� � = [� � �]�                             (22) 

where � is yaw angle. 

A. State-space Description 
The states H, J and x in (19) can be expressed as: 

Ḣ = V�����Y�� xJ + ���J̇ = (�����)�� Hx + ���ẋ = V�����Y�� HJ + ���⎭⎪⎬
⎪⎫

                               (23) 

Additionally, the roll, pitch and yaw angles �, �and � can 
be expressed in the terms of H, J and x as: �̇ = H + JP�9�$B9� + x ��P�$B9��̇ = J��P� − x P�9� �̇ = JP�9�Pq�� + x��P�Pq�� �                (24) 

The real input vectors for the aircraft system are as: 

  �WX�� = [δ� δ  δ¡]¢                            (25) 

where δ� , δ  , δ¡  are the aileron, elevator and rudder input, 
respectively. By only considering the nonlinear part of system, 
the input vectors � of feedback linearization and decoupling 
control issue in (1) is chosen as described in (23): 

           � = [�	 �� �£]� = ¤ ���
���

���¥�
                 (26) 

Then �WX��  can be easily calculated in the terms of  � since 
they are linearly related from the form of the forces and 
moments equations [31], which can be shown as: �WX�� = [�¦§ �¦¨ �¦©]��                          (27) 

where �¦§, �¦¨ , �¦©are all the linear parameters. 

Thus the affine system in (1) for this nonlinear UAV is 
simplified as: 

�(�) =

⎣⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎡H + JP�9�$B9� + x ��P�$B9�J��P� − x P�9�JP�9�Pq�� + x��P�Pq��Vz}−z|Yz{ xJ(z| − z{)z} Hx

Vz{ − z}Yz| HJ ⎦⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎤

 

�(�) = ª0£×£z£×£ « 

�(�) = [z£×£ 0£×£]                     (28) 

B. System Feedback Linearization and Decoupling 
For achieving linearization and decoupling, the pseudo-

linearized system states in (9) for transforming the nonlinear 
system in (28) are chosen as [32]: 

:		 = �:�	 = :		̇ = H + JP�9�$B9� + x ��P�$B9�:	� = �:�� = :	�̇ = J��P� − x P�9�:	£ = �:�£ = :	£̇ = JP�9�Pq�� + x��P�Pq�� ⎭⎪⎪
⎬
⎪⎪⎫

           (29) 

To check whether this coordinate transformation is 
invertible, the Jacobi Matrix for : = :(�) is organized as: 

∇: = :(�)®� = 

⎣⎢
⎢⎢
⎢⎡      1      0       0(J��P� − xP�9�)$B9� (JP�9� + x��P�)Pq���       0     0      1       0

0 0 01 P�9�$B9� ��P�$B9�0 0 0−JP�9� − x��P� 0 0      0 0 1(J��P� − xP�9�)Pq�� (JP�9� + x��P�)Pq��$B9� 0
0 ��P� −P�9�0 0 00 P�9�Pq�� ��P�Pq�� ⎦⎥

⎥⎥
⎥⎤
 

(30) 

where : = [:		 :�	 :	� :�� :	£ :�£]�. 

The rank of  ∇: is ®q$(∇:) = −Pq�� ≠ 0and : = :(�) is 
a sufficiently smooth vector field with inversion, thus : = :(�) is a global diffeomorphism of the system in (28) [9]. 

The input transformation 8 in (6) takes the form:  8 = D + E�                                    (31) 

where 8 = [8	 8� 8£]� , D = [D	 D� D£]� , E =[E	 E� E£]� follow the description in (9), (10) as: 

D(:̅) = ¯|({)R{ �(�)|{��±&(|)                        (32) 

E(:̅) = ¯|({)R{ �(�)|{��±&(|)                        (33) 

Now, by choosing :̅ = [:		 :	� :	£]�  to be the three 
output channels for the transformed system, each of these 
channels can be expressed as: D	 = (J��P� − xP�9�)[(H + JP�9�$B9�+ x ��P�$B9�)$B9�+ (JP�9� + x��P�)Pq���] + Vz}−z|YxJ/z{+ (z| − z{)HxP�9�$B9�/z}+ Vz{ − z}YHJ��P�$B9�/z|  D� = (−JP�9� − x��P�)(H + JP�9�$B9� + x ��P�$B9�)+ (z| − z{)Hx��P�/z}− Vz{ − z}YHJ P�9�/z| D£ = (J��P� − xP�9�)[Pq��(H + 2JP�9�$B9�+ 2x ��P�$B9�)]+ (z| − z{)HxP�9�Pq��/z}+ Vz{ − z}YHJ��P�Pq��/z| E	 = [1 P�9�$B9� ��P�$B9�]� E� = [0 ��P� −P�9�]� E£ = [0 P�9�Pq�� ��P�Pq��]�              (34) 

After input-output feedback linearization for the system, 
the nonlinear aircraft dynamics have been theoretically 
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decoupled into three 2nd order linear sub-systems with the 
transformed states and outputs described in (3) as: :̇ = .\: + /\8� = ²\: �                                 (35) 

where  

.\ = 3.\	 .\� .\£
7, .\� = ¤0 10 0¥ (� = 1,2,3) 

          /\ = 3/\	 /\� /\£
7, /\� = ¤01¥ (� = 1,2,3) 

²\ = 3²\	 ²\� ²\£
7, ²\� = [1 0](� = 1,2,3)    (36) 

Each of the three sub-systems is a single-input single-
output (SISO) 2nd order linear system in controllable (or phase 
variable) canonical form and is hence suitable for phase 
portrait analysis. For the 2nd order system in phase variable 
canonical form, the quality of the sliding mode invariance 
properties are satisfied, which means that once the states reach 
the sliding surface, the system dynamic performance is 
critically decided by the parameters of the designed SMC 
system [29].  

C. Sliding Mode Controller Design 
For the Machan system, the thrust input �S  related to all 

the states is set as a very small constant value �́ to limit it’s 
effect on the nonlinear aircraft dynamics, which could be 
modeled as system uncertainty. The SMC theory is used to 
achieve sub-controllers for each decoupled channel. The 
complete control system scheme is shown as Fig. 2. 

 
Figure 2. Control system scheme 

For the 2nd order subsystems, the switching surface can be 
derived from (13) as: P� = Z�q� + q̇�(� = 1,2,3)                          (37) 

where Z� is the adjustable parameter for SMC;  q� = �WX� − ��  
is system output error; �WX�  and ��  are system reference input 
and real output, respectively. 

The time derivative of (37) is then given as: 

Ṗ� = Z�q̇� + q̈� = Z�V�WX� − :�\Y + V�̇WX� − :�	Y(� = 1,2,3) (38) 

By choosing a proper Z�  for each subsystem, the sliding 
surface would take on desired characteristics. The SMC 
approaching law used in this system has the proportional form: 

  Ṗ� = −a�sgnP�(� = 1,2,3)                        (39) 

where a�  is positive constant. From (37)-(39), the subsystem 
control inputs 8�(� = 1,2,3) derived from SMC are as:  8� = Z�q̇� + a�sgnP�                            (40) 

The above system with discontinuous control is termed a 
VSC since the effect of the switching surface is to alter the 
system feedback structure. The state trajectories on either 
sides of the surface P� = 0 will remain in the vicinity of the 
sliding manifold since  P�Ṗ� < 0  on this surface. Once 8�  is 
obtained, the system chosen input vector � and real input �WX��  
could be easily calculated from (31) and (27). 

IV. SIMULATION AND ANALYSIS 
The SMC parameters are chosen as ` = [Z	, Z�, Z£]� =[10,10,4]�, a = [a	, a�, a£]� = [3,3,10.6]�.  

The system responses and their phase trajectories shown in 
Fig. 3 appear to be stable but the phase trajectories for the 
states � and � are tangential to the switching line instead of 
crossing it, which indicates that the controllers are of dubious 
value without robustness. The reason for this phenomenon is 
that the linearized system may have conjugate poles too close 
to the imaginary axis, which makes the system readily unstable 
through the high controller gain action.  

 
Figure 3. System responses and coordinating phase portraits 

The solution is to add integrators for the corresponding 
states to replace system poles [30]. The new SMC parameters ` are chosen as: [Z	, Z�, Z£]� = [8,15,5]�, a is the same one as 
above. The developed system responses and their phase 
trajectories are shown in Fig. 4. The trajectories in Fig. 4 
satisfy the principle of phase criterion for SMC described in 
Section II. For this case, the actuator faults ¹ are chosen as step 
signals ¹ = %�¦§  �¦¨  �¦©-� = [0.3,0.1,0.3]�  acting at time $ = 2P. The system responses shown in Fig. 5 demonstrate the 
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control scheme robustness and the efficiency of the modulation 
strategy. 

 
Figure 4. System responses and coordinating phase portraits 

 
Figure 5. System responses with faults 

V. CONCLUSION 
The design of a passive FTC scheme for the highly nonlinear 
dynamics of a UAV, the Machan is achieved via VSC theory 
based on feedback linearization. The inner stable control loop 
is designed for on-line linearizing and decoupling the 
nonlinear system. The principle of phase plane analysis is 
outlined for observing the system robustness. The further 
SMC sub-systems are developed using the phase modulation 
principle to guarantee robust performance and robust stability. 
The designed system responses illustrate that this strategy is 
feasible valid and a very promising passive approach to robust 
FTC for flight systems. 
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Frequency-Domain Tuning of Fixed-Structure Control Systems

Pascal Gahinet and Pierre Apkarian

Abstract— This paper presents two new MATLAB-based
tools for tuning fixed-structure linear control systems in the
frequency domain: hinfstruct and looptune. These tools
can directly tune control architectures with multiple feedback
loops and multiple fixed-order, fixed-structure control elements.
The controller parameters are tuned using non-smooth H∞
optimization but little a-priori knowledge of the H∞ theory
is required. This makes such tools ideally suited for real-
world applications where the control system structure and
complexity are constrained. An application to helicopter control
is discussed and the results of an extensive benchmark of
hinfstruct vs. hifoo are reported.

I. INTRODUCTION

H∞ theory [1], [2], [3], [4] provides powerful techniques
for synthesizing controllers in the frequency-domain. Typical
design requirements such as speed of response, control
bandwidth, disturbance rejection, and robust stability are
naturally expressed as constraints on the gain (H∞ norm) of
well-chosen closed-loop transfer functions. In turn, efficient
algorithms and software tools are available to synthesize
MIMO controllers that satisfy such gain constraints [1], [5],
[6].

Yet existing H∞ synthesis tools have practical limitations
that have slowed their adoption in industry. H∞ controllers
are monolithic whereas most embedded control architectures
are decentralized collections of simple control elements such
as gains and PID controllers. H∞ controllers tend to be
opaque and complex (high number of states) whereas embed-
ded controllers tend to be intuitive and have low complexity.
And recasting the design requirements as a single aggregate
H∞ constraint can be challenging for engineers. As a result,
hand tuning and optimization-based tuning tend to remain
the norm for decentralized control systems.

This paper presents new MATLAB tools for Structured
H∞ Synthesis [6] that overcome the limitations listed above.
These tools leverage state-of-the-art nonsmooth optimizers
[7], [8] to directly and efficiently tune arbitrary control ar-
chitectures. By “arbitrary,” we mean any single- or multiple-
loop block diagram arrangement containing any number and
type of linear control elements, from simple gains and PIDs
to more complex notch filters and state-space controllers.
Some of these tools also automate the H∞ formulation,
allowing users to tune the controller elements directly from
high-level specifications. Finally, despite the lack of convex-
ity, these tools perform well in practice, both in terms of

P. Gahinet is with MathWorks, 3 Apple Hill, Natick, MA 01760-2098,
USA Pascal.Gahinet@mathworks.com

Pierre Apkarian is with ONERA and Institut de Mathématiques,
Université Paul Sabatier, 2, av. Ed. Belin, 31055, Toulouse, France
Pierre.Apkarian@onera.fr

speed of execution and quality of the solutions.
The paper is organized as follows. Section 2 discusses

the standard formulation of structured H∞ synthesis and the
representation of tunable control elements. Section 3 presents
hinfstruct, a general-purpose tool for structured H∞
synthesis. Section 4 presents looptune, a more specialized
tool that automates mainstream tuning tasks. Finally, Section
5 gives an application example and Section 6 reports the
results of a comparison with hifoo.

II. FRAMEWORK FOR TUNING FIXED-STRUCTURE
CONTROL SYSTEMS

As mentioned earlier, our starting point is any linear
control architecture with one or more fixed-structure blocks
to tune, for example the feedback structure shown in Fig-
ure 4 where the shaded blocks are tunable. Since there
are infinitely many possible architectures, we use a formal
representation called Standard Form that is both general and
convenient to work with. The Standard Form is depicted in
Figure 1 and consists of two main components:

• An LTI model P (s) that combines all fixed (non tun-
able) blocks in the control system

• A structured controller C(s) =
Diag(C1(s), . . . , CN (s)) that combines all tunable
control elements. Each control element Cj(s) is
assumed to be linear time invariant and to have some
prescribed structure.

� �
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���

�

���

�����

�

�

�





 ������
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Fig. 1. Standard Form for Structured H∞ Synthesis

External inputs to the system such as reference signals
and disturbances are gathered in w and performance-related
outputs such as error signals are gathered in z. The closed-
loop transfer function from w to z is given by the linear-
fractional transformation (LFT) [9]:

Tzw(s) = Fl(P,C) := Pzw +PzuC(I−PyuC)−1Pyw. (1)
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It is well known from Robust Control theory that any
block diagram can be rearranged into this Standard Form
by isolating the tunable blocks and collapsing the rest of
the diagram into P (s). The resulting model has the same
structure as the uncertain models used in μ analysis (with the
uncertainty blocks Δj(s) replaced by the control elements
Cj(s)) [10], [11], [12]. Figure 1 is also reminiscent of
standard H∞ synthesis [1] but differs in one key aspect,
namely, the special structure of the controller C(s). Since
systematic procedures and automated tools are available to
transform any architecture to the Standard Form of Figure
1, we henceforth assume that the control architecture is
specified in this form.

The next challenge is to describe the tunable control
elements. Again we are faced with a wide range of possible
structures, from simple gains and PIDs to more complex
lead-lag and observer-based controllers. Since our approach
is based on optimization, it is natural to use parameterizations
of such components. For example, a PID can be parameter-
ized by four scalars Kp,Ki,Kd, Tf as

Cj(s) = Kp +
Ki

s
+

Kds

Tfs+ 1
. (2)

Similarly, a state-space controller with fixed order n can be
parameterized by four matrices A,B,C,D of suitable sizes.
To parameterize more general elements like the lowpass and
notch filters

a

s+ a
,

s2 + 2ζ1ω0s+ ω2
0

s2 + 2ζ2ω0s+ ω2
0

, (3)

we introduce a basic building block called “real parameter”
(realp). If a is a real parameter, then any well-posed
rational function R(a) can be written as the LFT:

R(a) = Fl(M,a⊗ I) (4)

where M is a fixed matrix and a ⊗ I := Diag(a, . . . , a)
[13]. Since any interconnection of LFT models is an LFT
model, it is easily seen that if the control element Cj(s) is
a rational function of a, the Standard Form of Figure 1 can
be rearranged so that Cj(s) is replaced by a block-diagonal
matrix with copies of a on the diagonal. This remains true
when Cj(s) depends on multiple parameters a1, . . . , aM . In
other words, we can absorb the specific structure of Cj(s)
into P (s) and keep only the low-level tunable parameters
a1, . . . , aM in the C(s) block of Figure 1. Note that unlike
μ-analysis, “repeated” blocks do not affect the optimization
outcome and only incur some small overhead.

For example, consider the lowpass filter F (s) = a
s+a

where a is tunable. This tunable element is specified by:

a = realp('a',1); % a initialized to 1
F = tf(a,[1 a]); % creates a/(s+a)

This automatically builds the following LFT representation
of F (s):

F (s) = Fl

⎛⎝⎛⎝ 0 0 1
1/s −1/s 0
1/s −1/s 0

⎞⎠ ,

(
a 0
0 a

)⎞⎠ . (5)

Note that while it is possible to parameterize F (s) using a
single copy of a, the convenience of the syntax shown above
more than makes up for the small overhead incurred by the
extra copies of a.

III. STRUCTURED H∞ SYNTHESIS

Now that we have a framework for describing arbitrary
control architectures and linear control elements, we turn to
the question of using H∞ synthesis to tune the controller
parameters in the Standard Form of Figure 1. H∞ synthesis
is a frequency-domain method for enforcing typical control
design requirements. At the heart of the method is the H∞
norm, which measured the peak input/output gain of a given
transfer function:

‖H(s)‖∞ := max
ω

σ(H(jω)). (6)

In the SISO case, this norm is just the peak gain over
frequency. In the MIMO case, it measures the peak 2-norm
of the frequency response H(jω) over frequency.

It is well-known from robust control theory [14] that clas-
sical design requirements (bandwidth, roll-off, disturbance
attenuation, stability margins) can be recast as normalized
H∞ constraints of the form

‖Wj(s)Tj(s)‖∞ < 1, j = 1, . . . ,M (7)

where the Tj’s are suitable closed-loop transfer functions
and the Wj’s are weighting functions that reflect the nature
and parameters of each requirement. So a typical controller
tuning task consists of adjusting the controller parameters to
satisfy the constraints (7). Introducing

H(s) := Diag(W1(s)T1(s), . . . ,WM (s)TM (s)). (8)

(7) is equivalent to ‖H(s)‖∞ < 1. Since each transfer
function Tj can be expressed as an LFT model depending on
the structured controller C(s) := Diag(C1(s), . . . , CN (s)),
the Standard Form of H(s) looks like

H(s) = Fl (P (s),Diag(C(s), . . . , C(s))) (9)

where P (s) is a fixed LTI model. So independently constrain-
ing two or more closed-loop transfer functions Tj(s) as in
(7) leads to repeating the controller C(s) multiple times in
the Standard Form. The resulting block-diagonal controller
structure is beyond the scope of standard H∞ algorithms
but poses no problem in our framework since this merely
amounts to repeating the tunable blocks along the diagonal
(see Section II for a discussion of repeated blocks). This is an
important advantage over traditional H∞ synthesis where all
requirements must be expressed in terms of a single MIMO
closed-loop transfer function T (s).

Summing up, decentralized controller tuning can be recast
as a structured H∞ synthesis problem where the controller
has a block-diagonal structure, each block being parame-
terized and possibly repeated. In turn, we can use the non-
smooth algorithms described in [7], [15], [16] to optimize the
controller parameters and enforce the constraint ‖H(s)‖∞ <
1. The MATLAB sofware described here is based on [7], [17]
and consists of three main components:
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• Simple objects to specify tunable parameters (realp)
and elementary control elements such as gains, low-
order transfer functions, and PIDs

• Overloaded arithmetic and interconnection algebra to
automatically build the Standard Form of H(s) by
combining/connecting together ordinary LTI models,
tunable elements, and weighting functions

• The hinfstruct function for minimizing the H∞
norm of H(s) with respect to the tunable controller
parameters. This function can be seen as the counterpart
of hinfsyn for structured H∞ synthesis

�
�

�������� 

�

��

�

�

Fig. 2. Elementary feedback loop.

To get a feel for these tools, consider the simple scenario
where the requirements for the feedback loop of Figure 2
can be expressed as

‖wSS‖∞ < 1, ‖wTT‖∞ < 1 (10)

where S = 1/(1 + L), T = L/(1 + L), L = GC, and
wS , wT are suitable frequency-weighting functions. Also
assume that C(s) is constrained to be a PID controller.
Using the sofware, you can construct a parametric model
of H(s) = Diag(wSS,wTT ) as follows:

G = tf([1 2],[1 5 10]); % plant model
C = ltiblock.pid('C','pid'); % tunable PID
S = feedback(1,G*C);
T = feedback(G*C,1);
H0 = blkdiag(wS * S, wT * T);

The result H0 is a MATLAB representation of the (untuned)
Standard Form for H(s) and depends on the tunable PID
block C. Next invoke hinfstruct to tune the PID con-
troller gains so as to enforce ‖H(s)‖∞ < 1:

H = hinfstruct(H0);

The output H contains the tuned Standard Form of H(s) and
you can access the tuned value of the PID controller C with

C = getBlockValue(H,'C')

Note that hinfstruct actually minimizes the H∞ norm
of H(s) but can be configured to terminate as soon as the
target value of 1 is achieved. Also, hinfstruct can be
configured to automatically run multiple optimizations from
randomly generated starting points. This helps mitigate the
local nature of the optimizer and increases the likelihood of
finding parameter values that meet the design requirements.
See [18], [6], [19] for more details and examples.

IV. AUTOMATED TUNING OF FEEDBACK LOOPS

While hinfstruct addresses the first two practical
limitations of traditional H∞ synthesis tools, familiarity with
the H∞ methodology is still required to turn typical design
specifications into a well-posed H∞ optimization problem.

�
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Fig. 3. Generic MIMO feedback loop.

This difficulty is exacerbated in multi-loop control systems
because of scaling and coupling issues. For example, a poor
choice of units in one feedback channel may skew the sensi-
tivity function and lead to an ill-posed H∞ problem [14, p.
5-8]. Also, classical one-loop-at-a-time stability margins may
be misleading when cross-coupling exists between feedback
loops [20]. Such challenges led us to seek ways to automate
the H∞ formulation of high-level requirements. This turns
out to be possible and to often lead to satisfactory results. We
now discuss this “push-button” approach and the looptune
function that embodies it.

Our starting point is the generic MIMO feedback loop of
Figure 3 where G represents the “plant” and C represents the
overall controller. Any control structure can be rearranged in
this fashion by using the measurement signals y and control
signals u to separate the controller from the plant. Both G
and C may contain tunable elements, which allows for co-
tuning of plant and controller parameters. To formulate an
H∞ synthesis problem for this feedback system, observe that
most controller tuning tasks involve some combination of the
following requirements:

1) Performance: The feedback loops should have high
gain at low frequency to reject disturbances and follow
setpoint changes

2) Roll off: The feedback loops should have low gain at
high frequency to guard against unmodeled dynamics
and measurement noise

3) Stability: The feedback loops should be stable with
enough margin to sustain typical amounts of gain and
phase variations at the plant inputs and outputs.

Typically, the first two requirements amount to shaping the
open-loop response to have integral action at low frequency
and roll off in excess of -20 dB/decade at high frequency.
The transition from high to low open-loop gain occurs in the
gain crossover band (an interval in the MIMO case since
in general it is neither possible nor desirable to make all
loops cross at the same frequency). The gain crossover band
determines the response time and bandwidth of the control
system. Using the standard “mixed-sensitivity” formulation,
we can express these loop-shaping requirements as∥∥∥∥( WLFSi

WHF (I − Si)

)∥∥∥∥
∞
< 1 (11)

where Si is the sensitivity function at the plant inputs u and
the weighting functions WLF ,WHF reflect the desired loop
shape. Note that Si should be replaced by the sensitivity
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So at the plant outputs if there are more controls u than
measurements y.

For the stability requirement, we use the notion of mul-
tivariable disk margins discussed in [20]. This measure
guarantees robustness against simultaneous gain and phase
variations at all plant inputs and outputs, which is much
stronger than one-loop-at-a-time stability margins. With the
notation

L(s) =

(
0 G(s)

C(s) 0

)
, X(s) = (I + L)(I − L)−1,

(12)
the robust stability condition is

μ(X(s)) < 1/α (13)

where μ(.) denotes the structured singular value for a diag-
onal block structure [4] and the parameter α is a function
of the desired gain and phase margins [20]. For tractability
reasons, we replace this condition by:

min
D

max
ω∈[ω1,ω2]

‖D−1X(jw)D‖ < 1/α (14)

where D is a constant and diagonal scaling matrix and
[ω1, ω2] is some interval containing the gain crossover band.
The rationale for this simplification is that (a) stability
margins are worst near the gain crossovers, and (b) the gain
crossover band is typically narrow enough that we can get
away with a constant rather than frequency-dependent D-
scaling in the μ(.) upper bound.

Note that the scaling D =

(
Do 0
0 Di

)
is equivalent

to the plant I/O scaling G → D−1
o GDi. In other words, D

automatically corrects scaling issues in the vector signals u
and y, e.g., u having both small and large entries due to a
poor choice of units. Because the H∞ norm is not invariant
under I/O scaling, this turns out to be essential to formulate a
meaningful H∞ synthesis problem [14, Remark 1]. Finally,
(14) is tractable in our framework if we treat the diagonal
entries of D as tunable parameters (D−1X(jw)D is an LFT
in the controller and scaling matrix D).

Summing up, for a given crossover frequency/band, tuning
the controller amounts to finding a scaling D and controller
parameter values that satisfy∥∥∥∥( WLFD

−1
i SiDi

WHF (I −D−1
i SiDi)

)∥∥∥∥
∞

< 1 (15)

max
ω∈[ω1,ω2]

‖αD−1X(jw)D‖ < 1. (16)

Note that we use the scaled input sensitivity D−1
i SiDi

instead of Si to take advantage of the u scaling provided
by D.

The looptune function [6] formulates and solves this
H∞ optimization problem. The basic interface is

[G,C] = looptune(G0,C0,wc,Req1,Req2,...)

where G0,C0 are (untuned) parametric models of G and
C, wc is the target crossover frequency/band, and the op-
tional arguments Req1,Req2,... specify additional re-
quirements such as maximum gain or setpoint tracking. Note

that wc can be omitted and replaced by more sophisticated
loop shaping requirements, thus providing a fair amount of
flexibility.

V. HELICOPTER EXAMPLE

This section presents an application to a challenging
helicopter control problem. We use an 8-state model of the
Westland Lynx helicopter at the hovering trim condition. The
controller generates commands ds, dc, dT in degrees for the
longitudinal cyclic, lateral cyclic, and tail rotor collective
using measurements of θ, φ, p, q, r (pitch and roll angles and
roll/pitch/yaw rates). For details and data, see [21] and the
demo in [6]. The controller structure is shown in Figure 4
and consists of two feedback loops:

• The inner loop (static output feedback SOF) provides
stability augmentation and decoupling

• The outer loop (PI controllers PI1-PI3) provides the
desired setpoint tracking performance.

The main control objective is to track setpoint changes in
θ, φ, r with zero steady-state error, settling times of about 2
seconds, minimal overshoot, and minimal cross-coupling.

Fig. 4. Control architecture for Westland Lynx helicopter.

Since the helicopter is modeled in Simulink we use the
slTunable interface to quickly set up the looptune op-
timization. With this interface you just specify the Simulink
blocks to tune, the measurement and control signals (con-
troller I/Os), and the I/O signals of interest for closed-loop
analysis:

ST0 = slTunable('helico',...
{'PI1','PI2','PI3','SOF'});

ST0.addControl('u')
ST0.addMeasurement('y')
ST0.addIO({'theta_ref','phi_ref','r_ref'},'in')
ST0.addIO({'theta','phi','r'},'out')

This information is used to automatically parameterize the
tuned blocks and linearize the Simulink model to extract
the plant model G and a parametric model of the controller
C. Note that the static-output-feedback gain is initialized to
zero and the PI controllers to 1 + 1/s, values for which the
closed-loop response is unstable.

We want the outer loop to settle in about 2 seconds so
the open-loop bandwith should be at least 2 rad/s (based on
first-order characteristics). The inner loop must typically be
faster so we seek a gain crossover band between 10 and 30
rad/s:
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Fig. 5. Closed-loop responses to θ, φ, r commands.

wc = [10,30];

Because there are fewer actuators (3) than measurements
(5), integral action in the open-loop response is not enough
to guarantee that θ, φ, r will track the setpoint commands
θref , φref , rref . We therefore add an explicit tracking require-
ment with a 2-second response time:

TR = TuningGoal.Tracking(...
{'theta_ref','phi_ref','r_ref'},...
{'theta','phi','r'},2);

Finally, we specify the desired minimum gain and phase
margins:

Opt = looptuneOptions('GainMargin',5,...
'PhaseMargin',40);

We can now tune the controller parameters with looptune:

ST = ST0.looptune(wc,TR,Opt);

The final H∞ norm is 1.28, again close to 1, and the closed-
loop step responses are shown in Figure 5. These responses
settle in less than two seconds with no overshoot and small
cross-coupling. The tuned values are:

PI1(s) = 0.45 + 12.2/s

PI2(s) = −0.17− 9.15/s

PI3(s) = −0.66− 8.22/s

SOF =

⎛
⎝ 7.24 −0.84 −0.0031 1.02 −0.045

−1.30 −2.45 0.01 −0.14 −0.21
−1.43 0.81 −1.47 −0.23 0.17

⎞
⎠

Tuning these 21 parameters starting from an unstable initial
guess took 11 seconds on a 64-bit PC with a 3 GHz dual-core
processor and 6 GB of RAM.

VI. BENCHMARK

This section reports the result of a comprehensive bench-
mark of hinfstruct vs. hifoo. Both hifoo and
hinfstruct implement state-of-the-art nonsmooth pro-
gramming techniques. hifoo is a two-stage technique where

a smooth linesearch BFGS approach is followed by nons-
mooth gradient sampling. This means gradients are random-
ized around the current iterate to refine or establish optimality
in the second phase. hinfstruct exploits extension sets
of the Clarke sub-differential at each iteration and derives a
tangent subproblem in the form of a nonsmooth convex QP
approximation of the original problem. A search direction is
then computed and a linesearch is carried out. hinfstruct
is fully deterministic and does not use randomization except
for (optionally) choosing the starting point. Both techniques
have local optimality certificates.

Our assessment is based on 234 test cases from the
COMPleib benchmark library [22] and compares the follow-
ing versions:

• hinfstruct from [6]
• hifoo 3.5 with hanso 2.1 [15].

Details on the test cases can be found at [19]. Both codes
are run in default mode with 3 starting points in each case.
For hifoo we run the gradient sampling phase to enhance
accuracy and provide an optimality certificate.

A graphical comparison of the achieved objective values
and execution times for both techniques appears in Figure 6.
Recall that the objective value is the closed-loop H∞ norm.
The top plot shows a bar chart of the H∞-norm log-ratios:

log2(H∞-norm hinfstruct/H∞-norm hifoo) .

Bars to the left of the vertical line x = 0 indicate that
hinfstruct terminated with a lower H∞-norm than
hifoo, and bars to the right indicate the opposite. A bar
of unit length materializes improvement by a factor 2, a bar
of length 2 improvement by a factor of 4, etc. Similarly, the
bottom plot shows a bar chart of the CPU time log-ratios:

log10(cpu time hinfstruct/cpu time hifoo) .

Here a bar of unit length means 10 times faster, a bar of
length 2 means 100 times faster, etc.

Further comparison of CPU times for problems where
hinfstruct and hifoo terminate with essentially the
same objective value is shown in Figure 7. These results
show that hinfstruct is significantly faster and often
more accurate than hifoo.

CONCLUSION

We have presented a new methodology and tool set for
tuning fixed-structure SISO or MIMO control systems. While
our approach is rooted in H∞ theory, it is clear that these
tools and techniques are not restricted to Robust Control
applications and can be seen as a systematic framework for
tuning decentralized control architectures and exploring the
trade-offs between performance and complexity.
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Abstract—This paper focuses on the robust H∞ control prob-
lem for a class of nonlinear switched systems containing neutral
uncertainties with average dwell time (ADT). Uncertainties are
assumed to be nonlinearly dependent on state and state derivative
and allowed to appear in channels of state, control input and
disturbance input. The robust H∞ control problem of the
switched system with stabilizable and unstabilizable subsystems
is solvable if the stabilizable and unstabilizable subsystems satisfy
certain conditions and admissible switching strategy among them.
ADT and piecewise Lyapunov function approaches are applied
to achieve the control design. A numerical example is provided
to illustrate the effectiveness of the proposed results.

I. INTRODUCTION

The last decades have witnessed a rapidly growing interest
from the control field in the study of switched systems [1-
7]. More specifically, switched systems belonging to a class
of hybrid dynamical systems contain a finite number of
subsystems and a switching signal that must be designed in
order to orchestrate the switching among the subsystems. Re-
cently, there is increasing growth of interest in applying ADT
switching to handle the switched systems [8-10]. As a class
of typical controlled switching signals, ADT switching means
that the number of switches in a finite interval is bounded
and the average time between the consecutive switching is
not less than a specified value. It is widely recognized that
ADT switching is of practical and theoretical significance to
deal with the related stability analyses and control syntheses
problems.

As is well known, uncertainties are unavoidable in engi-
neering control and are frequently the source of instability
and performance deterioration. Thus during the past decades,
the problems of stability analysis and controller synthesis
with uncertainties have received much attention [11-13]. [14]
studied the robust stabilization problem for a class of uncertain
nonlinear cascaded systems, in which the uncertain parameters
are from a known compact set. In [15], the problem of robust
l2-l∞ filtering for switched linear discrete-time systems with
polytopic uncertainties and time-varying delays is investigated.
Furthermore, neutral uncertainties describing many practical

parameter perturbations are often nonlinearly state and nonlin-
early state derivative dependent. [16] discussed the robust L2-
gain performance synthesis problem for a class of nonlinear
systems with neutral uncertainties. However, few results have
focused on switched systems with neutral uncertainties so far.

On the other hand, H∞ control theory for switched systems
has attracted considerable attention by researchers and has
been a hot topic in the control area [17-21]. Especially,
results about nonlinear H∞ control of switched systems have
progressively appeared to solve robust stabilization and distur-
bance attenuation issues [22-25]. The nonlinear H∞ control
problem for switched systems can be stated as follows: Find
a compensator, either state feedback or more general output
feedback and a switching rule (if necessary) such that (1) the
internal state of the closed-loop system is stable and (2) the
L2 gain of the mapping from the exogenous input disturbance
to the controlled output is minimized or guaranteed to be less
than or equal to a prescribed value. In [26], the H∞ control
problem of switched systems has been addressed with ADT
in both linear and nonlinear contexts. [27] investigated the
H∞ control problem for a class of switched nonlinear cascade
systems using the multiple Lyapunov function method.

In this paper, we discuss the problem of robust H∞ control
for a class of nonlinear switched systems with neutral uncer-
tainties. For the case where states are measurable, sufficient
conditions for the switched system to be asymptotically stable
with H∞-norm bound and design of both switching law
and state feedback controller are proposed for all admissible
uncertainties. ADT switching is used so that the results cover
the case where stabilizable and unstabilizable subsystems both
exist in the switched system. An numerical example is given
to illustrate the applicability of the developed method. As
compared to the existing results, this paper deals with neutral
uncertainties. Additionally, uncertainties are also allowed to
appear in channels of state, control input and disturbance input.

Notation: we use standard notations throughout this paper.
Rn denotes the n-dimensional real Euclidean space, and given
a matrix P, P > 0 denotes that P is positive definite, PT

stands for the transpose of P , I is the identity matrix, ‖ · ‖
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represents either the Euclidean vector norm or the induced
matrix 2-norm, and σ(·) denotes the largest singular value of
a matrix.

II. PROBLEM STATEMENT AND PRELIMINARIES

In this paper, we consider a class of nonlinear switched
systems described by equations of the form:

ẋ + Δjσ(t)(ẋ, t) =fσ(t)(x) + Δfσ(t)(x, t) + (cσ(t)(x)
+ Δcσ(t)(x, t))ωσ(t),

y =hσ(t)(x), (1)

where σ(t) : [0,+∞) → Im = {1, · · ·,m} is the switching
signal, which is assumed to be a piecewise constant function
depending on time, x ∈ Rn is the state, ωi ∈ Rci is the
disturbance input belongs to L2[0,∞) , ui ∈ Rmi and y ∈ Rpi

stand for the control input and the measurement output of the
ith subsystem respectively. fi(x), ci(x) and hi(x) are known
smooth nonlinear function matrices of appropriate dimensions
satisfying fi(0) = 0 and hi(0) = 0, Δji(ẋ, t),Δfi(x, t)
and Δci(x, t) represent unknown smooth nonlinear function
matrices, i ∈ Im.

The switching sequence σ(t) associated with the switched
system (1) is given by∑

= {x0; (i0, t0), (i1, t1), · · · , (ik, tk), · · · ,

|ik ∈ Im, k ∈ N}, (2)

in which t0 is the initial time, x0 is the initial state. When
t ∈ [tk, tk+1), σ(t) = ik, the ikth subsystem is active, and the
trajectory x(t) of the switched system (1) is the trajectory xik

of the ikth subsystem. As commonly assumed in the literature,
we exclude Zeno behavior for all types of switching signal in
this paper. In addition, we assume that the state of the switched
system (1) does not jump at the switching instants, i.e., the
trajectory x(t) is everywhere continuous.

In this paper, we assume all uncertainties in the switched
system (1) having the following properties.

Assumption 1. The uncertain functions Δji(ẋ, t), Δfi (x, t)
and Δci(x, t) are gain bounded smooth functions described as
follows:

Δji(ẋ, t) = ejiδji(ẋ, t), ‖δji‖ ≤ ‖Wji ẋ‖ ,

Δfi(x, t) = efiδfi(x, t), ‖δfi‖ ≤ ‖Wfi(x)‖ ,

Δci(x, t) = eciδci(x, t), ‖δci‖ ≤ ‖Wci(x)‖ , (3)

where eji
, efi

, eci
are known constant matrices and δji

, δfi
, δci

are unknown function vectors with δji(0, t) = 0 and δfi(0, t)
= 0. Wji ,Wfi are known smooth function matrices, Wci are
given weighting matrices, i ∈ Im.

Now, the robust H∞ control problem to be addressed in this
paper can be represented as: given a constant γ > 0, design a
switching law i = σ(t) for the switched system (1) such that

(i) The autonomous system (1) is globally asymptotically
stable when ωi ≡ 0.

(ii) System (1) has weighted L2-gain from ωi to y for all
admissible uncertainties, ie., there holds∫ ∞

0

e−λτyT (τ)y(τ)dτ ≤ γ2

∫ ∞

0

ωT
i (τ)ωi(τ)dτ + β(x0)

for some real-valued function β(·) with β(0) = 0.
Assumption 2. For robust H∞ control problem, suppose

that not all the subsystems of the switched system (1) are
stabilizable.

Definition 1. For any T2 > T1 ≥ 0, let Nσ(T1, T2)
denote the number of switching of σ(t) over (T1, T2). If
Nσ(T1, T2) ≤ N0 + T2−T1

τa
holds for τa > 0, N0 ≥ 0, then τa

is called average dwell time.
Definition 2. For the switched system (1), suppose that

Vi(t) is the corresponding Lyapunov function for the ith
subsystem, then V (t) is called a piecewise Lyapunov function
candidate if it can be written as V (t) = Vσ(t)(x), where
Vσ(t)(x) is switched among Vi(t) in accordance with the
piecewise constant switching signal σ(t).

III. MAIN RESULTS

For the switched system (1) with stabilizable and unstabi-
lizable subsystems, the robust H∞ control problem is solvable
if the stabilizable and unstabilizable subsystems satisfy certain
conditions and admissible switching law among them, respec-
tively. In what folllows, we give the design method for the
robust H∞ control problem of the switched system (1).

Consider the switched system (1). Under Assumption 2, for
the robust H∞ control problem, not all the subsystems are
stabilizable, without loss of generality, we assume that the ith
subsystem (1 ≤ i ≤ s) is stabilizable (where the positive
integer s satisfies 1 ≤ s < m), whereas the other subsystems
of (1) are unstabilizable.

Then, for any piecewise constant switching signal σ(t) and
any 0 ≤ t0 < t, we let Π−(t0, t) (resp.,Π+(t0, t)) denote
the total activation time of stabilizable (resp., unstabilizable)
subsystems during (t0, t). Then, we present the following
switching law:

(F): Let t0 < t1 < t2 < · · · < ti (limi→∞ ti = ∞) be
a specified sequence of time instants satisfying maxi(ti+1 −
ti) = T < ∞. Determined the switching signal σ(t) so that
the inquality

Π−(ti, ti+1)
Π+(ti, ti+1)

≥ β + λ∗

α − λ∗ (4)

holds on time every interval [ti, ti+1)(i = 0, 1, · · · ) with α >
0, β > 0 and λ∗ ∈ (0, α). Meanwhile, we choose λ∗ ≤ α as
the average dwell time scheme: for any t > t0,

Nσ(t0, t) ≤ N0 +
t − t0

τ
, τ > τ∗ =

lnu

λ∗ . (5)

Under the switching law (F) for any t0, t satisfying ti−1 <
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t0 < ti < ti+1 < · · · < tk < t, we can infer

βΠ+(t0, t) − αΠ−(t0, t)

≤β(ti − t0) +
k−1∑
l=i

[βΠ+(tl, tl+1) − αΠ−(tl, tl+1)]

+ β(t − tk)
≤β(ti − t0) − λ∗(tk − ti) + β(t − tk)
≤(β + λ∗)(ti − t0) − λ∗(t − t0) + (β + λ∗)(t − tk). (6)

Since on any interval [ti, ti+1), the total activation time
period of unstable subsystems satisfies Π+(ti, ti+1) ≤
α−λ∗
α+β (ti+1 − ti) according to the requirement in (F), we get

from (6) that

βΠ+(t0, t) − αΠ−(t0, t) ≤ c − λ∗(t − t0), (7)

Where c = 2(β+λ∗)(α−λ∗)
(α+β) T .

The following theorem provides theoretical basis for the
robust H∞ control problem of the switched system (1).

Theorem 1. Given any constant γ > 0, suppose that
there exist radially unbounded positive definite differentiable
functions Vi(x), i = 1, · · ·,m, constants μ ≥ 1, such that the
following inequalities

∂Vi

∂x
fi + γ2

i CT
i Ci + γ2

i (
1

2γ2
i

∂Vi

∂x
Bi + CT

i Di)R−1
i (

1
2γ2

i

∂Vi

∂x

· Bi + CT
i Di)T + αVi < 0, i ≤ s, (8)

∂Vi

∂x
fi + γ2

i CT
i Ci + γ2

i (
1

2γ2
i

∂Vi

∂x
Bi + CT

i Di)R−1
i (

1
2γ2

i

∂Vi

∂x

· Bi + CT
i Di)T − βVi < 0, i > s, (9)

Vi ≤ μVj , (10)

and

α∗
1 (‖x‖) ≤ Vi (x) ≤ α∗

2 (‖x‖) , i, j = 1, · · ·,m (11)

hold, where α∗
1 (x) and α∗

2 (x) are two class K∞ functions
and

γ2
i =

γ2

1 + σ̄(Wci)/λ2
ci

, Bi = [ci, λjieji , λfiefi , λcieci ],

CT
i = [(1/γi

)hT
i , (1/λji

)fT
i WT

ji
, (1/λfi

)WT
fi

, 0],

DT
i = [0, (1/λji

)BT
i WT

ji
, 0, 0], Ri = I − DT

i Di (12)

with λji , λfi , and λci , i ∈ Im are positive constants.
Then, the robust H∞ control problem of the switched

system (1) is solvable under the switching condition (F) and
the average dwell-time (5).

Proof: From Definition 2, we choose the following piece-
wise Lyapunov function candidate:

V (t) = Vσ(t) (x) (13)

for the switched system (1), where Vσ(t) (x) is switched
among the solution Vi (x)’s of (8)-(11) in accordance with
the piecewise constant switching signal σ.

Regard neutral uncertainty Δji(ẋ, t) as an exogenous dis-
turbance and make a new extended disturbance input including
it. In this case, define

dT
i = [ωT

i ,−(1/λji
)δT

ji
, (1/λfi

)δT
fi

, (1/λci
)ωT

i δT
ci

]. (14)

Then, we can conclude that

dT
i di ≤‖ωi‖2 + (1

/
λ2

ji

)δT
ji

δji
+ (σ̄(Wci

)/λ2
ci

) ‖ωi‖2

+ (1
/
λ2

fi

)δT
fi

δfi

≤(1 + σ̄(Wci
)/λ2

ci
) ‖ωi‖2 + (1

/
λ2

ji

)δT
ji

δji

+ (1
/
λ2

fi

)δT
fi

δfi , (15)

which means

−γ2 ‖ωi‖2 ≤ γ2
i dT

i di + (γ
2
i
/
λ2

ji

)δT
ji

δji
+ (γ

2
i
/
λ2

fi

)δT
fi

δfi
.

Owing to Assumption 1, it holds that

V̇ + ‖y‖2 − γ2 ‖ωi‖2

=
∂Vi

∂x
(fi + Δfi + ciωi + Δciωi − Δji) + ‖y‖2 − γ2 ‖ωi‖2

=
∂Vi

∂x
(fi + efi

δfi
+ ciωi + eci

δci
ωi − eji

δji
) + ‖y‖2

− γ2 ‖ωi‖2

=
∂Vi

∂x
(fi + Bidi) + hT

i hi − γ2
i dT

i di +
γ2

i

λ2
ji

δT
ji

δji

+
γ2

i

λ2
fi

δT
fi

δfi . (16)

Furthermore

γ2
i

λ2
ji

δT
ji

δji
≤ γ2

i

λ2
ji

(fi + Δfi + ciωi + Δciωi − Δji)T WT
ji

· Wji
(fi + Δfi + ciωi + Δciωi − Δji)

=
γ2

i

λ2
ji

(fi + Bidi)T WT
ji

Wji
(fi + Bidi)

=
γ2

i

λ2
ji

fT
i WT

ji
Wji

fi +
2γ2

i

λ2
ji

fT
i WT

ji
Wji

Bidi

+
γ2

i

λ2
ji

dT
i BT

i WT
ji

Wji
Bidi. (17)

Combining the previous two inequalities (16)-(17) and con-
sidering (8)-(9), then by completing the squares, there holds

V̇ (x(t)) + ‖y‖2 − γ2 ‖ωi‖2

=
∂Vi

∂x
(fi + Bidi) + hT

i hi − γ2
i dT

i di +
γ2

i

λ2
ji

fT
i WT

ji
Wji

fi

+
2γ2

i

λ2
ji

fT
i WT

ji
Wji

Bidi +
γ2

i

λ2
ji

dT
i BT

i WT
ji

Wji
Bidi

+
γ2

i

λ2
fi

δT
fi

δfi

≤∂Vi

∂x
(fi + Bidi) + γ2

i CT
i Ci − γ2

i dT
i Ridi + 2γ2

i CT
i Didi
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=
∂Vi

∂x
fi − γ2

i

∥∥∥∥R
1

2

i di − R
− 1

2

i (
1

2γ2
i

∂Vi

∂x
Bi + CT

i Di)T

∥∥∥∥2

+ γ2
i (

1
2γ2

i

∂Vi

∂x
Bi + CT

i Di)R−1
i (

1
2γ2

i

∂Vi

∂x
Bi + CT

i Di)T

+ γ2
i CT

i Ci

≤∂Vi

∂x
fi + γ2

i CT
i Ci + γ2

i (
1

2γ2
i

∂Vi

∂x
Bi + CT

i Di)R−1
i

· ( 1
2γ2

i

∂Vi

∂x
Bi + CT

i Di)

≤
{ −αVi, i ≤ s,

βVi, i > s.
(18)

Note that when ω(t) ≡ 0, we know from (18) that for any
t ∈ [tk, tk+1) (t0 ≤ k ≤ Nσ(t0, t)), the piecewise Lyapunov
function candidate (13) satisfies

V (t) = Vσ(t)(t) ≤
{

e−α(t−t0)Vσ(tk)(tk), if i ≤ s,
eβ(t−t0)Vσ(tk)(tk), if i > s.

(19)

From (10), Vσ(tk)(tk) ≤ μVσ(t−k )(t
−
k ) is true at the switch-

ing point tk. Therefore, we obtain by induction that

V (t) ≤ eβΠ+(tk,t)−αΠ−(tk,t)Vσ(tk)(tk)

≤ μeβΠ+(tk,t)−αΠ−(tk,t)Vσ(t−k )(t
−
k )

≤ μeβΠ+(tk,t)−αΠ−(tk,t)Vσ(tk−1)(tk−1)

≤ · · · ≤ μkeβΠ+(tk,t)−αΠ−(tk,t)Vσ(t0)(t0)

≤ μN(t0,t)eβΠ+(tk,t)−αΠ−(tk,t)Vσ(t0)(t0), (20)

where N(t0, t) is the switching numbers in the time interval
(t0, t).

Taking (5) and (7) into account, we get

V (t) ≤ μN(t0,t)eβΠ+(tk,t)−αΠ−(tk,t)Vσ(t0)(t0)

≤ eN0 ln μ+ce−(λ∗− ln μ
τ )(t−t0)Vσ(t0)(t0)

≤ c0e
−λ(t−t0)Vσ(t0)(t0), (21)

where c0 = eN0 ln μ+c, λ = (λ∗ − ln μ
τ ).

According to (11), we have

α∗
1 (‖x‖) ≤ Vi (x) ≤ α∗

2 (‖x‖) . (22)

Combining (20)-(22) gives

‖x(t)‖ ≤ α∗−1
1 (c0e

−λ(t−t0)α∗
2 (‖x(t0)‖) , (23)

which means global asymptotic stability of the switched
system (1) with ω(t) ≡ 0. The proof of internal stability is
completed.

It can be easily seen from (18) that for any t ∈
[tk, tk+1) (t0 ≤ k ≤ Nσ(t0, t)), the piecewise Lyapunov
function candidate (13) satisfies

V (t) ≤

⎧⎪⎪⎪⎨⎪⎪⎪⎩
e−α(t−tk)Vσ(tk)(tk) − ∫ t

tk
e−α(t−τ)Γ(τ)dτ,

if σ(tk) = i ≤ s,

eβ(t−tk)Vσ(tk)(tk) − ∫ t

tk
eβ(t−τ)Γ(τ)dτ,

if σ(tk) = i > s.

From (10), Vσ(tk)(tk) ≤ μVσ(t−k )(t
−
k ) is true at the switch-

ing point tk. Therefore, we obtain by induction that

V (t) ≤eβΠ+(tk,t)−αΠ−(tk,t)Vσ(tk)(tk)

−
∫ t

tk

eβΠ+(τ,t)−αΠ−(τ,t)Γ(τ)dτ

≤μeβΠ+(tk,t)−αΠ−(tk,t)Vσ(t−k )(t
−
k )

−
∫ t

tk

eβΠ+(τ,t)−αΠ−(τ,t)Γ(τ)dτ ≤ · · ·

≤μkeβΠ+(t0,t)−αΠ−(t0,t)Vσ(t0)(t0)

− μk

∫ t1

t0

eβΠ+(τ,t)−αΠ−(τ,t)Γ(τ)dτ

− μk−1

∫ t2

t1

eβΠ+(τ,t)−αΠ−(τ,t)Γ(τ)dτ − · · ·

− μ0

∫ t

tk

eβΠ+(τ,t)−αΠ−(τ,t)Γ(τ)dτ

=μkeβΠ+(t0,t)−αΠ−(t0,t)Vσ(t0)(t0)

−
∫ t

t0

μNσ(τ,t)eβΠ+(τ,t)−αΠ−(τ,t)Γ(τ)dτ

=eβΠ+(t0,t)−αΠ−(t0,t)+Nσ(t0,t) ln μVσ(t0)(t0)

−
∫ t

t0

eβΠ+(τ,t)−αΠ−(τ,t)+Nσ(τ,t) ln μΓ(τ)dτ. (24)

Multiplying both sides of the above inequality by
e−Nσ(t0,t) ln μ leads to

e−Nσ(t0,t) ln uV (t)

+
∫ t

t0

eβΠ+(τ,t)−αΠ−(τ,t)−Nσ(t0,τ) ln uyT (τ)y(τ)dτ

≤eβΠ+(t0,t)−αΠ−(t0,t)Vσ(t0)(t0)

+ γ2

∫ t

t0

eβΠ+(τ,t)−αΠ−(τ,t)−Nσ(t0,τ) ln μωT (τ)ω(τ)dτ.

Under the switching law (F) and the average dwell time
scheme (5) with σ < λ∗, we can obtain∫ t

t0

e−α(t−τ)−στyT (τ)y(τ)dτ

≤ec−λ∗
Vσ(t0)(t0) + γ2

∫ t

t0

ec−λ∗(t−τ)ωT (τ)ω(τ)dτ. (25)

Integrating both sides of the foregoing inequality from t0
to ∞ and rearranging the double-integral area, we obtain∫ ∞

t0

e−στyT (τ)y(τ)dτ

≤αec

λ∗ Vσ(t0)(t0) +
αec

λ∗ γ2

∫ ∞

t0

ωT (τ)ω(τ)dτ, (26)

which means that the switched system achieves the weighted
disturbance attenuation level

√
αec

λ∗ γ under the average dwell
time scheme (5) and the switching law (F).
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When the switched system (1) is in the following linear
form:

[I + Eji

∑
ji

(t)Fji ]ẋ =[Ai + Eai

∑
ai

(t)Fai ]

+ [Hi + Ehi

∑
hi

(t)Fhi
]ωi,

y =Cix, (27)

where the uncertain matrices satisfy
∑

υ (t)
∑

υ (t) ≤ I, υ ∈
{ji, ai, hi, i ∈ Im}. Let δji =

∑
ji

(t)Fji ẋ, δfi =∑
ji

(t)Fji
x, δgi

=
∑

hi
(t)Fhi

x, it is clear that υ ∈
{ji, ai, hi, i ∈ Im}. satisfy Assumption 1 with Mji

=
Fji

,Wfi
= Fai

,Wci
= Fhi

. Then, we have the following
Theorem.

Theorem 2. Given any constant γ > 0, suppose that there
exist a set of positive definite matrices Pi, i ∈ Im, constants
α > 0, β > 0 and μ ≥ 1, such that the following inequalities

PiAi + AT
i Pi + γ2

i CT
i Ci + γ2

i (
1

2γ2
i

PiBi + CT
i Di)R−1

i

· ( 1
2γ2

i

PiBi + CT
i Di)T + αPi < 0, i ≤ s, (28)

PiAi + AT
i Pi + γ2

i CT
i Ci + γ2

i (
1

2γ2
i

PiBi + CT
i Di)R−1

i

· ( 1
2γ2

i

PiBi + CT
i Di)T − βVi < 0, i > s, (29)

and

Pi ≤ μPj , i, j ∈ Im (30)

hold, where

γ2
i = γ2

1+σ̄(Fhi
)/λ2

pi

, B̂i = [Hi, λji
Eji

, λfi
Eai

, λpi
Ehi

],

CT
i =

⎡⎢⎢⎢⎣
(1/γi

)Ci

(1/λji
)Fji

Ai

(1/λfi
)Fai

0

⎤⎥⎥⎥⎦ , Di =

⎡⎢⎢⎣
0

(1/λji
)FjiBi

0
0

⎤⎥⎥⎦ ,

Ri = I − DT
i Di,

with λji , λfi , and λci , i ∈ Im are positive constants.
Then, the switching strategy (5) satisfying (F) solve the

robust H∞ control problem of the switched system (27).
Proof: The proof is similar to Theorem 1.

IV. EXAMPLE

In this section, we give a numerical example to illustrate
the performance of the proposed approach.

Example 1. Consider the nonlinear switched system (1)

with σ = {1, 2} and

f1(x) =
1
4
x, c1 = 1, h1 = −1

2
x, f2(x) = −2x, c2 = −1,

h2 = x,Δj1(ẋ, t) = a1ẋ sin t, ej1 = 1, δj1 = a1ẋ sin t,

Wj1 = 1, Δj2(ẋ, t) = a2ẋ cos t, ej2 = 1, δj2 = a2ẋ cos t,

Wj2 = 1, Δf1(x, t) =
1
2
b1x cos t, ef1

= 1, δf1
=

1
2
b1x sin t,

Wj2 =
1
2
x,Δf2(x, t) = b2x sin t, ef2

= 1, δf2
= b2x sin t,

Wf2
= x,Δc1(x, t) = c1e

−t, ec1
= 1, δc1

= c1e
−t,Wc1

= 1,

Δc2(x, t) = c2e
−t, ec2

= 1, δc2
= c2e

−t,Wc2
= 1, (31)

and ai, bi, ci, i = 1, 2 are unknown constants in the set [0, 1].
It is easy to check that the first subsystem is unstabilizable

and the second one is stabilizable. Let γ2 = 2 and λji =
λfi = λci = 1, then according to Theorem 1, we obtain

γ1 = γ2 = 1, B1 = [−1, 1, 1, 1], B2 = [1, 1, 1, 1],
C1 = [x,−2x, x, 0], C2 = [− 1

2x, 1
4x, 1

2x, 0],

DT
1 =

⎡⎢⎢⎣
0 −1 0 0
0 1 0 0
0 1 0 0
0 1 0 0

⎤⎥⎥⎦ , DT
2 =

⎡⎢⎢⎣
0 1 0 0
0 1 0 0
0 1 0 0
0 1 0 0

⎤⎥⎥⎦ ,

We choose V1(x) = 2x2, V2(x) = 4x2, and α = 0.8, β =
0.5. Then following (8)-(9),we can infer

∂V1

∂x
f1 + γ2

1CT
1 C1 + γ2

1(
1

2γ2
1

∂V1

∂x
B1 + CT

1 D1)R−1
1

· ( 1
2γ2

1

∂V1

∂x
B1 + CT

1 D1)T − βV2 = −315
16

x2 ≤ 0, (32)

and
∂V2

∂x
f2 + γ2

2CT
2 C2 + γ2

2(
1

2γ2
2

∂V2

∂x
B2 + CT

2 D2)R−1
2

· ( 1
2γ2

2

∂V2

∂x
B2 + CT

2 D2) + αV1 = −182
15

x2 ≤ 0, (33)

Let μ = 2, λ∗ = 0.3, we have τ∗ = ln μ
α = 0.8664 and

the activation ratio of stabilizable subsystems to unstabilizable
subsystems is Π−(t0,t)

Π+(t0,t) = β+λ∗

α−λ∗ = 1.6. Using the switching
strategy provided by Theorem 1, we obtained that the robust
H∞ control problem of (1) is solvable, the simulation results
are depicted in Figs. 1-2.

V. CONCLUSION

In this paper, we have investigated the problem of robust
H∞ control for a class of uncertain nonlinear switched systems
based on ADT. Uncertainties are considered to be nonlinearly
relied on state and state derivative and allowed to appear in the
state, control input and disturbance input. Under the condition
that the activation time ratio between stabilizable subsystems
and unstabilizable ones is not less than a specified constant,
we have derived sufficient conditions for the stabilization
and weighted L2-gain property of the switched system. The
feasibility of the developed results have been proved by using
a numerical example.
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Fig. 1. The switching signals for the switched system (1).
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Fig. 2. The state responses of the switched system (1).
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Abstract— The widespread application of inverted pendulum 
principles requires better dynamic performance and steady state 
performance of the inverted pendulum system. The objective of 
this paper is to design and investigate the time specification 
performance of the inverted pendulum controllers. Two control 
methods are proposed in this paper, an innovative double PID 
control method and a modern LQR (liner quadratic regulator) 
control method. Dynamic performance and steady state 
performance are investigated and compared of the two 
controllers. This paper proves that the LQR controller can 
guarantee the inverted pendulum a faster and smoother 
stabilizing process and with better robustness and less oscillation 
than the double-PID controller. The novelty of this paper is the 
design of the two controllers, and the adoption of limits cycles as 
the performance assessment method for the inverted pendulum, 
which not only makes the steady state performance assessment 
available, but also, provides an effective way for the evaluation of 
any equilibrium control problem with friction involved. 

Keywords- inverted pendulum; performance assessment; 
double-PID controller; LQR controller; limits cycles 

I.  INTRODUCTION (HEADING 1) 
The inverted pendulum system, as a typical experimental 

device for the research and application of control theory, is a 
single input and multiple outputs, nonlinear and unstable 
system. The inverted pendulum problem is one of the most 
important problems in control theory and has always been 
appealing among researchers [1]. Because the control of the 
inverted pendulum is similar to other position and equilibrium 
control tasks, such as the control of the electric two-wheeled 
self-balancing vehicles, the stabilization of aircraft in the 
turbulent air flow, the arm position control of open loop robots 
etc. All these tasks bring new challenges to control 
engineering, and therefore, much attention has been given to 
explore better solutions for the inverted pendulum system and 
to acquire better control performance, include dynamic 
performance and steady state performance. 

In this paper, an innovative double-PID control method and 
a modern LQR (liner quadratic regulator) control method are 
designed respectively, and the dynamic performance and 
steady state performance are assessed and compared based on 

virtual prototype simulation and experimental setup. The 
virtual prototype is built which consists of control model, 
mechanical model, and comprehensive friction model with 
obtained parameters to fully investigate the steady state 
performance. Experimental setup validates the virtual 
prototype simulation and especially the predicted limit circle, 
which is caused by friction as is proposed in this paper and is 
adopted as steady state performance assessment indices. The 
paper proposes a comprehensive assessment on the two 
designed controllers for an inverted pendulum based on both 
traditional performance indices and the novel limits cycles. 

II. SESTEM DESCRIPTION AND MODELING 

A. Sestem Description 
A schematic of the inverted pendulum is shown in Fig. 1. In 

this paper, the simulation and experiment are both based on a 
direct driven inverted pendulum system, in which a pendulum 
is mounted on a stage driven by an ironless permanent magnet 
linear motor. Linear motor is a new type driving device which 
can directly transform electric energy to mechanical linear 
motion. Sensors are attached to the cart and the pivot in order 
to measure the cart position and pendulum inclined angle 
respectively.  

 

 
Figure 1. Schematic of the inverted pendulum 
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Usually the pendulum is in its pendant configuration and 
there are many methods to swing up the pendulum from its 
pendant position [2]; when the pendulum approaches the 
upright unstable equilibrium the control is switched to using a 
stabilizing controller. This paper focuses on designing the 
stabilizing controllers. A control force exerted by the linear 
motor is required on the cart to maintain the pendulum in its 
upright equilibrium. The control objective in this paper is to 
maintain the upright unstable equilibrium of the inverted 
pendulum system with better dynamic qualities, robustness and 
steady state performance. 

B. Nonlinear Differential Equations of Seytem Motion 
The motion equations of the cart and pendulum in Fig. 1 

can be obtained using Hamilton’s principle, shown in (1), (2): 
2( ) ( ) ( )cos ( ) ( )sin ( ) ( ) ( )M fricM m x t ml t t ml t t F t F t�� ��� � � � �� � � � � (1) 

 24 ( ) ( )cos ( ) sin ( ) ( )
3 fricml t mlx t t mgl t f t�� ��� � �� � �  (2) 

where x is the position of the cart, θ is the pendulum angle, 
measuring from the upright position, F is the force applied to 
the cart, Ffric(t)is the friction force between cart and the track, 
and ffric(t) is the friction force between the pendulum and the 
pivot, which is very small thus ignored. In this section, since 
we concern the design of the inverted pendulum controllers, 
especially the dynamic performance of the controllers, the 
friction forces are simplified as viscous frictions, as in (3). 

 ( )fricF t x����  (3) 

In (3) ε is coefficient of viscous friction. The definition and 
value of the inverted pendulum system parameters are given in 
Table 1. 

TABLE I. PARAMETERS IN THE INVERTED PENDULUM SYSTEM 

Parameter Description Value 
M Mass of the cart 1.336kg 
m Mass of the pendulum  0.083kg 

l Distance from the pivot to mass center 
of the pendulum 0.1685m 

g Gravitational constant 9.8m/s2

Kf Current to force conversion factor 1N/A 

C. Mathematical Model of Sestem Input Force 
In experimental setup, the effective electromagnetic thrust 

applies by the linear motor to the cart is given by (4) 

 3( ) ( )
2M PM q d q q dF t i L L i i�
�
�
� �� � �� �	 
  (4) 

where PMλ is flux linkage generated by permanent magnet,  
Ld and Lq is flux linkage of d-axis and q-axis respectively. The 
linear motor adopts the zero d-axis current control method, thus 
the applied force can be simplified as (5). 

 ( )M f qF t K i�  (5) 

In (5) iq is the q-axis current after coordinate conversion 
from the external current supplied to the linear motor, and Kf is 
current to force conversion factor, which is given in Table 1 in 
experimental apparatus. 

D. Mathematical Model of Inverted Pendulum System 
Combine the equations (1), (2) and the input force equation 

(5), solve for x�� and θ�� from the differential equations, and 
introduce the variable: 1 2 3 4( , , , ) ( , , , )Ty y y y y x x θ θ= = �� then 
after linearization the first-order mathematical model of the 
inverted pendulum system can be obtained as described in (6).  
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(6) 

III. DESIGN AND TUNING OF DOUBLE-PID CONTROLLER 
Taking the Laplace transform of the system first-order 

equation, we can obtain the transfer function of the system as 

� �

2 2 3 2 2
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sG s
I s

mlK s

m l ml M m s ml s ml M m gs mgl� �

�
�

� � � � � �

 (7) 

2 2

2 2 2 4 2 3 2

( )( )
( )

4 3
=

[4 ( ) 3 ] 4 -3 ( ) 3

P

f f

X sG s
I s

ml K s mglK
m M m l m l s ml s m M m gls mgls� �

�

�

� � � � �

(8)  

Several methods have been proposed to control the inverted 
pendulum, such as traditional PID control [3], fuzzy control 
[4], genetic algorithm optimizing control [5], and linear 
quadratic regulator (LQR) control [6]. Although a lot of control 
algorithms are researched in the designing of the inverted 
pendulum system controller, PID controller is still the most 
widely used controller structure in the realization of a control 
system. However, the inverted pendulum system is a one input 
and two output system which contradicts to the one input and 
one output control characteristic of the single PID controller. 
The steady state error of the pendulum angle using single PID 
controller results in the one direction displacement of the cart. 
In [3], the displacement of the cart cannot be controlled very 
well because the PID controller can control only one variable, 
and in [7], the cart position control problem is ignored and only 
pendulum angle is focused. In this paper, we attempt to use 
double PID control structure to solve the multi-output problem. 
Block diagram of the designed double-PID control method is 
shown as follows in Fig. 2.  

The angle reference signal is zero at the upright equilibrium 
position. The position reference signal is given by a pulse 
signal, with pulse amplitude 0.5m, pulse period 20s and pulse 
width 50% of period, to test the position tracking ability of the 
controller. After tuning the control parameters, we obtain a 
group of parameters for double-PID controller, with which the 
controller is capable of controlling the inverted pendulum 
system and providing a very robust performance.  
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Figure 2. Block diagram of double-PID control method 

0 5 10 15 20 25 30
-0.4

-0.2

-0

0.2

0.4
0.5
0.6

0.8

1

Time(s)

P
os

iti
on

(m
)

Pulse Signal

Cart Position

 
Figure 3. Cart position when tracking pulse signal 
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Figure 4. Pendulum angle keep balancing while cart tracking reference signal 

The control parameters are: 

 [Kpp=20, Kpi=30, Kpd=14; Kap=50, Kai=90, Kad=8].  

Simulation result shows that the cart can track the position 
reference signal while the pendulum angle still balancing at the 
upright equilibrium point with occasional tracking disturbing, 
as shown in Fig. 3 and Fig. 4. Dynamic performance of the 
inverted pendulum using double-PID controller will be 
discussed later. 

IV. DESIGN AND TUNING OF LQR CONTROLLER 

A. Design of LQR Controller 
Still considering the first-order mathematical model of 

inverted pendulum system (6), using linear quadratic control 
theory to design the control iq(t) so that the upright position 
becomes a stable equilibrium point as described in [8]. 
Consider the linear quadratic cost function (9) 

 2

( ) (0, ) 0
inf [ ( ) ( ) ( )]

q

T
qi t L

J t Q t ri t dty y
�

� �
� ��  (9) 

The weights 0Q ≥ , 0r ≥  are then chosen to reflect the 
relative importance error loss of the state y, and energy loss of 
the current iq(t). Q and r are weighting matrixes that penalize 
certain states and control inputs of the system. Q is positive 
semi-definite matrix, while r is positive definite matrix. If this 
system is disturbed and offset the zero state, the control iq(t) 
can make the system come back to zero state and J is minimal 
at the same time [9]. The solution to this problem is the 
feedback law as shown in (10) 

 1( ) ( ) ( )T
qi t r P t tb y���  (10) 

where P(t) is the solution of Riccati equation, which is 

 1 0T TA P PA P r P Qb b�� � � �  (11) 

Then we can obtain the value of P, and the linear optimal 
feedback matrix can be obtained using (12) 

 1
1 2 3 4[ , , , ]T TK r B P k k k k�� �  (12) 

The Riccati equation may be solved numerically for given 
values for A, b, r, and Q. Fig. 5 shows the full states feedback 
representation of inverted pendulum system. 

B. Controller Solving and System Simulation 
According to the LQR optimal control law, its optimality is 

totally depended on the selection of Q and r. However, there is 
no resolving method to choose these two matrices. The 
widespread method used to choose Q and r is by means of 
simulation and trial [10, 11, and 12]. Since we consider the 
control of the cart position and pendulum angle, so in this 
section, the LQR controller is tuned by changing the nonzero 
elements of the Q11 and Q33 elements, which, corresponding to 
and closely influence the two concerned states: cart position 
and pendulum angle. We choose the weighting matrix 
Q=diag[4000, 0, 5100, 0], and r=1 after trial and error.  

 
Figure 5. Block diagram of LQR controller possesses full states feedback 
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The linear optimal feedback matrix K can be calculated 
using the weighting matrix Q, which is 

� �63.2456, 40.0071,137.2913,17.6830K � � �  

Dynamic performance of LQR controller can be assessed 
by means of step response of the cart and the corresponding 
disturbing response of the pendulum. Suppose that the cart 
position reference input is 0.5m (step signal), and the 
pendulum angle reference input is zero, Simulation Result in 
Fig. 6 shows that the cart position can be controlled and 
pendulum can be balanced smoothly using LQR optimal 
controller, and the system possess good performance. 

V. DYNAMIC PERFORMANCE ASSESSMENT ON THE 
DESIGNED CONTROLLERS 

Dynamic performance indices are chosen to reflect 
practical control effect. Performance indices include rise time, 
transition time, steady state error, and maximum overshoot, for 
the response of cart position and pendulum angle.  

For comparison of the system dynamic response, plot the 
step response (cart position reference input is 0.5m for double-
PID and LQR) of the cart and the corresponding disturbing 
response of the pendulum about the double-PID and LQR 
controller in one figure, see Fig. 7.  

Table 2 and Table 3 show the summary of the dynamic 
performance indices for the double-PID controller and LQR 
controller. 
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Figure 6. Dynamic response of the system using LQR controller 
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Figure 7. Dynamic response comparison of designed controllers 

TABLE II. PERFORMANCE INDICES OF CART POSITION 

Time Response 
Specification Double-PID LQR 

Rise Time 0.36s 1.34s 
Transition Time 8.65s  2.51s 

Steady State Error 0.00 0.00 
Maximum Overshoot 0.265m 0.046m 

TABLE III. PERFORMANCE INDICES OF PENDULUM ANGLE 

Time Response 
Specification Double-PID LQR 

Rise Time 0.28s 0.48s 
Transition Time 3.13s 2.14s 

Steady State Error 0.00 0.00 
Maximum Overshoot  1.07rad 0.248rad 

 

Based on the performance indices tabulated in the two 
tables, LQR controller has the faster transition time both in cart 
position and pendulum angle, and with the longer rise time of 
cart position and pendulum angle, the balancing process will be 
more smooth. Furthermore, the pendulum angle maximum 
overshoot using double-PID method is bigger than using LQR 
method, which is because of the shorter rise time of the cart 
position when using double-PID contributes to larger 
pendulum angle shocking and maximum overshoot.  

In conclusion, for dynamic response, the inverted pendulum 
controlled by LQR controller 1) balances faster because of the 
shorter settling time; 2) has a smoother response because of 
longer rise time; 3) has better robustness due to less maximum 
overshoot and shocking numbers. So, the LQR controller can 
guarantee the inverted pendulum system possess better 
dynamic performance. 

VI. ASSESSMENT ON STEADY STATE  PERFORMANCE OF THE 
DESIGNED CONTROLLERS 

In the former section, friction is simplified as viscous 
friction, and this is valid in the designing of the double-PID 
and LQR controllers, especially for evaluating the dynamic 
performance of the designed controllers. However, this kind of 
simplification leads to near zero steady state error, and 
obviously it is not the case. In this section, the steady state 
performance, with the influence of friction, can be investigated 
by means of virtual prototype and experimental setup. 

A. Comprehensive Friction Model 
The viscous friction, as described before, is described 

as ( )fricF t xε= − � . The Coulomb friction FC is proportional to 
the normal load, i.e. C s NF Fμ= . The static friction Fstatic 
counteracts the external applied linear motor forces FM(t). 
Define FS as the maximum static friction, which is higher than 
the Coulomb friction, however we simplify it as FS=FC. Thus 
the static friction can be described as in (13). 

 
if 0 and | |

sgn( ) if 0 and | |
M applied S

static
s N M applied S

F x F F
F

F F x F Fμ
− = <��= � = ≥��

�
�

 (13) 

The friction components (viscous friction, Coulomb friction 
and static friction) can be combined in different ways and such 
combination is referred as the classical model. However, the 
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classical combination results of a discontinuous friction force 
at the transition segment from static friction to the Coulomb 
and viscous friction. The discontinuity contradicts to 
experimental observation [13]. A common way that can 
smooth the transition segment is to add an exponential factor 
[14]. This leads to the comprehensive friction model in (14). 

( / )

                                                           if 0

( ( ) ) sgn( )      if 0s

static
fric x v

c s c N

F x
F

e F x x x
γ

μ μ μ ε−

=��= �
− + − − ≠��

�

�

� � �
(14) 

where ε , sμ and cμ are the coefficient of viscous, 
Coulomb, and static frictions, respectively. FN is the magnitude 
of the normal force equal to gravitation of the cart plus the 
pendulum, vs is called the Stribeck velocity, and r is the form 
factor. The using of the comprehensive friction models 
confronts the problem of detecting zero velocity. Karnopp 
proposed the creation of a range of values and within the range 
the movement velocity is zero [15]. For velocities within this 
range, the friction is static friction. In the simulation we set 
ZR=0.005m/s. 

To estimate cμ and ε we applied two constant current 
values iq to the linear motor and let the cart to reach a steady 
state, and the corresponding constant final velocity, x�  , can be 
obtained. Then we can use the steady state equation of motion 
to solve for cμ and ε . When estimating the value of th static 
friction coefficient sμ , the Armstrong-Helouvry procedure 
[16] was used, that is to gradually increase the current applied 
to the linear motor and measure the current (and hence force) 
necessary to make the cart start to move. The Stribeck 
parameters, vs and r can be chose by trial and error, so that the 
simulations of the model can best match experimental data. 
The value of the friction parameters are given in Table 4. 

TABLE IV. PARAMETERS OF THE COMPREHENSIVE FRICTION MODEL 

Parameter Description Value 

sμ  Coefficient of static friction 0.042 

cμ  Coefficient of Coulomb friction 0.027 
ε  Coefficient of viscous friction 0.1N/m/sec 

sυ  Stribeck velocity 0.083m/s 
γ  Form factor 2 
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Figure 8. Force-Velocity plot of the friction model 

 
Figure 9. Virtual prototype of the inverted pendulum system 

A Force-Velocity plot for the comprehensive friction model 
with parameters obtained from experiment is shown in Fig. 8. 
The figure shows that the maximum friction is 0.5841N. 

B. Assessment on the Steady State Performance based on 
Virtual Prototype Simulation 
A virtual prototype of the inverted pendulum system is 

developed in Virtul.Lab environment, as shown in Fig. 9. The 
virtual prototype allows us easily inputting the conditions in 
real environment, such as frictions. The virtual prototype 
consists of mechanical model and control model. The 
mechanical model simulates the experimental setup of the 
inverted pendulum in size and mass. The control model 
simulates the double-PID and LQR controller respectively. The 
initial condition is that the pendulum starts with an inclined 
angle 15 degrees from upright position. 

The steady state performance indices, as well as the 
dynamic performance indices, of the two controllers are shown 
in Fig. 10 and Fig. 11. The figures show that the steady-state 
response of the system has oscillation, the so called limit cycle, 
which is validated both in theory and in experiment, and can be 
seen as steady state error. Reference [17] proposed that the 
presence of friction produces limits cycles. Considering one of 
the practical use of inverted pendulum, the electric two-
wheeled self-balancing vehicle, lots of efforts have been spent 
to reduce the existed vibration by improved control algorithm 
[18] or available friction compensation model. Thus for 
practical application of the inverted pendulum, the smaller 
oscillation amplitude is the better.  

Table 5 shows a comparison between the performance 
indices of double-PID controller and LQR controller. The 
oscillation amplitude of cart position is 0.095m and pendulum 
angle is 5.73deg when using double-PID controller, while 
using LQR controller the amplitude is 0.025m and 1.15deg 
respectively, which means that the LQR controller can 
guarantee smaller steady state error. The oscillation frequency 
of cart position and pendulum angle is 0.417Hz when using 
double-PID controller, while using LQR controller the 
frequency is 0.250Hz, which means that the oscillation is 
slower, this indicates that the cart or the pendulum will 
oscillate with more smooth.  

TABLE V. STEADY STATE PERFORMANCE INDICES 

Performance Index double-PID LQR 
Cart Position Oscillation Amplitude 0.095m 0.025m 
Pendulum Angle Oscillation Amplitude 5.73deg 1.15deg 
Cart Position Oscillation Frequency 0.417Hz 0.250Hz 
Pendulum Angle Oscillation Frequency 0.417Hz 0.250Hz 
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Figure 10. Comparison of cart position between double-PID controller and LQR controller based on virtual prototype 

 
Figure 11. Comparison of pendulum angle between double-PID controller and LQR controller based on virtual prototype

C. Assessment on the Steady State Performance based on 
Experimental Setup  
Experimental setup based on real-time control in dSPACE 

environment provides the interface between the Simulink 
environment variables and the real system. Experimental setup, 
as shown in Fig. 12, intends to investigate the steady state 
performance of the two controllers. Results are shown in Fig. 
13, Fig. 14 and Fig. 15. Table 5 summarizes the steady state 
performance indices of the two double-PID and LQR 
controllers. Note that Figure 15 plots the control error signal 
which equals the control force applied by linear motor. We can 
see that smaller control force is needed for maintaining the 
equilibrium position at steady state when using LQR controller. 
Thus we can conclude that the steady state performance of the 
LQR controller is better for its smaller oscillation amplitude, 
oscillation frequency and maintaining force. The data also 
shows that the simulation results of virtual prototype and that 
of the experiments is very close. 

 
Figure 12. Experimental setup of inverted pendulum 
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Figure 13. Cart position in experimental setup 

 
Figure 14. Pendulum angle in experimental setup 
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Figure 15. Control error signal in experimental setup 
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TABLE VI. STEADY STATE PERFORMANCE OF THE DESIGNED CONTROLLERS 
BASED ON EXPERIMENTAL SETUP 

Performance Index double-PID LQR 
Cart Position Oscillation Amplitude 110mm 10mm 
Pendulum Angle Oscillation Amplitude 4deg 0.6deg 
Cart Position Oscillation Frequency 0.455Hz 0.431Hz 
Pendulum Angle Oscillation Frequency 0.455Hz 0.431Hz 
Control Error (Force) Amplitude 3N 0.6N 

VII. CONCLUSIONS 
This paper proposes two control methods for the inverted 

pendulum, an innovative double-PID control method and 
modern LQR control method. Control parameters are tuned 
based on simulation, and results show the two proposed 
controllers are all capable of controlling the cart position and 
pendulum angle of the inverted pendulum system with 
acceptable performance. Dynamic performance and steady 
state performance are investigated of the two proposed control 
methods. Dynamic performance proves that the proposed LQR 
controller can guarantee the inverted pendulum a faster and 
smoother stabilizing process and with better robustness than 
the double-PID controller. Steady state performance adopts 
limits cycles as assessment indices, which not only makes the 
assessment available, but also, provides an effective way for 
the evaluation of any equilibrium control problem with friction 
involved. Results show that the steady state performance of the 
proposed LQR controller has smaller oscillation amplitude than 
that of the double-PID controller. Further improvement need to 
be done for both of the controllers. The double-PID controller 
should be improved to guarantee better dynamic and steady 
state performance, and the LQR controller can be improved, 
such as using friction compensation, to further reduce the 
oscillation amplitude and frequency. 

ACKNOWLEDGMENT 
The authors would like to thank Winner Motor Ltd for 

kindly supporting the experimental equipment for this research. 

REFERENCES 
[1] X. M. Chen, H. X. Zhou, R. H. Ma, F. C. Zuo, G. F. Zhai, M. L. Gong, 

“Linear motor driven inverted pendulum and LQR controller design,” 
Proceedings of IEEE, International Conference on Automation and 
Logistics. Jinan. China, pp. 1750–1754, August 2007. 

[2] D. Chatterjee, A. Patra, H. K.Joglekar, “Swing-up and stabilization of a 
cart-pendulum system under restricted cart track length,” system & 
control letters, 2002, vol.47, pp. 335-364. 

[3] Y. Xin, B. Xu, H. Xin, J. Xu, L. Y. Hu, “The computer simulation and 
real-time control for the inverted pendulum system based on PID,” 

Communication Systems and Information Technology, Lecture Notes in 
Electrical Engineering, 2011, vol.100, pp. 729-736. 

[4] J. Yi, N. Yubazaki, “Stabilization fuzzy control of inverted pendulum 
systems,” Artificial Intelligence in Engineering, 2000, pp.153–163. 

[5] T. K. Liu, C. H. Chen, Z. S. Li, J. H. Chou, “Method of inequalities-
based multi-objective genetic algorithm for optimizing a cart-double-
pendulum system,” International Journal of Automation and Computing, 
2009, vol. 6, pp. 29-37.  

[6] H. M. Wang, S. J. Jiang, “LQR control of single inverted pendulum 
based on square root filter,” Advanced Materials Research, 2012, pp. 
433-440. 

[7] J. J. Wang, “Simulation studies of inverted pendulum based on PID 
controllers,” Simulation Modelling Practice and Theory, 2011, vol. 19, 
pp. 440-449. 

[8] M. Ge, M. S. Chiu, Q. G. Wang, “Robust PID controller design via LMI 
approach,” Journal of Process Control, 2002, vol.12, pp. 3-13. 

[9] Y. Z. Yin, H. S. Zhang, “Linear quadratic regulation for discrete-time 
systems with single input delay,” Proceedings of IEEE, China Control 
Conference, Shenzhen, China, pp. 672-677, Angust 2006. 

[10] K. Barya, S. Tiwari, R. Jha, “Comparison of LQR and robust controllers 
for stabilizing inverted pendulum system,” Proceedings of IEEE, 
International Conference on Communication Control and Computing 
Technologies, Jalandhar, India, pp. 300-304, October 2010. 

[11] Z. Y. Xu, X. D. Huang, “Based on  linear quadratic regulator optimal 
control of single inverted pendulum system Co-simulation of ADAMS 
and SIMULINK,” Advanced Materials Research, 2011, vol. 383-390, 
pp. 7258-7264. 

[12] L. Y. Hu, G. P. Liu, X. P. Liu, H. Zhang, “The computer simulation and 
real-time stabilization control for the inverted pendulum system based 
on LQR,” Proceedings of IEEE, Fifth International Conference on 
Natural Computation, Nanchang, China, pp. 438-442, August 2009. 

[13] S. A. Campbell, S. Crauford, K. Morris. “Friction and the Inverted 
Pendulum Stabilization Problem,” Journal of Dynamic system, 
Measurement, and Control, 2008, vol. 130, pp. 054502 (1-7). 

[14] B. Armstrong Helouvry, P. Dupont, C. Canudas de Wit, “A survey of 
Models, Analysis Tools and Compensation Methods for the control of 
Machines with Friction,” Automatica, 1994, vol. 30, pp. 1083-1138. 

[15] H. Olsson, K. J. Astrom, C. Canudas de Wit, M. Cafvert, P. Lischinsky, 
“Friction Models and Friction Compensation,” European Journal of 
Control, 1998, vol. 3, pp. 176-195. 

[16] B. A. Helouvry, “Control of Machines with Friction,” Journal of 
Tribology, 1992, vol. 114. 

[17] H. T. Teixeira, Victor Semedo de Mattos Siqueira, Celso Jose Munaro, 
“Comparison of Methods for Estimation and Compensation of Friction 
Applied to an Inverted Pendulum,” Proceedings of the IEEE, 
International Conference on Control and Automation, Santiago, Chile, 
pp. 818-823, December 2011. 

[18] D. Chol, J. Oh, “Human-friendly Motion Control of a Wheeled Inverted 
Pendulum by Reduced-order Disturbance Observer,” Proceedings of 
IEEE, International Conference on Robotics and Automation, Pasadena, 
USA, pp. 2521-2526May 2008. 

 

 

196



An adaptive PI controller for room temperature
control with level-crossing sampling
Burkhard Hensel, Volodymyr Vasyutynskyy, Joern Ploennigs, Klaus Kabitzsch

Dresden University of Technology
Chair for Technical Information Systems, 01062 Dresden, Germany

Email: {burkhard.hensel, volodymyr.vasyutynskyy, joern.ploennigs, klaus.kabitzsch}@tu-dresden.de

Abstract—Event-based sampling allows saving energy in the
sensor transmitter by avoiding unnecessary messages. One im-
portant application is room temperature control with wireless
sensors. Optimizing the controller parameters of a PI controller
for this application is a difficult task, because usually no process
model is available and challenging issues like actuator saturation
have to be taken into account. Adaptive controllers offer the
possibility to tune themselves automatically. In this paper, an
adaptive PI controller based on pattern recognition is proposed,
designed for room temperature control, sensor energy efficiency,
and level-crossing sampling. The implementation is much easier
than that of most other adaptive controllers and robustness to
disturbances and noise is high. The focus of this paper lies
rather on the basic idea, simulations and practical issues than
on theoretical investigations.

I. INTRODUCTION

Room temperature control loops using wireless sensor net-
works allow high quality control with lower costs than using
wired sensors, especially if the building automation system
is not installed in the construction phase of the building.
Reduction of the energy consumption of the nodes is one of
the most investigated research issues in that field. Much energy
can be saved by reducing the message count because sending
messages requires much more energy than computing [1]. It
has been shown that level-crossing sampling (also called send-
on-delta, deadband, or Lebesgue sampling) allows a reduction
of messages compared to periodic sampling while assuring the
same control quality [2]. Therefore, level-crossing sampling
can be used in common commercial building automation
system technologies, e. g. LonWorks and EnOcean. The main
idea of level-crossing sampling is that a new message from the
sensor to the controller is only sent if the controlled (measured)
signal has changed from the last sent value at least by a
threshold Δlc:

|ym(tn)− ym(tn−1)| ≥ Δlc (1)

where ym(t) is the measured signal, and tn and tn−1 are two
subsequent time instances at which a message is sent. Usually
the sensor wakes up periodically, measures then the current
value of the controlled variable (here: room temperature) and
decides according to (1) whether a message has to be sent [2].

Adaptive control allows near-optimal control without man-
ual process identification because the controller sets its pa-
rameters itself based on available information from past con-
trol actions. Additionally, adaptive controllers change their

parameters automatically if the process changes. This allows
to install an untuned controller in each room of a building, and
after start-up each controller optimizes itself according to the
room it has to control. This allows cost reductions compared
to manual tuning and higher control performance than using
always-working, safe, but conservative settings.

Possible reasons for differences between the rooms are the
varying room size, wall material, window area, leaking doors
or windows, heating and cooling equipment, duct architecture,
sensor/actuator location and sensor inertia. Reasons for process
changes are variations of the flow temperature from the central
heat generator, larger changes of furniture (energy storages),
refurbishments (e. g. new windows, new façade insulation),
sensor/actuator replacement, variations of the air flow, and
changes in the HVAC (heating, ventilation and air condition-
ing) system.

The main contribution of this paper is an adaptive control
algorithm for usage with level-crossing sampling and special
emphasis on typical problems of room temperature control,
i. e. actuator saturation, typical disturbances, and processes of
unknown order. The goal of the adaptation is good control
performance in combination with energy efficiency of the
sensor. The focus of this paper is the basic idea, practical
problems and simulation results; a more theoretical investiga-
tion is currently done by the authors.

This article is structured as follows. Section II gives
an overview on possibilities for adaptive control based on
nonuniformly sampled signals. Section III defines precisely
the objective of the adaptive controller. Improvements over
an older tuning rule are presented in section IV. The new
adaptive controller is explained in section V. The approach is
verified using simulations in section VI. While the algorithm is
based on reference step responses, in section VII disturbance
compensation is briefly discussed. Finally, section VIII draws
the conclusions.

II. OVERVIEW: POSSIBILITIES FOR ADAPTIVE CONTROL
WITH LEVEL-CROSSING SAMPLING

To the authors’ knowledge, there are only few works to-
wards adaptive control with nonuniform sampling. Pawlowski
et al. used a gain-scheduling controller based on outside
temperature and outside wind speed together with several
event-based sampling schemes for controlling the temperature
in a greenhouse [3]. Dormido et al. published an autotuner
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based on a relay test with level-crossing sampling [4]. But, it
cannot be used without interrupting the usual control action.
Wang and Hovakimyan presented an L1 Adaptive Controller
for an event-based, but not level-crossing sampling scheme [5].

A usual adaptive controller consists of one component
identifying the process and another component for tuning the
controller based on this process model [6]. In combination
with level-crossing sampling the task can be split in the
process identification for nonuniformly sampled signals and
a separate PI controller tuning rule based on the identified
model. A tuning rule for the latter point has been given by the
authors [7].

In literature, there exist three basic approaches for process
identification using nonuniformly sampled signals:

1) Resampling/interpolation followed by the application of
methods for uniformly sampled signals.

2) Approximate Fourier transform and application of meth-
ods based on the frequency spectrum.

3) Identification of continuous-time ARMA (auto-
regressive moving average) models.

All these possibilities are quite complex and computationally
expensive [8]–[10]. Besides, the usual adaptation methods for
periodically sampled signals have strong disadvantages [6],
[11], e. g. if the time delay or process order is not known
in advance or if there are larger disturbances. Unfortunately,
these issues are unavoidable in room temperature control. Even
critical effects like bursting [12] or instability are possible. In
addition to the methods above, there are many well known
simple graphical approaches based on the open-loop step
response, but these cannot be applied in closed loop what is
necessary for an adaptive controller.

However, there are some approaches for adaptive control
which do not need a detailed model and are thus also inde-
pendent of the sampling scheme: Model free adaptive control
and pattern recognition based adaptive control.

In Model-free adaptive control a sensitivity function is
estimated from measured data and the controller output is
computed using a simple learning algorithm [13]–[15] or an
artificial neural network [16], [17]. Tuning the parameters
of these methods (e. g. special learning parameters of the
prevailing method, or security parameters for avoiding division
by zero) is difficult, especially without a process model,
because the optimal learning parameter settings depend on the
controlled process while the final adapted parameters depend
on the learning parameters. The meaning and magnitude of
these parameters is not comprehensible for non-experts.

Pattern recognition based adaptive control imitates the
procedure which a skilled control engineer would perform if
there would be the task to improve a running but insufficiently
tuned control loop without building a model of the process.
The common part of these algorithms is that the first step is
to extract special features from the measured signals. Pattern
recognition based adaptive controllers usually update the con-
troller parameters not permanently but only after significant
events like set-point changes or larger disturbances. Some

authors avoid therefore the name “adaptive” and use “auto-
tuning” instead [18]. However, the problem with the term
“auto-tuning” is that most commercially available auto-tuning
controllers update their parameters not regularly but only when
the user starts a procedure, mostly an open-loop experiment.

Note that the term “pattern recognition” is more known
for classification and grouping of patterns [19] what is not
done in any of the algorithms itemized below. However, as
most authors of such control algorithms use the term “pattern
recognition” [18], [20]–[24], that is also done in this paper.

The first one who made pattern based adaptive control
popular was Bristol in 1977 [20]. This controller ignores the
dynamics of the process and is thus relatively slow.

Seif modeled the transients by a set of elementary patterns
without giving details about the adaptation rules [21].

Seem proposed a control algorithm where the changes of
the PI controller parameters are described as functions of
two features of the closed-loop set-point or disturbance step
response [22], [23]. Some details of Seem’s algorithm need
periodic information of the current process output and are
therefore not suitable for nonuniform sampling, but the basic
idea can be transferred to level-crossing sampling. Seem’s
algorithm is optimized to minimize IAE (integral of absolute
error) instead of considering also sensor energy efficiency.
Seem spent much attention on reaching robustness for many
practically important special cases of HVAC control. The
algorithm has been used successfully in more than 500,000
controllers [23].

Morilla et al. published a multi-step approach for PID
controllers [18]. The results are good, but unfortunately some
practically important aspects like disturbances and actuator
saturation have not been considered. Some of their used
features of the step-responses (e. g. decay ratio and oscillation
period) are practically not measurable with level-crossing
sampling and sensitive to disturbances and measurement noise.

INTUNE is a commercial adaptive controller using pat-
tern recognition for updating the parameters of a PID con-
troller [25]. To the authors’ knowledge, the details of the
adaptation rules have not been published.

Segovia et al. proposed a simple iterative pattern based PID
controller scheme [24] roughly based on the Ziegler/Nichols
tuning rule, but they gave only a tuning rule for oscillatory
step responses. Furthermore, they did not write anything about
actuator saturation or disturbances.

III. ASSUMPTIONS AND OBJECTIVE

This paper deals with the control loop shown in Fig. 1 where
ym(t) is the signal measured by the sensor (process output
yp(t) with disturbance d(t)) and yc(t) the signal which is
sent to the controller. w(t) is the set-point or reference signal,
ec(t) = w(t) − yc(t) the control error and uc(t) the control
signal (manipulated variable) which is sent to the actuator. The
actuator uses a zero-order hold and its output is called up(t).
For ease of notation, a distinction between continuous-time
and discrete-time signals has been avoided here.
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Fig. 1. Control loop with battery-powered sensor device.

In contrast to this control loop, some other authors integrate
sensor and controller in one device and transmit the control
signal to the actuator using level-crossing sampling [26]. The
advantage of separating the sensor from the controller is that
the sensor does not need a receiver or display (for editing the
current set-point, weekly schedules or controller parameters)
and can therefore save much energy. The actuator usually
needs far more energy anyhow as well as it must power a
receiver for getting the sensor messages and so the energy
consumption of the controller and display is less critical.

For describing the algorithm, the process is assumed to be
a FOLPD (first order lag plus time delay) process

G(s) =
Yp(s)

Up(s)
=

Km

1 + sTm
e−sτ (2)

with proportional action coefficient Km, time constant Tm,
and time delay (deadtime) τ . The ratio

η :=
τ

Tm
(3)

is called degree of difficulty [27]. Practical ranges of these
parameters for room temperature processes can be found e. g.
in [27] where one should keep in mind that variations could
be larger, especially for Km caused by variations of flow
(supply) temperature. Nevertheless, the proposed algorithm is
not limited to this process type because it does not need to
know or identify any time constant directly. The physics of
rooms (room airflow) is such complex that it theoretically
cannot be modeled adequately by a transfer function (or a
differential equation) [28]. The proposed controller has to deal
with these issues.

PI and PID controllers are the by far mostly used controllers
in industry [29], [30]. The basic continuous-time PI controller
is given by

R(s) =
Uc(s)

Ec(s)
= KP

(
1 +

1

TIs

)
(4)

with proportional action coefficient KP and reset time TI .
PI(D) controllers have also been used successfully in an

event-based fashion [2], [7], [31]. The PI algorithm which is
used in this paper is taken from [7], only enhanced by anti-
reset windup. Derivative action has not been used. This will
be explained later using results of the presented investigations.

0 0.5 1 1.5 2 2.5 3

2

4

6

8

Ko

T I

TI,max
TI,opt=TI,min

Fig. 2. Minimum (optimal) and maximum value of TI as a function of
Ko for avoiding oscillations for the example of Tm = 1 and τ = 0.2, with
continuous-time control.

A cost function which helps to design the adaptive controller
is the product

JProd := Nsc · JISE (5)

of the number Nsc of messages from the sensor to the con-
troller and the control quality measured as Integral of Squared
Error (ISE) JISE . The adaptation should reach small values of
JProd as this is a hint for a good trade-off between message
number and control performance. More detailed reasons for
this choice are discussed in [7].

IV. IMPROVED TUNING RULE

In [7] it has been shown that for minimzing JProd at step
responses, large oscillations should be avoided and—in an
ideal case (no actuator saturation, FOLPD process)—a suitable
tuning rule is

KP =
0.468

Km · η , (6a)

TI = Tm. (6b)

But, typical challenges in room temperature control are
actuator saturation, large time-variable (but not step-wise)
disturbances, and processes of unknown order. As stated in [7],
the tuning rule (6) is not optimal in these cases. Simulations
confirm that ignoring these problems leads to poorly tuned
control loops. This section thus presents some improvements
over tuning rule (6).

A. Oscillating step responses

As the goal is to avoid oscillating step responses, it is
interesting to know for which KP that is possible at all. If
the open-loop gain Ko, which is defined as

Ko := KP ·Km, (7)

is greater than a limit Ko,max(η), there are oscillations,
independent of the selection of the reset time TI , see an
example in Fig. 2. Fig. 3 shows the maximum Ko,max as
a function of η, found by simulations. The simulation uses
continuous-time control to reach idealized results, what is
similar to an infinitesimally small threshold Δlc. For numerical
reasons a deadband around the set-point should be defined in
which the control loop is allowed to oscillate for avoiding too
conservative results. This has been set to 1 % of the step width.
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Fig. 3. Ko,max as a function of η for a deadband of 1 % and the optimal
setting of TI , normalized to Tm. Also Ko,rule according to tuning rule (6)
is shown as well as the ratio of Ko,max and Ko,rule.

The conclusion for avoiding oscillating step responses is

KP

!
≤ Ko,max(η)

Km
. (8)

KP according to (6a) lies near to the curve for a deadband of
1 % (see Fig. 3) and gives therefore nearly the fastest response
with no more than 1 % overshoot.

B. Actuator saturation

The immediate change of the controlled variable up(t)
caused by proportional action after a stepwise reference
change Δw can be calculated by

Δuprop = KP ·Δw. (9)

Since in real applications up(t) is bounded between 0 and 1
(valve fully closed to valve fully opened), it is useless to set
KP higher than 1/Δw because of actuator saturation. That
means

KP

!
≤ 1

|Δw| . (10)

An illustrative example: Assumed that the reference change
for night setback is Δw = −5K. So, each KP > 0.2
would result in immediate actuator saturation. Of course,
increasing KP does not degrade control performance at step
responses (because it has little influence if the stability limit
is not exceeded), but high KP will lead to many messages in
“steady state” without improving control performance as will
be discussed in section VII.

Note that the fulfillment of (10) does not guarantee that
there is no actuator saturation, because that depends on the
value of up before the set-point change as well as on integral
action.

Besides, derivative action (a PID controller) increases actu-
ator action and hence also actuator saturation. Thus, it is at
step responses reasonable to do without derivative action.

C. New tuning rule

The proposed tuning rule for KP is the combination of (8)
and (10)

KP = min

(
1

|Δw| ,
Ko,max(η)

Km

)
(11)

As (6a) approximates Ko,max(η)/Km quite well, the rule can
be approximated by

KP ≈ min

(
1

|Δw| ,
0.468

Km · η

)
. (12)

No rule for setting TI is given here because iterative
optimization is used in the proposed adaptive controller.

V. PROPOSED ADAPTATION STRATEGY

This section presents the new adaptation strategy.

A. Used patterns

Only reference step responses are taken to analyze the pro-
cess behavior. In a typical office building, reference changes
occur twice a day: Once in the morning and once in the
evening because of night setback. In residential buildings,
there are often four reference changes because the set-point
is higher only in the morning and in the evening. So, there
are at least two step responses a day at which the controller
parameters can be optimized.

The precondition for benefiting from an adaptive controller
is that the process does not change faster than the adaptation
can follow. Faster changes are regarded as belonging to the
disturbances. However, the sources of process changes which
have been itemized in section I do not change significantly
during one day (or they change fast but only seldom, like
on refurbishment). Only considering the variation of the flow
temperature may be advantageous, what could be done via
gain scheduling [3], [32].

Some other authors used also step-wise disturbances for
updating the controller parameters [22], [24]. However, since
significant step-wise load changes do not often occur in
practical room temperature control, only set-point changes are
considered here.

B. Proportional action coefficient KP

As
Km = G(0) =

Yp(0)

Up(0)
, (13)

and assuming a constant disturbance d, Km can be calculated
from two pairs (up[k], yp[k] + d) measured in “steady state”
with different values of up[k]. So, after each closed-loop step
response, when the process is again in “steady state”, Km is
estimated by

Km =
(yp(ts) + d)− (yp(t0) + d)

up(ts)− up(t0)
≈ yc(ts)− yc(t0)

uc(ts)− uc(t0)
(14)

where t0 is the step time (or shortly before) and ts is the time
when steady state is (assumed to be) reached after the step re-
sponse. This method is relatively robust to measurement noise
but in the case of slowly varying loads d(t) the estimation gets
inaccurate. If (ts − t0) is chosen too small, the “steady state”
may not yet have been reached, leading to more inaccurate
estimation of Km. Contrary, if (ts − t0) is chosen too large,
load changes can get more influence on the results. In the
simulations of section VI (ts − t0) has been set to one hour.

200



After estimating Km, (12) is applied to compute KP .
Unfortunately, η depends on τ and Tm which are hard to
estimate in closed loop under noisy conditions with time-
variable load and significant threshold Δlc. Instead, an upper
limit ηmax can be used which is the greatest degree of
difficulty which is expected to occur. According to [27], for
room temperature control ηmax is 0.3. If η of the real process
is lower than ηmax, KP is lower than necessary, but the reset
time TI will be adjusted (reduced) to improve the control loop
performance, see section V-C. The authors are working on
more sophisticated solutions, but simulations show that this
simple solution works well, too.

C. Reset time TI

As announced in section IV-C, an iterative method is used
for updating TI , i. e. the reset time is updated after each set-
point change based on the measured overshoot. The overshoot
hr is a monotonically decreasing function of TI , see some
examples in Fig. 4(a). This is intuitively clear because the
higher the reset time TI , the slower is the response and the
less the set-point is exceeded before the controller can react
on the overshoot. The basic idea for adaptation is:

• If there is (too much) overshoot, increase the reset time.
• If there is no (or too little) overshoot, decrease the reset

time.
Because of (12) it is guaranteed that there is a setting of TI

without oscillations (in the case of an ideal FOLPD process,
continuous-time control and no disturbances).

The step width for updating TI must be defined. Simple
learning algorithms (similar to first order low-passes) could be
used, comparable to [13], [22], [24], but it is possible to apply
more specific algorithms. An initial attempt is given in the
following; more sophisticated solutions as well as theoretical
analysis are part of current research of the authors.

Let TI,opt define the smallest possible reset time without
overshoot. Fig. 4(a) shows some examples for the overshoot
hr as a function of TI/TI,opt using continuous-time control.
The qualitative curves of Fig. 4(b) substantiate the assumption
that the overshoot can be approximated by

hr ≈
{

γ ·
(

TI,opt

TI
− 1

)
, if TI < TI,opt

0, otherwise,
(15)

The proportionality constant γ is discussed later.
Equation (15) can be used to calculate TI,opt based on the

measured overshoot hr,old > 0 and the appropriate reset time
TI,old:

TI,new = TI,opt =

(
1 +

hr,old

γ

)
· TI,old. (16)

If there is no overshoot, it is only known that the reset time
should be reduced, but not how much. However, from (15) a
maximum step width can be calculated with the requirement
that the overshoot after the update must not exceed a given
limit hr,max. The important case is TI,old = TI,opt, because a
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Fig. 4. Overshoot hr as a function of reset time TI , normalized to TI,opt

(and inverse) for several η and Ko = 1.5.
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Fig. 5. γ as a function of η and Ko for idealized conditions: Continuous-time
control, FOLPD process, no disturbances, no actuator saturation.

reduction of TI will then result in the highest overshoot. The
rule for updating is

TI,new =
1

1 +
hr,max

γ

· TI,old. (17)

The greater hr,max is chosen, the faster the algorithm con-
verges to less conservative settings. hr,max can be reduced
after finding a rough estimation of TI,opt, e. g. after the first
step-response with overshoot happened.

The remaining task is to find the appropriate value of γ. This
parameter depends on η, Ko, Δlc, the real process order, and
actuator limits. Additionally, the measured overshoot hr,old

can be adulterated with disturbances and other effects, in
particular when using level-crossing sampling where the exact
overshoot cannot be measured. Similarly to [22] a low-pass
filter could be used for reducing influences of disturbances,
but filter design is difficult if the process parameters can
vary over a wide range, especially with nonuniform sampling.
Fortunately, it is not very important to know an exact value
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Fig. 6. Simulation over five days with level-crossing sampling and measurement noise.

of γ because of the iterative method—if γ is chosen too
high, only the convergence rate is degraded. Thus, a worst
case estimation is enough. Fig. 5 shows γ as a function of
Ko and η under the idealized assumptions of continuous-time
control, a FOLPD process, no disturbances and no actuator
saturation. According to this graphic and assuming that in
room temperature control η < 0.3 holds [27], the worst case
to be expected is γ ≈ 0.3. This value has also been found to
work well in simulations.

Step responses with too little overshoot and actuator sat-
uration must not be used for updating TI , because the too
little overshoot may result from actuator saturation and not
from sluggish tuning. This is no problem, since the controller
knows whether the actuator limits (0 or 1) have been reached
in the last step response.

This iterative method allows adaptation without estimating τ
and Tm what would be difficult with level-crossing sampling
and disturbances. It also improves the tuning results in the
case of unknown process order where (6) leads to suboptimal
results [7].

D. Initial settings

The initial settings of KP and TI should be based on the
most critical process to be expected. This is the maximum
of each parameter η, Km, and τ , i. e. for room temperature
control according to [27] η = 0.3, τ = 0.05 h, and Km =
10K. KP can then be set using (12) and (with regard to [7])
TI to Tm, i. e. TI = 0.5 h.

In result, the first step response is stable. In most cases (all
but the most critical case) the response will be too sluggish.
After each step response, KP is updated using (12) and (14)
as well as TI is reduced according to (16). The responses get
faster until overshoots occur. Then TI is increased using (17).

VI. SIMULATIONS

Fig. 6 presents a simulation over five days using a process
with Tm = 0.15 h, Km = 7K, and τ = 0.01 h. The
disturbances (this is the room temperature without heating,
i. e. up(t) ≡ 0) are based on measurements taken from
an office building which was built in 2005, having a heat
energy consumption of 34 kWh/m2a. By setting Δlc to 0.3 K
(see section VII) and applying night setback of 4 K, an
overshoot of 7.5 % (0.3K/4K) must be accepted because of
level-crossing sampling. The internal sampling period of the
sensor is 0.005 h.

As this is not the “most critical” of expectable processes,
the first step response is slower than necessary, shown detailed
in Fig. 7(a). Fighting against that, the adaptation algorithm
estimates Km, updates KP and reduces TI . The negative set-
point changes cannot be used for pattern recognition, because
actuator saturation without overshoot occurs (the valve is fully
closed). The second rising edge is significantly faster than
the first, Fig. 7(b). The third even has (too much) overshoot,
Fig. 7(c). So, the adaptation algorithm increases the reset time.
The fourth step response has less overshoot, Fig. 7(d), but due
to the inexact adaptation method, also this step response has
too much overshoot and the reset time is further increased.
The fifth set-point change is as desired.

VII. DISTURBANCE COMPENSATION

The tuning rules (6) and (12) are exclusively based on step
responses. But, it is interesting how the parameters should
be chosen in “steady state” when only disturbances have to
be compensated. To the authors knowledge, until now only
limit cycles have been studied in several publications (e. g. [2],
[33]). Limit cycles are periodic movements of the controlled
variable between two or more sampling levels which often
occur in “steady state”, especially because of integral action,
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Fig. 7. The five first rising edge step responses with level-crossing sampling
and measurement noise. The dots are sampling instants, i. e. level crossings.

and that results in an unpleasant high message rate without im-
proving control performance. But, if disturbances lead to level
crossings (and therefore messages) anyhow, the importance of
avoiding limit cycles is reduced.

The disturbance is equal the room temperature without
heating or cooling, i. e. up(t) ≡ 0. The main reasons for
disturbances are time-varying heat flows to or from the outside
which depend on the outside temperature, sunlight, and room
utilization (how many persons and machines are creating heat).
These influences do not lead to any step-wise changes of
the room temperature. It is well known from experience and
measured in the office building considered in section VI that
without heating the room temperature is a slowly varying
signal, usually periodic with the minimum after midnight
and the maximum after noon. The amplitude depends on the

outside temperature, sunlight, and room utilization and does
thus change from day to day. In this section, for theoretical
investigations disturbances are assumed to be of the form

d(t) = A · sin
(

t

24 h

)
, (18)

that means a sinus curve with a period of one day and an
amplitude A.

Simulations show that the PI controller parameter settings
minimizing (5) depend on the ratio a of the disturbance
amplitude A and the threshold Δlc which is defined as

a :=
A

Δlc
. (19)

The practical bounds of a are of interest. Since humans usually
do not feel temperature changes smaller than 0.3 K there is no
need to set Δlc significantly smaller than this value—even if it
would allow a smaller value for the cost function (5) because
of smaller ISE, the occupants would not notice it while the
message rate (and therefore energy consumption) would be
unnecessarily high, and also the costs for a sensor measuring
such exactly would be high. Besides, the temperature varia-
tions inside one room because of stratification and bordering
spaces are significantly greater than 0.3 K [28]. The amplitude
A can be expected to be lower than 5 K (very old buildings
with poor insulation), for modern, well insulated buildings
lower than 1.5 K. So, a can be expected to be lower than
17 (5 K/0.3 K), often lower than 5 (1.5 K/0.3 K).

Simulations show that for such small values of a the cost
function (5) can be optimized by considerably reducing KP

compared to the value got by (6a) because reducing KP

increases the period of limit cycles and hence decreases the
message number and energy consumption. As the temperature
set-point trajectory correlates roughly with the disturbance (at
noon higher than at midnight) the necessary control action is
further reduced.

This fact can be used to improve the tuning rule in “steady
state” by simply adding a factor κ, getting

KP =
0.468 · κ
Km · η . (20)

Optimal values of κ as a function of a and η found by
simulations can be seen in Fig. 8. The optimal κ rises with a
because for higher a a higher KP can improve the ISE more
significantly than for lower values of a.

κ could be realized in the controller by using a second
degree of freedom (set-point weighting).

Note that using derivative action of a PID controller would
lead to stronger actuator action and faster oscillations (more
messages) without improving control performance.

Unfortunately, since a and η are neither known a priori nor
estimated on-line, the formula cannot be applied. Automat-
ically finding values of κ suitable for each controlled room
is another part of current research of the authors. Additional
sensors, e. g. for outdoor temperature, room occupancy, and
illumination, can help estimating a. Weather forecasts promise
even better results. However, these solutions are much more
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expensive than a simple single-loop controller like the pro-
posed one.

VIII. CONCLUSION

A pattern-based adaptive controller designed for level-
crossing sampling and room temperature control has been
presented. Simulations show that the algorithm can deal with
typical problems of this kind of control loop. Also several
points for future research have been pointed out, including
practical improvements, theoretical analysis and less conser-
vative assumptions.
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ber 2004.

[9] E. Müller, H. Nobach, and C. Tropea, “Model parameter estimation from
non-equidistant sampled data sets at low data rates,” The measurement
of scientific and technological activities, vol. 9, pp. 435–441, 1998.

[10] S. Ahmed, B. Huang, and S. L. Shah, Identification of continuous-time
models from Sampled Data. Springer London, March 2008, ch. Process
Parameter and Delay Estimation from Non-uniformly Sampled Data, pp.
313–337.

[11] V. J. VanDoren, Techniques for Adaptive Control. Amsterdam:
Butterworth-Heinemann, 2003, ch. Introduction, pp. 1–21.

[12] B. D. O. Anderson, “Adaptive systems, lack of persistency of excitation
and bursting phenomena,” Automatica, vol. 21, no. 3, pp. 247–258, 1985.

[13] Z.-G. Han and X. Yu, “An adaptive model free control design and its
applications,” in Proceedings of the 2nd International Conference on
Industrial Informatics, Berlin, Germany, June 2004, pp. 243–248.

[14] Y. Ma, X. Chen, and X. xiaohua, “A novel model free adaptive
controller with tracking differentiator,” in Proceedings of the 2009 IEEE
International Conference on Mechatronics and Automation, Changchun,
China, August 2009, pp. 4191–4196.

[15] Z. Hou and S. Jin, “Data-driven model-free adaptive control for a class of
MIMO nonlinear discrete-time systems,” IEEE Transactions on Neural
Networks, vol. 22, no. 12, pp. 2173–2188, December 2011.

[16] G. S. Cheng, Techniques for Adaptive Control. Amsterdam:
Butterworth-Heinemann, 2003, ch. Model-Free Adaptive Control with
CyboCon, pp. 145–202.

[17] X. Aidong, Z. Yangbo, S. yan, and L. Mingzhe, “An improved model
free adaptive control algorithm,” in Proceedings of the Fifth Interna-
tional Conference on Natural Computation, Tianjian, China, August
2009, pp. 70–74.
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Abstract—Although the Wireless Sensor and Actuator Net-
works (WSANs) have many advantages than the wired net-
works, the nature of sharing wireless media and the complicated
behavior of Media Access Control (MAC) introduce adverse
impacts on the control system. In contrast to most work on
networked control systems using simplified models of network
induced delays, this paper considers the study the random
access delay caused by a contention-based MAC scheme slotted
ALOHA in WSANs. An improved fault detection observer with
access delay compensation is proposed to improve the fault
detection performance against the MAC delays.

I. INTRODUCTION

As one of the main challenges in Wireless Sensor Ac-
tuator Networks (WSANs) and Networked Control Systems
(NCSs), the network-induced delay degrades the fault de-
tection performance [1], [2],[3], [4] and much of attention
have been paid on designing a fault detection system robust
to network-induced delays [5], [6]. In most existing studies,
the characteristics of a communication network are usually
represented by simplified analytical models without consid-
ering the details of different communication protocols. For
instance, it is popular to adopt a finite state Markov chain
to represent the dynamics of the network-induced delays
{τk}, without consideration of the complicated behaviours
of various communication protocols. As a result, the control
system is modelled as a Markov Jumping System (MJS) [7]
and various methods were proposed to design the fault detec-
tion filters, including Riccati equation methods [3] and linear
matrix inequalities (LMIs) for H∞ fault detection observer
design. In [8], [3], a Takagi-Sugeno (T-S) is built to represent
network-induced delays and a fuzzy fault detection observer
is proposed. [9] models the delay as a stochastic process with
known mean and variance, and treats the impacts of delay as
a parameter change in the framework of stochastic systems.
Paper [10] used the Taylor approximation to analysis the
impacts of delay and proposed a parity space-based residual
generator. Eigen-decomposition and the Pade approximation

were used in [11] under the assumption that the state matrix
is diagonal.

However, the communication network is a complicated
dynamic system and the simplified model of network de-
lays cannot represent the communication network behaviour
very well. The network-induced delays are caused by many
reasons and there have been studies on the estimate the
packet delays in a network [12]. For instance, paper [13]
adopted the network calculus theory to determine the bounds
of delays and adjust the threshold of fault detection observer’s
residual accordingly. In wireless networks, the contention-
based MAC schemes are widely adopted to support multiple
access. Unfortunately, it is still not clear how a random
MAC scheme and its associated delay statistics influence
the FD performance of NCSs. To bridge this gap between
the communication protocols and fault detection observer
designs, this paper brings the statistical properties of the
access time of a contention-based MAC scheme (the so-called
slotted-ALOHA) into the FD observer design. The main
contribution of this paper are, (1) According to the analysis
of the slotted ALOHA MAC scheme and its associated access
delay (namely MAC-delay), a statistical estimation of the
MAC-delay in slotted ALOHA induced is proposed. (2)
With the estimate of MAC-delays, a new FD observer is
proposed to compensate the MAC-delay such that the adverse
impacts of the delays are attenuated and the fault detection
performance is improved.

The rest of this paper is organized as follows: Section II is
an introduction to a industrial WSAN. The slotted ALOHA
is analyzed and its MAC-delay is estimated in Section III,
followed by the proposal of a novel FD observer design with
MAC-delay compensation in Section IV. The fault detection
performance is then optimised in Section V. Finally, Section
VI evaluates the performance of the proposed FD observer
on a MATLAB/OMNeT hybrid simulation platform.
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II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. 1, this paper considers a WSAN consist-
ing of a set of distributed sensors and controllers organized
in a group of control loops, an access point (AP) linking
together the wireless network and the wired Ethernet and a
Fault Detection (FD) system. All controllers and sensors are
connected through the wireless network with a star topology,
and the wireless network takes two non-overlapped radio
channels, namely uplink and downlink channels, in 2.4G ISM
band.

Fig. 1. A wireless sensor actuator network for supervisory control

Consider a plant working at some operation point{
ẋ(t) = Ax(t) +Bu(t) +Bff(t) +Bdd(t)
y(t) = Cx(t) + v(t)

(1)

where x(t) ∈ R
n is the state variable of the plant, u(t) ∈ R

m

the input, y(t) ∈ R
p the output. v(t) and d(t) are unknown

inputs with appropriate dimensions. f(t) ∈ R
q is the fault to

be detected. A,B,C,Bf and Bd are known constant matrices
with appropriate dimensions, and C is of full row rank.

The output yk measured by the sensor at sampling interval
Ts is sent to the AP through the uplink channel by using the
slotted ALOHA media access protocol [12]. Once receiving
a packet of yk, the AP forwards it to the corresponding
controller (via downlink channel) and to the remote FD
system (via Ethernet). And the controllers reply with its
control signal uk to the AP. When a packet of uk arrives from
a controller through the downlink channel, the AP forwards
it to the FD system only. The sensors Si are time-driven
with local sampling interval Ts and the controllers Ctri is
event-driven.

Remark 1 The uplink is shared by all sensors, and a sensor
has to compete for the use of the uplink channel. Several
sensors may send their packets at the same time, which results
in a ’collision’. Thus the transmission fails, re-transmission

has to be scheduled and some delay is introduced. As
one of the widely used random access scheme, a slotted
ALOHA protocol is considered in this paper. In the downlink
communication, however, the access to the downlink is fully
coordinated by the AP, there is no competition for the use of
downlink and the collision is avoided.

It is further assumed that the disturbances and fault com-
ponents have slow dynamics f(t) = fk, d(t) = dk and
v(t) = vk for all t ∈ [kTs, (k + 1)Ts]. Similar to the dis-
cretization of dynamic system, at the k-th sampling instants,
an equivalent discrete system of (1) can be represented by
[10][14]{

xk+1 = Āxk +B0(τk)uk +B1(τk)uk−1 + B̄ffk + B̄ddk
yk = Cxk + vk

(2)
where Ā, B0(τk), B1(τk), B̄f and B̄d are defined in a similar
way as [10].

Let

B̄ =

∫ Ts

0

eAtBdt = B0(τk) +B1(τk), (3)

and
Δuk = uk − uk−1, (4)

system (2) can be rewritten under the following form:{
xk+1 = Āxk + B̄uk −B1(τk)�uk + B̄ffk + B̄ddk
yk = Cxk + vk

(5)
Note that B1(τk) ∈ R

n×m is a matrix of functions with
respect to τk. Due to the fact that τk is a stochastic process
determined by the communication network behaviors, the
input matrix B1(τk) varies at different time instants and the
system under consideration actually behaves as a stochastic
system,

III. MAC DELAY ANALYSIS AND ESTIMATION

The network-induced delay τk is the delay relating the
sensor sending out yk to the controller receiving it. Due
to the nature of media sharing in wireless communication,
if two or more devices sends their packet to the radio
media during the transmission, a collision occurs, the receiver
cannot receive the packet successfully, and the packets have
to be re-transmitted. Thus a significant delay is induced. Such
a delay is refereed to as ’MAC delay’ or ’access delay’. In
this section, it is our main interests to study the characteristics
of MAC delay, and to estimate its mean value.

Let τ1 denote the MAC-delay in the uplink, τ1 is a
stochastic variable and can be decomposed into two parts:

τ1 = E(τ1) + Δτ1 (6)

where E(τ1) is the mean value of the MAC-delay, and Δτ1
represents the jitter (the variation in the time between packets
arriving at the AP). Generally, Δτ1 is a stochastic process
with zero mean and variance var(Δτ1) = σ2. Considering
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the reality of canceling re-transmissions in case of a too many
re-transmissions, Δτ1 will be bounded.

Since the access to the downlink is fully coordinated by
the AP, the delay from the AP to controllers consists of the
transmission delay and data processing delay only. Let τ2
denote the downlink delay from the AP to controllers, τ2 is
a deterministic constant value.

τ2 ≈ T (7)

where T is the transmission time of a packet. Here, we have
implicitly assumed that the the sum of processing time at
the AP and corresponding controller is smaller and can be
ignored. When this is not true, only a fixed constant term
needs to be added to the final delay expression.

Let τk denote the network-induced delay relating the sen-
sor to the actuator during sampling period [kTs, (k + 1)Ts),
τk can be expressed as

τk ≈ τ1 + T = T + E(τ1) + Δτ1 (8)

and the mean value of the network-induced delay is

τ̄ = E(τk) ≈ T + E(τ1) (9)

In the followings, the focus is on the analysis of the slotted
ALOHA scheme and the estimation of the mean value of
access delay τ1 in the uplink channel. Borrowing the models
and notations of the slotted ALOHA scheme in [12], the
slotted ALOHA MAC protocol is summarized as follows:

1) When a sensor generates a new packet yk, it accesses
the uplink channel at the beginning of the next slot.
This is called immediate-first transmission (IFT). Let
D0 be the access delay from the sampling time to the
end of the initial transmission.

2) All packets are of the same size with transmission time
T and the length of a time slot is equal to T .

3) For a given sampling interval Ts, the total number of
available slots for packet re-transmission n is deter-
mined by:

n = �
Ts

T
� − 3 (10)

4) A retransmission is scheduled after a random backoff
delay, when a packet transmission fails. Let Wi be the
i-th backoff delay in unit of slots, that is refereed to
as backoff window size. Then, the i-th retransmission
takes place at the beginning of the Wi-th available slot.
Note that Wi � 1. In this paper, a uniform backoff
(UB) policy is adopted. That is all Wi’s are uniformly
distributed in the same range , say [1, w]. The statistics
of Wi under UB policy are

P{Wi = j} =
1

w
, j = 1, 2, . . . , w (11)

E[Wi] =
1 + w

2
(12)

var[Wi] =
[w2 − 1]

12
(13)

5) Let R denote the number of retransmission needed for
a successful packet transmission, and Di be the delay
time due to the i-th unsuccessful transmission.

Thus, the access delay τ1 in the uplink is the time du-
ration from its generation to the moment it is successfully
transmitted to the AP, that is

τ1 =
R∑
i=0

Di (14)

and
Di = (Wi + 1)T, i = 1, 2, ... (15)

As required by the control criteria, the total network-
induced delay should be less than Ts, that is τ1 + τ2 < Ts.
Since the delay τ2 in the downlink is always T , the access
delay τ1 should less than Ts − T . This requirement implies
that the up bound of the access delay in the slotted ALOHA
is D0 + nT , where n is given by (10). Hence, the value of
τ1 can only be selected from the following set

{D0, D0 + 2T, D0 + 3T, . . . , D0 + nT } (16)

It is worth noting that τ1 can not be D0 + T , because at
least two slots are required for retransmission. According to
the delay distributions of Slotted ALOHA [12] with some
modification, the mean value of the access delay τ1 with the
upper bound D0 + nT can be estimated as

E(τ1) = D0 +
−1 +

∑n

i=1 P{τ1 � D0 + iT }

P{τ1 � D0 + nT }
+ 1 (17)

where P{•} represents the possibility of an event. For in-
stance, P{τ1 � D0 + nT } denote the possibility of τ1 �
D0 + nT [12].

Hence, by selecting a proper initial backoff window size
w, the distribution of the re-transmission R can be calculated
and the mean value of the access delay E(τ1) in the uplink
channel can be computed as (17). Thus the mean value of
the total network-induced delay can be estimated as

ˆ̄τ = T + E(τ1) (18)

IV. FAULT DETECTION OBSERVER DESIGN

Recalling the model of delay (4), one can rewrite (2c) as

B1(τk) =

∫ Ts

Ts−τ̄−Δτk

eAtBdt

= A−1[I − e−A(τ̄+Δτk)]eAT ·B (19)

Applying the Taylor approximation of eAt = [I+At]+g(t)
to (19) gives

B1(τk) = A−1
[
I − [I −A(τ̄ +Δτk) + g(τ̄ +Δτk)]

]
Ā · B

= Ā(τ̄ +Δτk)− g(τk)] · B

= Ā · τ̄ ·B + Ā ·Δτk · B − Āg(τk) · B

= ĀB · τ̄ + ĀB ·Δτk − Āg(τk)B (20)
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Substitute (20) into the state equation of (5), the system
model can be written as⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

xk+1 = Āxk + [B̄ − ĀBτ̄ ]

(
uk

Δuk

)
+[−ĀBΔuk B̄d ]

(
Δτk
dk

)
+ B̄ffk + ḡ(τk)

yk = Cxk +D2vk

where ḡ(τk) = −Āg(τk)BΔuk denotes modeling errors due
to the approximation. Define

Γ(τ̄ ) = [B̄ − ĀBτ̄ ], ūk =

(
uk

Δuk

)
Γd = [−ĀBΔuk B̄d], d̄k =

(
Δτk
dk

) , (21)

the system model now is expressed in the following form:{
xk+1 = Āxk + Γ(τ̄ )ūk + Γd d̄k + B̄ffk + ḡ(τk)
yk = Cxk + vk

(22)

A networked fault detection observer in the following
discrete Luenberger observer form is used:⎧⎨⎩

x̂k+1 = Āxk + Γ(ˆ̄τ)ūk + L(yk − ŷk)
ŷk = Cx̂k

rk = W (yk − ŷk)
(23)

where rk ∈ R
l is the so-called residual for indicating the fault

occurrence, L ∈ R
n×p and W ∈ R

l×p are the observer gain
matrix and weighting matrix to be designed, respectively.

Let the observer error be ek = xk−x̂k and ˆ̄τ the estimation
of τ̄ , the the overall dynamics of residual generator (23) is
governed by⎧⎨⎩

ek+1 = (Ā− LC)ek + (Γ(τ̄ )− Γ(ˆ̄τ ))ūk

+Γdd̄k + B̄ffk − Lvk + ḡ(τk)
rk = WCek +Wvk

(24)

In equation (24), it appears that the residual dynamics
depends on the amplitude of the terms Γ(τ̄), Γ(ˆ̄τ) and Δτk
which are functions of network-induced delay τk.

Recalling Γ(τ̄ ) = [B̄ − ĀBτ̄ ] in (21), one can get

[(Γ(τ̄ )− Γ(ˆ̄τ ))]ūk

=
[
[B̄ − ĀBτ̄ ]− [B̄ − ĀB ˆ̄τ ]

] [ uk

Δuk

]
=

[
0 ĀB(ˆ̄τ − τ̄ )

]
Δuk

= ĀB(ˆ̄τ − τ̄) ·Δuk

(25)

Then (Γ(τ̄ )−Γ(ˆ̄τ ))ūk+Γdd̄k in (24) can be re-formed as

[ĀBΔuk ĀBΔuk B̄d]

⎡⎣(ˆ̄τ − τ̄)
Δτk
dk

⎤⎦ , (26)

and the state estimation error (24) now is⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ek+1 = (Ā− LC)ek + [ĀB ĀB B̄d]

⎡⎣(ˆ̄τ − τ̄ )Δuk

ΔτkΔuk

dk

⎤⎦
+B̄ffk − Lvk + ḡ(τk)

rk = WCek +Wvk
(27)

It shows that the network-induced delay introduces an extra

unknown input

[
(ˆ̄τ − τ̄)Δuk

ΔτkΔuk

]
into the dynamics of the

residual generator, and the residual may deviate from zero
even if no fault has happened. If this unknown input is not
carefully taken into account in the fault detection observer
design, residual rk could not reflect the fault’s occurring
properly. This phenomenon causes either false alarms or
failure to detect faults.

Different from the decoupling unknown inputs in some
fault detection observer designs, in this paper, the FD ob-
server design problem is turned into an eigenvalue assignment
and performance optimization problem. The objectives are to
select an gain matrix L ∈ R

n×p, such that the following three
criteria are met:

• Stability: The poles of Ā−LC in (27) is within the unit
circle in the z-plane;

• Sensitivity to faults: The residual rk should be sensitive
to faults fk, that is the transfer function matrix (TFM)
relating fk to rk should be maximized;

• Robustness to disturbances and delays: The residual rk
should be insensitive to disturbances dk and network-
induced delays τk . That is the TFM relating dk and τk
to rk should be minimized.

V. FAULT DETECTION PERFORMANCE OPTIMISATION

In the following, the impacts of the delays on the residual
rk is analyzed in terms of TFMs and an the gain matrix L

in (27) is optimised to ensure the residual’s sensitivity to the
faults and enhance the robustness against the delays.

The z-transform of (27) gives the following transfer func-
tion matrices (TFMs){

G1(z) = G2(z) = C(zI − Ā+ LC)−1ĀB

Gf (z) = C(zI − Ā+ LC)−1Bf
(28)

where G1(G2) and Gf are TFM relating rk to (ˆ̄τ − τ̄)Δuk,
(ΔτkΔuk) and fk , respectively.

A. Optimization in the frequency domain

As shown in the FD problem definition, there are two
objective functions, namely sensitivity index and robustness
index. Considering the access delays of the ALOHA in sec-
tion III, we propose the following two performance indices.
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1) Robustness Index: Observe that the TFMs G1(G2)
relating rk to ΔτkΔuk ([ˆ̄τ − τ̄ ]Δuk) are the same, but
the signals Δτk and (ˆ̄τ − τ̄ ) have different characteristics
in the frequency domain. By optimizing the fault detection
performance at the frequency of interest, instead of the whole
frequency range, our observer is tailored for attenuating the
network-induced delay.

min
L

J1 =
∑
z∈Ω

‖β(z)G1(z)‖ (29)

where Ω is the frequency range of interest, and β(z) is
a weighting function for G1(z) over the frequency range
Ω. Ω and β(z) depend on the frequency characteristics of
the MAC-delay τ and the the difference between successive
input samples Δu. Generally, since it is the residual we
are interested in, Ω and β(z) are determined by finding the
significant frequency components of rk .

2) Sensitivity Index: Not like a random noise, a fault
signal is usually associate with some pattern, and, its en-
ergy distribution is not uniformly distributed over the whole
frequency range of interest. In general, two common faults
are considered, namely, the incipient fault (a ramp signal)
and the abrupt fault (a step signal). A ramp fault mainly
consists of low-frequency components. For an abrupt fault,
high-frequency contents exist only at the time instant when
the fault starts, and it is almost constant (zero frequency)
content thereafter. In order to increase the fault significance
in residual r, it is proposed that the sensitivity index is
maximized at z = 1 (corresponding to zero frequency in
the continuous frequency domain).

max
L

J2 = ‖Gf (z)‖z=1 (30)

Combining robustness index (29) and sensitivity index (30)
yields the performance index

min
Q,Λ

J =
J1

J2
=

∑
z∈Ω ‖β(z)G1(z)‖

ρ+ ‖Gf (z)‖z=1
(31)

where ρ is an arbitrary small positive number to ensure
a non-zero denominator. Since the frequency information
has now incorporated into the new index (31), the resulting
FD observer is optimal for attenuating the negative impacts
caused by the MAC-delay. In most applications, such a FD
observer has a better performance in terms of attenuating the
MAC-delay induced disturbance.

VI. SIMULATION PLATFORM AND RESULTS ANALYSIS

In order to demonstrate the the proposed delay compen-
sation approach, the hybrid simulation platform and fault
detection results are presented in this section. The con-
trol system and the FD system are programmed in MAT-
LAB/SIMULINK, and the wireless network is emulated by
using OMNeT++. Compared with MATLAB/SIMULINK,
the open source OMNeT++ platform is able to mimic

the detailed behaviour of a wireless network, and imitate
the features, such as SNIR(Singal-Noise-Interference-Ratio),
SNR(Singal-Noise-Ratio), MAC-delay and packet loss due to
either low SNR or collision.

In the simulation, the system matrices of the plant are as
follows:

A =

[
30.7643 36.0164

−30.8287 −35.9486

]
, B =

[
2.2991

−0.0668

]
,

C = [1 0] and Bd = Bf = B. The sampling interval
Ts = 0.03 sec. The control input and plant output are
subject to input disturbances dk and output measurement
noises vk, respectively, where dk and vk are independent
bounded noises uniformly distributed between [−0.2, 0.2] and
[−2, 2]. Two kind of faults are concerned in the simulation,
namely, step fault and slope fault. The step fault associated
with the actuator occurs at time t1 = 10s with magnitude
0.2, and the slope fault starts at 10 s with slope rate 0.05.

As shown in Figure 1, we consider a networked control
system composed with five local control loops in total and
one AP. The total number of clock-driven sensors is ten and
there are five event-driven controllers. A FD observer is to
be designed for one of the control loops. All the communi-
cation devices works at 2Mbps on 2.4GHz ISM band. Data,
either from sensors or from controllers, is transmitted with
a single packet whose length is 1712 bits including physical
premier(192 bits), protocol header length (272bits for MAC,
32bits for Network layer), which gives an air frame with a
transmission duration of 856us.

The simulation results of packet delay given by OMNeT++
are shown in Figure 2. The mean value of the packet delay
from sensor to controller is τ̄ = 0.0136s. With the aid
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Fig. 2. Packet delay τk from sensor to controller

of the MAC-delay estimate, a MAC-delay compensated FD
observer can be constructed as (23) and the optimisation of
index (31) yields the optimal gain matrix

L =

[
0.1123
−0.1027

]
(32)

The residuals of the proposed FD observer are given by
Figure 3 (for step fault) and Figure 4 (for slope fault),
respectively. From Figure 3-4, one can seen that the proposed
delay compensation techniques is able to detect these faults
clearly.
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Fig. 3. Residuals rk subject to step fault occurring at 10 second with step
size 0.2
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Fig. 4. Residuals rk subject to slope fault occurring at 10 second with rate
of 0.05

VII. CONCLUSIONS

This paper addresses the fault detection problem of
WSANs-based wireless networked control systems, where
the MAC-access delay of the slotted ALOHA is considered.
With the aid of the MAC-access delay estimation, a FD
observer with MAC-delay compensation is proposed. These
advantages of the proposed FD observer with MAC delay
compensation have been demonstrated through extensive
computer simulations. As to future work, it is certainly
possible to extend our cross-discipline analytical approach by
considering more sophisticated MAC schemes (such as Car-
rier Sense Multiple Access(CSMA) and 802.11 Distributed
Coordination Function), random backoff policies (such as ge-
ometric backoff and binary exponential backoff) and physical
channel models.
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Abstract—This article is concerned with stability analysis of a 
linear discrete-time dynamic quantizer system with packet loss. 
First, several modifications are made to the original dynamic 
quantizer to make it easier to realize. Then communication 
channel subject to packet loss of Bernoulli distribution from the 
quantizer to the plant input is considered. Moreover, based on 
Lyapunov function approach, a sufficient condition for mean 
square stability of the closed-loop system is derived. Finally, a 
numerical simulation is given for effectiveness of the proposed 
method.

Keywords-Discrete-time; Dynamic quantizer; Mean square 
stability; Linear discrete system; Pactket loss; 

I.  INTRODUCTION 
In the past few years, quantized control has been of great 

significance in the research field of control systems. In 
practical discrete-time systems, owing to limited network 
bandwidth, extensive use of encoders and decoders, command-
driven actuators and discrete-level sensors, it becomes 
necessary for the signals to be quantized before transmission. 

Numerous results on this subject have been obtained in 
recent years. Early studies of quantized control systems mainly 
focus on construction of static quantizers which can guarantee 
the stability of the system. For example, global asymptotic 
stabilization of continuous-time systems is considered in [1], 
[9], where a special uniform quantizer with scaling factor is 
used for quantization. Stabilization of the given system with 
the coarsest quantization density is analyzed in [2], [3], [7] 
using the sector bound approach. Furthermore, stabilization 
problem for systems with one-dimensional input using 
quantized feedback with a memory structure is analyzed in [4]-
[6], focusing on the tradeoff between static quantizer 
complexity and system performance. And the least amount of 
information needs to be communicated between the quantizer 
and the controller in order to stabilize an unstable linear system 
is addressed in [8], [10]-[13]. Moreover, the coarsest 
quantization density to stabilize the system with networked 
packet losses is considered in [17]-[18], and input-to-state 
stability of systems with time-varying delays is analyzed in [19] 
in terms of LMIs. 

For early works of quantized control systems, the 
parameters of quantizers stay invariant as the system evolves, 

which will generate large quantized error. This means that part 
of the system performance has to be sacrificed to cope with 
such a quantized error. For this reason, in [14], [15], a novel 
optimal dynamic quantizer was given whose parameters can 
vary as the system evolves, which is able to handle such 
problem. The optimal dynamic quantizer in [14], [15] is 
constructed to minimize the quantized error according to the 
output of the plant, which can sacrifice fewer system’s 
performance. In further study of this work in [16], the stability 
problem was considered under a dynamic quantized LFT 
system in terms of the poles/zeros. However, these works 
cannot deal with networked problems such as packet losses and 
time-delays effectively. 

In this paper, stability of optimal dynamic quantized system 
is analyzed based on Lyapunov function approach. Besides, 
networked packet loss of the closed-loop system is also taken 
into consideration, which cannot be effectively solved in the 
LFT form. Moreover, some modifications are made to the 
original dynamic quantizer. The static part of the dynamic 
quantizer is replaced by the static quantizer with scaling factor 
and saturation value, which makes it easier to be realized and 
can guarantee smaller quantized error when the state comes 
close to the equilibrium point. 

The whole paper is organized as follows. In section 2, we 
review the original dynamic quantized system and introduce 
the improved dynamic quantizers used in this paper. Next in 
section 3, main result on stability analysis is derived. A 
numerical simulation is given in section 4 and section 5 
concludes this article. 

II. PROBLEM FORMULATION AND PRELIMINARIES 

A. Original Dynamic Quantized System 
Consider the discrete-time systems shown in Fig.1, where 

the linear plant P is given by 

( 1) ( ) ( )
:

( ) ( )
x k Ax k Bv k

P
y k Cx k

	 � 	"
# �$

                        (1) 

where nx R% is the state, mv R% is the control input, py R% is 
the output, n nA R &% , n mB R &% , and p nC R &% are system 
matrices. The initial state of the plant P  is 

This work was supported by the National Natural Science Foundation of 
China (Grant No. 61104097, No. 61120106010), Research Fund for the Doctoral 
Program of Higher Education of China (Grant No. 20111101120027). 
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0(0)x x� for 0
nx R% , the pair � �,A B is stabilizable and A is 

unstable. Assume the following assumption holds: 

Assumption 1. The plant P  satisfies that the dimensions of v  
and y  are the same � �m p�  and the matrix CB  is nonsingular. 

The original optimal dynamic quantizer Q  in Fig.1 ( **' ) is 
given by [14] 

 1

( 1) ( ) ( ) ( )
:

( ) ( ( ) ( ) ( ))
k A k Bu k Bv k

Q
v k q CB CA k u k
( (

(�

	 � � 	"
#

� � 	$
                (2) 

where nR( % , mu R% , and mv R% are the state, input, and 
output of this quantizer respectively, ,A B and C of the 
quantizer are the same as the plant P , : m mq R R) is a static 
uniform quantizer. 

The static uniform quantizer q in (2) satisfies that 

1( )
2

xq x � �� 	 *� �*� �
                                    (3) 

that is 

( ( ) ) ( ( ))
2

abs q x x abs x q x *
� � � +                      (4) 

where a a� � �� �� denotes the biggest integer satisfying a a+� , and 
� is the quantized interval of the quantizer. 

 

Figure 1. Two controlled plants: ( *' ) usual controlled plant; ( **' ) 
controlled plant with dynamic quantizer 

Remark 1. The dynamic quantizer Q  in Fig.1 ( **' ) has been 
proved to be an optimal quantizer according to the output of the 
plant in [14]. Which indicates the parameters of the dynamic 
quantizer Q  are chosen such that the output 

error *( ) sup ( ) ( )
k Z

E Q y k y k
	%

� �  between the system **'  and *'  

is minimized. For the static quantizer q , the quantized error 

is
2
* as (4) indicates. It is clear that such open-loop dynamic 

quantized system cannot always guarantee stability of the 
whole system for the quantizer itself may not be stable. 

B. Closed-loop System 
In this paper, consider that packet losses occur with 

probability � in the input channel of the plant as is shown in 
Fig.2. The plant is described as 

( 1) ( ) ( ) ( )
:

( ) ( )
x k Ax k B k v k

P
y k Cx k

�	 � 	"
# �$

                      (5) 

where ( )k�  is a Bernoulli random variable with a probability 
distribution given by 

� �
, 0,

Pr ( ) 0 1
1 , 1,

i
k i

i
�

� �
�

�"
� � + ,# � �$

             (6) 

Consider the closed-loop system ' in Fig.2 using sate 
feedback control law ( )u k  which is given by 

 ( ) ( )u k Kx k�                                    (7) 

where m nK R &%  is the feedback gain. 

 

Figure 2. Dynamic quantized system ' with packet loss 

In this paper we replace static uniform quantizer q in (2) 
with q�   

 

1( ) ,
( ) 2

1( ) ( ) ,
( ) 2

1 1( ),
( ) 2 ( ) 2

xk M if M
k

xq x k M if M
k

xx k if M
k k

�

�
�

�
�

�
� �

"
- � *.

.

..� � + � 	 *#

.

.� �. 	 * + � *� �*.� �$

     (8) 

where ( )k�  is the scaling factor, M is the saturation value and 
� is the sensitivity. 

Obviously, the following conditions can be obtained 
according to the quantizer: 

.If ( )x M k�+ , then ( )( )
2

kq x x�
�*

� + ; 

.If ( )x M k�- , then ( )( ) ( )
2

kq x M k�
�� *

- � . 

Remark 2. The uniform quantizer q�  here is different from 
quantizer q in that it brings in a scaling factor ( )k�  , and a 
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saturation value M . The former can guarantee q�  not saturate 
by adjusting scaling factor ( )k�  properly, which will be 
considered in next section. The latter makes the static part of 
the dynamic quantizer easier to realize. Moreover, it is clear 
that by bringing in this scaling factor ( )k� , when the quantizer 
does not meet with saturation, the quantized error varies 
according to ( )k� . 

Therefore, an improved dynamic quantizer *Q in Fig.2 is 
given by 

 *
1

( 1) ( ) ( ) ( )
:

( ) ( ( ) ( ) ( ))
k A k Bu k Bv k

Q
v k q CB CA k u k�

( (

(�

	 � � 	".
# � � 	.$

                 (9) 

Remark 3. It should be noticed that although the static 
quantizer q� used here is different from q  in [14], the dynamic 
quantizer *Q is still the optimal quantizer for the system ' . It 
has been proved in [14] that for the dynamic quantizer (2) with 
static quantizer (3), minimum value of output error ( )E Q can be 
given as 

( ) ( )
2

E Q abs CB *
�                                   

where for the matrix / 0: ijM M� , / 0( ) : ijabs M M� . 

When it comes to q� for our system, the quantized 

error becomes ( )
2

k�* , obviously, similar conclusion can 

be expressed as 

( ) ( )
2

E Q abs CB �*
�                                 

where � �sup ( )
k Z

k� �
	%

� is upper bound of ( )k� . As a result, the 

improved dynamic quantizer is still optimal dynamic quantizer 
for the system. 

Therefore, the closed-loop system '  in Fig.2 can be written 
as 

1

1

( 1) ( )( )
( 1) ( )0 ( )

( )

( )
( ) [ 0]

( )

x k x kA BK B CB CA
k kA B CB CA

B
q

B
x k

y k C
k

�

�
( (

�
1 1

(

�

�

" 	 � �	 �� � � �
�. � �� � � �	 �� � � �� �.

. � �. � �	 �# � � � �
� �.

. � �. � � �. � �$

     (10) 

where 1( ) ( ) ( )CB CA k Kx k1 (�� � 	 . 

Rewrite the closed-loop system '  as 

( 1) ( ) ( ( ))

( ) ( )

z k Az k Be z k

y k Cz k

" 	 � 	 2.
#

�.$
                (11) 

where  !( ) ( ) ( ) Tz k x k k(� , ( ( )) ( )e z k q� 1 12 � �  denotes the 

quantized error, and  1( )CB CA K�� �2 � �� � . 

Matrices 2 2n nA R &% , 2n mB R &%  , 2p nC R &% are defined as 

1

1

( )
0 ( )

A BK B CB CA
A

A B CB CA
� � �

�

� �	 �
� � ��� �

,
B

B
B
�� �

� � �
� �

, [ 0]C C� . 

When ( ) 1k� � , we let 

1

1 1

( )
0 ( )

A BK B CB CA
A A

A B CB CA

�

�

� �	 �
� ���

�
�

� , 1

B
B

B B � �
� �
�

�
�

� . 

When ( ) 0k� � , we can get 

12

0
0 ( )
A

A B CB CA
A A �

�
�

� �
�

� �
� �

, 2

0
B

B B � �
� �
�

�
�

� . 

Definition 1. System (11) is said to be mean square stable if  

� �/ 02
lim 0
k

E z k
)3

�                             (12) 

for any initial state 2(0) nz R% . 

Lemma 1. The following inequality holds for any positive 
definite matrix G  and matrices E  and F  

T T T TE GF F GE E GE F GF	 + 	             (13) 

III. STABILITY ANALYSIS 
The following theorem presents a sufficient condition for 

the stability of the closed-loop system ' : 

Theorem 1. For a given feedback gain K and packet loss 
probability � , if there exists a positive definite symmetric 
matrix P  satisfying that 

1 1 2 2(1 ) 01
2

T TA A AP PA P�� 	 �� ,                   (14) 

then the system (11) is mean square stable under control 
law ( ) ( )u k Kx k� . 

Proof: The closed-loop system (11) can be expressed as 

� �� �
� �

1

2

1

2

( 1) 1 ( ) ( ( ))

( ) ( ( ))

( 1) ( )

z k z k B e z k

z k B e z k

y k

A

A

Cz k

�

�

" 	 � � 	 2
.

	 	 2#
.

	 �$

           (15) 

Choose a Lyapunov function, ( ( )) ( ) ( )TV z k z k Pz k� , where 
2 2n nP R &% is a positive definite matrix, ( ( ))V z k* is given by 

the following expression 

/ 0( ( )) ( ( 1)) ( ( ))V z k E V z k V z k* � 	 �                      

by using Lemma 1, we can get  
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/ 0
� � 1

1 1 1

2

2 2

1 1 1

1

2 2 2

2

( ( ))

( 1) ( 1) ( ) ( )

1 [ ( )( ) ( )

[ ( )( ) ( )

( ) ( ( ))

( ( )) ( ) ( ( )) ( ( ))]

( ) ( ( ))

( ( )) ( ) ( ( ))

T T T

T T T T

T T T

T T T T

T T

T

T

P P z k PB e z k

e z k B P z k e

V z k

E z k Pz k z k Pz k

z

z k B PB e z k
P P z k PB e z k

e z k B P z k e z

k A A z k A

A
z k A A z

B
k

k
A

A
�

�

*

� 	 	 �

� � 2

	 2 	 2 2 	

	 � 2

	 2 	 2

� 	

	

2

1 1 2

1 1 2 2

1

* *

2

1 2 2

( )[(1 ) ] ( )

2 1

( )[(1 ) ]

( ( ))]
12
2

( ( ))[( ) ] ( ( ))
12
2

( ( )) ( ( )

( )

)2

T T

T T T

T T

T T

T

T

PB e z k

P P P

e z k B PB B P

z k A A A A z k

B e z k

P P Pz k A A A A z k

e z k P e zB B k

�

��

��

�

2

+ 	 �

2 	 2

+

�

	 �

�

	

	 �

2 2

         

(16) 

where / 0*
1 1 2 2: max( ),T TB B B BP PB B� . 

Define 1 1 2 2(1 ) 1
2

T TD A A AP P PA� �� �� � ����
	 ��

, if the 

matrix D is positive definite, (14) can be obtained directly, and 
(16) can be rewritten as 

2 2 2
mi

*
n

* *

*

2 ( ( )) ( ( ))
( ( ))

( ) (

2 ( ) ( ) (

)

)

2 T TT

T

D e
V z k

z k z k B Bz k P e z k

D z k BP kB4 �

+ � 2 2

� �+ � � *

*

�

	

�

       (17) 

The last expression of (17) is negative if the state of ' is 
outside the ball 

/ 0( ) : ( ) ( )H z k z k k�� + 5*                   (18) 

where
* *

min ( )

T P
D

B B
4

5 � .  

Define the scaling factor 6 as 

2 1max

min

( )
( )
P

M
P

4
7

4
�6 � 5 	 2 *             (19) 

where 07 -  is a fixed real number.  

We will analyze the control strategy by two stages 
according to the variation of the scaling factor ( )k� as [1], [9]: 

The “zooming-out” stage of the quantizer.  

Set ( ) 0u k � , (0) 1� � , ( ) kk A� � and increase k  fast 
enough, then a positive integer k  can be found such that 

min

max

( )( ) 2
( ) ( )

Pz k M
k P

4
� 4
2

+ � *                             

In the view of condition  in the former section 

min

max

( )( ) ( )
( ) ( ) ( )

Pz k z kq M
k k P�

4
� � 4

� �2 2
+ 	 * + � *
 �

� 
       

Define 

min
0

max

( )( )min 1:
( ) ( )

Pz kk k q M
k P�

4
� 4

" 8� �2. .� 9 + � *# :
 �
� . .$ ;

    (20) 

Hence it follows that 

0 0 min

0 0 max

( ) ( ) ( )
( ) ( ) ( )

z k z k Pq M
k k P�

4
� � 4

� �2 2
+ 	 * +
 �

� 
           

Therefore 

min
0 0

max

( )
( ) ( )

( )
Pz k M k
P

4
�

4
2 +                       

Which means 

min
0 0

max

( )
( ) ( )

( )
PMz k k
P

4
�

4
+

2
                      

Hence 0( )z k belongs to an ellipsoid 

2
2

1 min2( ) : ( ) ( ) ( ) ( )T MR z k z k Pz k k P� 4
" 8. .� +# :

2. .$ ;
     (21) 

It is obvious that ( ) ( )z k M k�2 + holds with 0( ) ( )k k� ��  
for all 1( )z k R% .  

Take M and *  in (19) properly to guarantee 16 , , it 
follows that 1R H< . Moreover, if 0k k9 , ( )z k  will never 
leave 1R . 

The “zooming-in” stage of the quantizer. 

Define 
22 2 2

min max
2 2

min

( ) ( )
=

( )

M P T P

T D

4 4
=

4 7

� * 5

*
�              (22) 

We can have 0= -� as 16 , . Define = =� � �� �� , where =� �� ��  
denotes the smallest integer satisfy= =9 � , 0Z= 	% . 

Assume an inequality can be get according to 0Z= 	%   

2 2 2
0 0 0 max[ ( ) ( )] ( )( ) ( )TE z k Pz k k P= = � 7 4	 	 + * 5 	  (23) 

Suppose (23) is not true, then we can have that 

 2 2 2
0 0 0 max[ ( ) ( )] ( )( ) ( )TE z k Pz k k P= = � 7 4	 	 - * 5 	  (24) 

That is 
2 2 2 2

0 0[ ( ) ] ( )( )E z k k= � 7	 - * 5 	              (25) 

for all  !0 0,k k k =% 	 . 
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Based on (18) and 16 , , it is clear that 

0

0 0

0 0
2 2 2 2

min 0 min 0

2 2
min 0

1

[ ( ) ( )]

[ ( 1) ( 1)]

- ( ) [ ( 1) ] ( ) ( )

- (

[ ( )

)

]

) (

T

T

k

E z k Pz k

E z k Pz k

D E z k D k

D

z

k

V =

= =

= =

4 = 4 �

4 � 7

	 �

� 	 	 �

	 � 	 �

+ 	 � 	 5 *

, *

*

   (26) 

Furthermore, it can be obtained that 

0

0 0

0 0
2 2 2 2

min 0 min 0

2 2
min 0

[ ( 1) ( 1)]

[ ( ) ( )]

- ( ) [ ( ) ] ( ) ( )

- ( )

[ ( )

( )

]
T

T

k i

E z k i Pz k i

E z k i Pz k i

D E z k i D k

D

V

k

z =

= =

= =

4 = 4 �

4 � 7

	 �

� 	 � 	 	 � 	 �

	 � 	 �

+ 	 � 	 5 *

, *

*

  (27) 

where / 01,2,3, ,i =% � . 

Then we have 

0 0 0 0
2 2

min 0
2 2

min 0
2

2 2 2 2
max 0 min 02

[ ( ) ( )] ( ) ( )

- ( ) ( )

- ( ) ( )

( ) ( ) ( ) ( )

T TE z k Pz k z k Pz k
D k

D k

MP k P k

= =

4 � 7 =

4 � 7 =

4 � 4 �

	 	 �

, *

+ *

� * 5 �
2

�          (28) 

However, the following inequality can be obtained from 
(21) and (24) 

0 0 0 0
2

2 2 2 2
0 max 0 min2

2
2 2 2 2

max 0 min 02

[ ( ) ( )] ( ) ( )

( )( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

T TE z k Pz k z k Pz k

Mk P k P

MP k P k

= =

� 7 4 � 4

4 � 4 �

	 	 �

9 * 5 	 �
2

9 * 5 �
2

    (29) 

Obviously (28) and (29) contradict with each other, which 
implies the validity of (23). 

Based on (23) and 16 , , it follows that 

 � �

2 2 2
0 0 0 max

2
2

0 min2

[ ( ) ( )] ( )( ) ( )

( ) ( )

TE z k Pz k k P

Mk P

= = � 7 4

� 4

	 	 + * 5 	

, 6
2

    (30) 

Thus it is clear that 0( )z k =	 belongs to 

� �
2

2
2 min2( ) : [ ( ) ( )] ( ) ( )T MR z k E z k Pz k k P� 4

" 8. .� + 6# :
2. .$ ;

 (31) 

Let 0( ) ( )k k� �� 6 for 0 0 2k k k= =	 + + 	 , a similar result 
can be obtained 

� �
222

0 0 0 min2[ ( 2 ) ( 2 ) ] ( ) ( )T ME z k Pz k k P= = � 4	 	 , 6
2

 (32) 

Let 1
0( ) ( )ik k� ��� 6 for 0 0( 1)k i k k i= =	 � + + 	 , it can be 

given as 

� �
22

0 0 0 min2[ ( ) ( ) ] ( ) ( )T i ME z k i Pz k i k P= = � 4	 	 , 6
2

  (33) 

By repeating this procedure, we can obviously obtain that 
( ) 0k� ) as k ) 3 , and 2lim [ ( ) ] 0

k
E z k

)3
) , which means the 

closed-loop system '  is mean square stable. 

IV. A NUMERICAL EXAMPLE 
In this section, a numerical example is given to show the 

effectiveness of the proposed method. Consider the following 
system 

 !

1.1 1
( 1) ( ) ( ) ( )

0.5 2:
( ) 1 0.2 ( )

x k x k k v k
P

y k x k

�
" � � � �

	 � 	. � � � �
� � � �#

. �$

                

where ( )k�  is a Bernoulli random variable with probability 
distribution given by 

� �
0.2, 0

Pr ( )
0.8, 1

i
k i

i
�

�"
� � # �$

                      

which means the packet-loss rate is 0.2. 

Obviously, the plant P is unstable as one of its eigenvalues 
is 1.1. And it is stabilizable as [ ] 2rank B AB � . Set the 
feedback gain [ 1.53 0.13]K � � . The dynamic quantizer is 
given as 

 !
 !

1.1 1.53 0.13
( 1) ( ) ( )

0.5 3.06 0.26

1
( ): 2

( ) ( 0.7857 0.0714 ( )

1.53 0.13 ( ))

k k x k

v kQ

v k q k

x k
�

( (

(

" �� � � �
	 � �. � � � ��� � � �.

. � �. 	 � �#
� �.

. � �

.

. 	 �$

         

whose parameters are determined by the plant P and the 
feedback gain K . 

The closed-loop system � can be expressed as 

 !
 !

0.43 0.13 0.7857 0.0714
3.06 0.76 1.5714 0.1429

( 1) ( )
0.3143 0.0714
1.5714 0.3571

2 1 2 ( ( ))
( 1) 1 0.2 0 0 ( )

T

z k z k

e z k
y k z k

� �
� �

� �

� � �� �
� �� � �� �	 �
� ��
� �

�� �

	

"
.
.
..
#
.
.
.
.$

2

	 �     
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We can find there is a positive definite matrix 

7.7602 -1.2269 2.1796 -0.4196
-1.2269 0.3699 -0.5016 0.1113
2.1796 -0.5016 9.8224 0.1117
-0.4196 0.1113 0.1117 0.5190

P

� �
� �
� ��
� �
� �
� �

                

satisfying (14), then the system is mean square stable under 
control law (7). 

The static quantizer is given by 

4 ( ), 3.95 ( )

( ) 4 ( ), 3.95 ( )

0.05 ( ), 3.95 ( )
( )

k if x k

q x k if x k

x k if x k
k

�

� �

� �

� �
�

"
-.

.

.� � + �#

.� �. 	 +� �.� �$

            

with 4M � and 0.1* � . 

Set 0.17 � , we can get 0.7497 16 � , . Let the initial state 
of the system be (0) [5 7 8 6]Tz � . Then the trajectories of 
state ( )z k are shown in Fig.3, where ( )z i  denotes the i -th 
component of ( )z k . It is clear that system (11) is mean square 
stable as ( ) 0z k )  when k ) 3 . 

 

Figure 3. Trajectories of state ( )z k  

V. CONCLUSION 
This paper has discussed the stability of the optimal 

dynamic quantizer system with packet loss subject to Bernoulli 
distribution. In order to make the quantizer more practical and 
have better performance, traditional optimal dynamic quantizer 
has been improved here by replacing its static part with another 
one which contains saturation value and scaling factor. The 
communication channel has been considered subject to packet 

loss from the quantizer to the plant input. Based on Lyapunov 
function approach, a sufficient condition for mean square 
stability of the closed-loop system has been given.  
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Abstract—This paper proposes a DSPF2812 based 32-
bit micro-controller is used to to generate PWM waveform
required to switch IPM DRIVE, by using fuzzy logic con-
troller to control dc motor fed by AC/DC (IPM) converter.
The fuzzy controller is designed in such a way that it can
be implemented in a micro-controller or DSP processor
based embedded system. The system designed consists of an
inner ON/OFF current controller and an outer fuzzy speed
controller. The fuzzy speed controller is used to change the
duty cycle of the(IPM) converter and thereby, the voltage
fed to the DC motor regulates its speed. The performance
in respect of load variation and speed change has been
reported. Simulations results are presented to demonstrate
the proposed performance and then, compared with the
reported results and found that the performance of fuzzy
based IPM DRIVE drive for DC motors is improved.

Index Terms—Fuzzy controller, DC motors, IPM DRIVE
converter, speed control.
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#��� ������ ���� �� ���� ������������ ���!� ��� ����!���
����� �!������ �� !����!��� ��� �� ����� �� ��� ���� ����
�` ����!� �!� !������ ������! ��� ������!� �` ����!�
�!� ����� � _�!� ������! ������ �� ��!������! �������������
<� �� ����� �� � ������� ����� �� ��� �������� �� ���
����!�� ����!� ��� !����!��� ��� ���� ������� ��_� #���
��_������ ��! �` ����!�� ��! �������� ��� �ª�� �«����¡��
<� ���_�������� ����!�� ��!������� ��!� ���� ��� �� ����
�!���� �� ���� �!!�������� ���� ���� ��!�����! �������
¬���� ��� ������ ��� ������������ �� ����� ����!����!� �� �
����������� ��� �������� ����� ��!������!��� ����! _�!����
���� ����������� ��!�����! �������� �#��!��� ����� ��
���!������

���� ��� �������!���� ��� !���!��� ��� ����!����� ���
����� �� ����! ��� #� � ������! $�` �� �` ���_�!��!^
��� ����!����� #� � ����� ����� ����!����!� <� ��� #���
!���!��� ���� ��� ����� ����� ����!����! ����!��� ��� ����
����� �� ��� ������!� ���!� #� ��� _������ ��� �� ���
����! ��! !��������� ��� ������ ��� ����!������� �����
��� ���!�_�� ��� ��!��!����� �_�! ?< ����!����!� <� ��
���� ���� ��� ����!����� ������� �� �!�_� ��_� ��� ���!����
��!��� ����� ������ ��� �������������

¬��������� ��� ¬�\�¦����� ���� ��_� �������!���� ���
�� ��!��� ����! �!�_� ��� #� � ������ ����� ����!�����
!������! $�` �� �` ���_�!��!^ ��� ����!����� #� �����
������ <� ��� #��� ��������� ���� ��� ����� ����� ����!����!
�!�_���� #����! ����!�� �_�! ��� ��������� ?< ����!����!
����� ��� ���!�_�� ��� ��!��!������ <� �� ���� !���!���
���� ��� �������� ���� ��� ������� �_�!����� ��� #�
!������� ��� �� ��� ����!��� ������������ �` �� �`
���_�!��! ��� �!�_� ���!������ �������� ��!����� !������
�� ��� �������
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���� ��� !���!��� ��� �� ��!��� ����! �!�_� ��� #� �
������ ����� �����#!���� ���_�!��! $�` �� �` ���_�!��!^
����!����� #� ����� ������ <� ��� #��� !���!��� ���� ���
����! ��!��!����� ��� ��������� ��! �����!��� ����!����!�
���� �������� ����� ����� ����� $�§�^� ?< ���� �����
����!����! $§?<^ ��� ��������� ?< ����!����!� ��� ����������
!����� ����� ���� ��� �§< �!�_���� ����!��! ��!��!�����
�_�! ����! ����!����!�� <� �� ����� �!�� ��� �������� ����
���� ��� ����� �!!�! ��� #��� ����� �� ����� ������ ���!�
�!� ���� ����!���� �����_������ �� ����� ����!����! ��!
������ ���� ����!�� �� �` �!�_� $���� ��! ������� ��ª��
��¡�^�

��� �!������ ������ ����� ��_�������� �� � �����
��! � �� ����! ��� #� �`©�` $<?\^ ���_�!��!� ��������
��� ����� ����� ����!����! ��� <?\ ��<£ $<?\ ����!
�������^� ��� ����� ����� #���� ����� ������� ��
�������� �_�� ����! ���� ��!��� �����!#������

��� ����! �� ��!����!�� �� �������� ������� << ����!�#��
��� ������������ ����� ��!�������� �� ��� �!������ �`
����!�� ����� ������� <<< �!������ ��� ������ �� §����
����� `���!�� � ������� <� ��_�� � ���������� !������ ���
����������� `��������� �� ��_�� �� ������� �

<<� \��¬£\��<`�� \��£� �§ �` \�����

��� ���� �� ��� ��_�������� �� ��� ������������
����� �� �� !����� ��� _������ ������� �� ��� �!����!�
�� ��� _������� �! �������� �� ��� ����!� ��� #������
��������� ��� #� ��_������ #� �������!��� ��� �����!����
��� ���������� ���!����!������ �� ��� ������� ������� ��
��� ���������� �� �������������� �!�#����� ����������
����������� ���� #� ����� ����� ����������� �!�¤

Assumption 2.1: ��� #!����� �!� ��!!��� ��� ������
������ �� �����!�

Assumption 2.2: ��� �!����!� �� ������� �� ��_� ��
������ �� ��� ����� ��!�������� ®�� #������ ��� �!����!��
��_� �� ��!���������! �� ��� ���� �����

Assumption 2.3: ��� ������� �� ��� �������� ����!�����
���� #� ��������� �����

��� �����!�� ��!���� �� ��� �!����!� ��� ��� �!�� #���
����!�� �� ��� !���! �!� ����� �� §����� ���!�
Vt � \���! ��!����� _������
Ra � �!����!� !���������
La� �!����!� ����������
J � \����� �� ���!���
B�§!������ ����������
Tl � ���� ��!���

ω �������! �����
θ�������! ������������
KT � ��!��� �������� ���
Kb� ���� ��� ���������
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§��� �¤ �` \���! £���_����� `�!�����

�� �������� ia� ω ��� θ �� ��� ����� _�!��#��� ��� Vt

�� ������ ��� ������ �� ������ �� #� ω� ��� ����� ���
������ ���!���� Ac� Bc ��� Cc �� �������

Ac =

⎡⎢⎣
−Ra

La

−Kb

La
0

KT

J
−B
J 0

0 1 0

⎤⎥⎦ , $�^

Bc =

⎡⎢⎣
1
La

0

0

⎤⎥⎦ , Cc =
[
0 1 0

]
, $�^

�� ��_� ��� ��������� ����� ����� ����!������ �� �`
����!� �������{

ẋt = Acxt +Bcut

yt = Ccxt

$�^

���!� ����� _�!��#��� �!�

x = [ia ω θ]T $ª^

�������� ���� ������ ���� ���� ���� Ts ������{
xk+1 = Axk +Buk

yk = Cxk

$«^

���!�

A = eAcTs , B =

∫ Ts

0

eAc(Ts−τ)Bcdτ, C = Cc $¨^

<<<� §�¯¯� ��°<` `������ $§�`^

§���� ����� ��� #���� ����!�� �� ��� �������� �!��
����� ������� ��� �!������ ������ �������� �� �` ����!�
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<?\ ��<£ $<?\ ����! �������^ ��! �!�_��� ��� ��
����!� � ����� ����!���!$������� ������!^ �� ���� ��
�����!� ��� ����� ��� ����� ���� ��! ����� ����#����
� ��?§�¢�� #���� ���#�� ���!�����!����! �� ���� �� ��
����!��� ?±\ ��_���!� !����!�� �� ������ <����������
?���! \����� $<?\^� ��!��� ��� ����!������� ������
§�!����� \����#©������� ����� �� ��� �` ����! ��� ���
<?\ �!�_� ����! ���_�!��! �� ��_������ ��� ����������
��� ����� ����� ����� ����!����! �� �������� #� ����� �����
����#��� ������� ��� ������ ���� ���!����� �� ����������
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§��� �¤ ����� ����!�� �� �!������ �������

Intelligent Power Module: <���������� ?���! \�����
$<?\^ �� ��_����� ��#!�� ����! ��_���� ���� ���#���
���� ������ ��� ���� <°��� ���� ��������� ���� �!�_�
��� �!�������� ��!����!�� ������ !����#����� �� ��!���! ���
������ #� ��� <?\�� �����!���� �_�! �����!���!� ���
����! _������ ���� ��� �!��������� `������� �������������
�����#��� <���������� ?���! \������ �!� �������� ��
!����� ������ ����� ����� ��� ����� <� ���� ����!� ��
��� �`©�` ���_�!��! #���� �� <���������� ?���! \�����
$<?\ ������� <��\�¡�?¨¡���^ �� �!�_�! �` ����!�
����_����� ��!���� �� ��� <?\ �� ����� �� §�����

��� �������� �� � ����� ����!����! �� �� ���_�!� ��������
��� ����!�� !���� #���� �� ����!� ��������� ���� ����!��
��!����� ����� ��� �������_� ��� �������� ����!�� �����
����� ����� ��� ���!��� �� � ���� �� ���� ���� ����!�����
���!����� �! ���������_� �������� ������ �!�#���� ��ª��
��¡�� ��� §�` �������� �� ������ ���! ������� ������
§������������ �����#���� <���!���� ������ ��� ���������
������� ��� ������� ������ ���� ����!����! �� ��!��!���
��! �!����� ����!�� ��! �` ����! #������ �� ��� ���������
���#�!���� �� ��� ������ _�!��#��� \�!��_�!� �� ��� #�
������ ����������� ��� ���#�! �� ������������ ��� #�

	
����

�	��������������

�	��������

�� �����

����

����

�
.

/

���� ���!

���� ���!

	
��

	
��

	
�!

	
��

§��� �¤ £���_����� ��!���� �� ��� <?\�

!������ ��� ��!�� ���� ���� ������������ ��� ������_�
���������� ����� ����� �� _�!� ���!����_� �� ����!�� �!�#�
����� ��!������!�� ��! ������� ��������! ������� �����
°���!�� ��!����!� �� ��� ����� ����!����! �� ����� �� §���
ª� ��� ��� �������� ����� ��_������ �� ��_�� �� §���«�
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§��� «¤ �������� ������ �� ��� ����� ����!����!�

A. Fuzzification

<� ���� ��!�� ��� ����! _�!��#��� �������!�� �!� �����
ω ��� ��!!��� ia� ��� ����� ω �� ��� ����!�� �# ���
�� §�`� ��� ωr ������ ��� !���!���� ������ ���� ���
���������� ��! �!!�! ek ��� ������ �� �!!�! Δek �!� ��_��
�� $²^ ��� $¢^�

ek = ωr,k − wk $²^

Δek = ek − ek−1 $¢^
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����£ <¤ ���� #���� �� ��� ������
�����`£

£ �� �� � ?� ?�

�� �� �� �� �� ¯
�� �� �� �� ¯ ?�
� �� �� ¯ ?� ?�
?� �� ¯ ?� ?� ?�
?� ¯ ?� ?� ?� ?�

§�_� ���������� _�!��#��� �!� ���� ��! ������������ ���
����� _�!��#�� ek ��� Δek �� �������� ������_� ���
(NB)� ������_� ����� (NS)� ¯�!� (Z)� ?�����_� �����
(PS) ��� ?�����_� ��� (PB)� <� ���� ��!� ���� �_�
���#�!���� ��������� �!� ���� ��! ��� ������ ���� �!!�! ���
������ �� �!!�!� <� �!��! �� !����� ��� ���#�! �� ���#�!�
���� �������� ��� ����� �� ��� ���#�!���� ��������� �!�
���� �����!���� ��� ���#�!���� �������� ����� ��! ���
�����! ���#�!���� ��������� �� �������!�� ��!!�� ���
���� ����!�� ����!�

B. defuzzification

����! ����� !�������� �� ��_� � ���������� ������
_�!��#�� ����� ����� �� #� �!�������� ���� � �!��� _�����
��� �# ����_� �� �� ��!�_� � ������ �!��� ����!�� _���� ����
#��� !��!������ ��� ����!!�� ����� _����� �� ��� ����������
������ _�!��#��� ��� ���������� _�!��#��� �!� ���_�!��� ��
�� � ����!���� _�!��#�� ����� ��� ���������� ������ �� ���
���� ����� dck� ��� ������ �� ���� ����� Δdck ��� #�
�#������ #� ������ ��� ��!_���� ���� ����� pdck ���� ���
���� ����� dck ����� �� ��_�� �� £��$³^�

Δdck = dck + pdck $³^

C. Rule table and Inference Engine

��� <���!���� \�������� �!�_���� ��� ���������
��! ��_����� �! !���!!��� �� ��� !��� #��� ���� ���� ���
���!��!���� !���� �!� �!��� ��� ����!�� !���� !������ �� ���
����� ������ �� ��� ����� ������ �!� ��!�_�� �!�� ����!��
��������� �� ��� ������ #���_��!� ���� ��� ��!�������
��� ����!������ ¬���_�!� ���� �� ��� ����!�� !���� �!�
��_������ ����� ´�!��� ��� �!!�!µ ������ ��ª�� ��� ����
�!�� !��� ��� #� �!����� �� ´<� e(k) �� X ��� Δe(k) ��
Y ���� Δdc(k) �� Zµ� ���!� X,Y ��� Z �!� ��� �����
_�!��#�� ��! e(k)� Δe(k) ��� Δdc(k) !�������_��� � ���
!��� ��#�� ��! ��� �������� ����� ����!����! �� ��_�� �� ���
��#�� < �����

� �"# � �"# � �"# ! !"# � �"# #
�
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§��� ¨¤ `����!����� #������ ��� �!������ ������ ���
����� ����!����! !���!���� ��ª� ��! ωr = 1800 !�� �

� �"# � �"# � �"# ! !"# � �"# #
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§��� ²¤ `�!!��� _�!������ ���� !������ �� ���� �

<� �<\����<�� ��� �<�`���<�� �§ �¬£ ?��?��£�

����£\

<� ���� �������� ��� �������_����� �� �!������ �����
��� #��� ��������� ����� \����#©�������� ����#��� ���
�������� ����� ����!����! $§`^ ��� �`©�` ���_�!��!
#���� �� <���������� ?���! \����� �� ������� ��� ����
������� !������ �� ��� �!������ ����� ����!����!$§`^ �!�
�����!�� ���� ����� ����!����! $§`^ ��ª�� §���¨ �����
��� �����!����� #������ ��� �!������ ������ ����� ����
�!����! ��� ����� ����!����! !���!���� ��ª� ��! ωr = 1800

!�� � ��� §���² �� ����� `�!!��� �!������ !������ ��
����� ±� ��� �#��!_�� ����� ��� ��!!��� _�!������ ��������
���� ��!������ ��� �� �` �� �` ���_�!��!� <� �!��! ��
���� ��� !�#������� �� ��� �!������ ������� ��!��!�����
�����!����� �� ��� �!������ ������ ���� !���!���� ����
��� !���!���� ��ª� ��! ��� ����� ωr = 1800 !�� �� �����
�� ��� ��#�� <<�

��� ��������� !����� �� ����� !��������� ��! � ����
������ �� ���� ��!��� �� «¡¶ ��� �¡¡¶ ������� ��
t = 2.5sec �!� ����� �� §��� ¢ ��� §��� ³ !�������_����
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§��� ��¤ `�!!��� _�!������ ��! ��� ���� ������ �� ����
��!��� (ΔTl = 5N.m) ������� �� �· ��« ��� ��!

ωr = 1800 !���

������ �� ���� ��!��� (ΔTl = 5N.M) ������� �� �· ��«
��� ��! ωr = 1800

� `��`���<��

���� ����! �������! ��� ����� ����� ����!����! ��! ����
�!�� �` ����!� <� ��� �!������ ������� ��� ����������
����� �� �` ����! �� ������� �� �_������ ��� ����� �����
����!����!� ��� � <?\ ��<£ $<?\ ����! �������^ ��
���� �� ��� �� ����! � ��� �������_� !������ ���� ���� ���

����£ <<<¤ `����!���� �� ��� �!������ ������ ����
!���!���� ���� ��� !���!���� ��ª� ����� ωr = 1800 !��

�� ΔTl = 5N.m ������� �� t = 2.5sec �
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��!��!����� �� �` ����! ����!����! ��� �#������ #����!
!������ #� ����� §���� ����� `���!����! ��� $<?\ ����!
�������^ ��� ��� �!������ ������� ��� �������� �����
����� ����!����! ���� �� ����������� �� � ���!������!����!�

�£§£�£�`£�

��� ¸� ¹��� °� §���� ¬� °��� ´§�����������#���� ��������� H∞
������ ������ ����#��� ����!����! ������ ��! �����!��� ��������!
��������µ <£££ �!�������� �� §���� �������� _��� �¢� ��� «�
³�³�³�ª� ���� �¡�¡�

��� ¸� ¹��� °� §���� ¬� °��� ´������!����� ������ ����#��� ����!��
�� �����!��� ��������! ������� ���� �������� ������ �!������¤ ��
� ����� ����� ����� #���� ���!�����µ <£££ �!�������� �� §����
�������� _��� �³� ��� ¨� �¡�ª��¡�¡� ���� �¡���

��� `�`� ���� ´§���� ����� �� ����!�� ������¤ §���� �����
`���!����!� ?�!�� < ��� <<�µ <£££ �!���� �� ������� \�� ���
`�#�!������� ��� �¡� ��� ª¡ª � ª�«��³³¡�

�ª� �� ¦��� ��� `� ����� ´� ����� ����!����! ���!�_��� � �����!
����� ��������� ����!����! ��! ����! �!�_���µ <£££ �!����������
�� §���� �������� ��� �� ��� � � ����³ª��¡�� �³³ª�

�«� \������� ¬�������� ?���! �����!����� ��!������ ��_���� ���
������������� �� �������� ?!�������¬���� �³³��

�¨� ?��������¦!���� £������� �� ����! £����!������ ����!� ���_�!����
?!���� �³³¢�

�²� ��`� ¸����� `���!�� ������ ������ £������� �� ?�#��������� ª�
ª��¡³� °�!�!�  ����� ������ ����!� ¬���!�#�� �¡¡¢�

�¢� ?!��� �!��<��� �!�´���� � `���!�� �� £����!���� �!�_��� ������!�
���������� ���_�!���� �!���������� <�������� ��! ���������
������� ��#������ ��� ±�!� �³³²�

�³� �� ��������� `���!�� ������� £������!��� ��� ������� ����!��
���� �� \��������� ��� \��������!� £������!���� ���_�!���� ��
�������� �¦ ����³¢³�

��¡� �� `���� ¬� ���� ��� `� ������ ´��#��� �!������ �����������
�� !�#�� ������� ��������� ����! ��������¤ � ������#���� ���
����� ���� ���!�����µ <£££ �!���������� �� §���� ��������
��� ¨� ��� ª � ���«�¢�««�� �³³¢�

���� ��������� ¦���!� �������_��� ¦�?!���� ´������ ��� ����������
�� ����� ����!����! ��! ������ ���� ����!�� �� ������! ��� ���
#����� �� �!�_���µ <£££ ����!�������� �����!����� ?�±£�`���
�������!�� �¡¡ª�

���� ¬��������� ��� ¬�\�¦����� ´� ����� ������#���� ����!�� ��
��!��� �` ����! �!�_���µ ?!��������� �� ��� <£££ <���!��������
��������� �� ��� �� <���� �¡��ª� ��� «�² ` «��� ¸���³³«�

���� ¬������´� ��������� ����� ����� ����!����! ��! �` ��!��� ����!
���� <��!�_� ��!��!������µ <£££ <���!�������� `����!���� ��
§���� ������� ?�� �«����«�¨� �¡¡��

��ª� ��°���� ��� ������!���� ´<������������� �� � §���� `���!����!
��! �`��` `��_�!��!� ����� �� <��������_� ¢���� ���!� ����
�!����!�µ <£££ �!���� �� <�����!��� £����!������ _��� ªª� ���«�
���¨¨��¨¨²� ����#�! �³³²�

��«� °���� ��� `�`����������� ´������ ��� �������������� ��
����� ����� ����!�� ����� ����!�� ������ ��! � ���_�!��! ��� �`
�!�_� ����� ¢¡³² ���!� ����!����!�µ <�<£� \����� �¡¡¡�

��¨� �������� ¬� §� \�����!� \� \� ¦������ �� �� ��� ���!��� �� \�
´� !�#��� ����#�� ����� ����� ����!�� ������ ��! ����� !���������
�� �` ��!��� ����! �!�_���µ £����!���� ��� `������! £������!����
`������� `����!����� ��� �� <���� «�¢� ��� �³¨ ` �³³� ��� �³³«�
��§�

��²� �� ��� `�`� ���� ´��_�������� �� ����� ����!����� ��! ��!_�
�������µ <£££ `���!�� ������ \�������� ��!��� �³¢³� �� ¨«����

��¢� ¬��� ��� `���� ��� ´������ ��� ������������� �� � �����������
����� ����!����! ��! �� ��!� �!�_��µ� <£££ <���!�������� `����!�
���� �� <���������� ?!�������� ������� �`���� ����#�! �³³²�

��³� �� �������� ��� \� �� `���� ´§���� ����� ���!�����!����! ���
������������ ��! �` ����! ����� ����!���µ �� <£££ <£`���³³�
��� ¸���� `�� �³³³�

��¡� ���� £� £������� ��� �� \� ��#!���� ´������_� §���� �����
`���!����!� ��! �` �!�_��¤ � ��!_�� �� ��� ����� �� ��� �!��µ
¸��!��� �� £����!���� �������� ��� ��¨��ª«� �¡¡¨�

���� ��£� §�����!��� ��� `��!��� �������� � ¸�� ��������! ¦��¦�
´£����!�� �������!�µ ���!� £������ ������ ����� �� ���!����
�³²��

���� �� §� ��� ��� `� `� ���� ´ ��_�������� �� ����� ����!����� ��!
��!_� ��������µ <£££ `���!�� ������� \���� _���³� ����� ���¨«�
²�� ��!� �³¢³�

���� �� �� ¯����� ��� ¸ �\� £������� ´�� ����� ����� ����!����!��µ
<££ <���!�������� `����!���� �� `���!��� ���³¨��³¨«� £���#�!��
�� ¦�� �³³��

��ª� ¬� §� �������� \� \� \�����!��� �� ¦������ ��� �� \� ���!���
´� !�#��� ����#�� ����� ����� ����!�� ������ ��! ����� !���������
�� �` ��!��� ����! �!�_���µ £����!���� ��� `������! £������!����
`������� `����!����� ��� �� <���� «�¢� ��� �³¨��³³� ��� �³³«�

��«� °� �������� °� §�!��!����� ��� �� °��������� ´� ����� ������ ��!
���#�� ������� ����� �_�������� �� �����!  ����� �� ��!���� �����
�����������µ <£££ �!�������� �� <�����!��� <���!������ _��� ²� ���
�� �����«���ª� §�#� �¡���

��¨� ¦� �� ���� \���� ��� �� ?�� ������� \��#�!� ´� ��#��� �����
������ ������ ��! ?<� ��� ?������ §���� `���!����!��µ <£££
�!���������� �� §���� �������� _��� ²� ��� �� ��� ���¨� §�#�
�³³³�

��²� ¬� �� ���� �� �� ������ ��� ±� ?�¬��� ´� ������� �����
���#�!���� ������ ��! � ����� ����� �` ����! ����!����!�µ <£££
<���!�������� `����!���� �� §���� ������� _��� �� <���� �«��¢�
��� ª�¨�ª�³ \�� �¡¡��

��¢� ����� <� `��� ´��_�������� �� � ��� ���!������� ��#!��
�������µ <�����!��� £����!����� �������� <£`��� �¡�� ������
`����!���� �� <£££ _��� �� ��� ��¢ª���¢³� �¡¡ª�

��³� ?����¯��� ���� `����§�� ¬�� ��� �������� ���� ´���� ��
§���� ����� `���!����! ������ ��! ���� �`��� ���_�!��!�� µ
?!��������� �� ��� <£££ <���!�������� `����!���� �� §����
�������� ��� �¨«� �²¡� �¡¡«�

��¡� ¸�#!� \� ��� `����!�� ¬����� ¸�!#� ¬������� ������  �!����
��� �����!� ´§���� ����� ��!�����! ���������� �� �� �����!����
�������µ �������� ������� ��� ��_����� <£££ ���� «�� <���!���
������ \�����`����!����� ��� ��¨� �¡¡¢�

���� �� �� ¯����� ´§���� �����µ <���!������ ��� `���!��� ��� ¢� ���
��¢��«�� �³¨«�

���� �� �� ¯����� ´§���� ����!������µ <���� ��� `���� ��� ��� ���
³ª��¡�� �³¨¢�

���� �� ������� ¦���!� � ������_�� ��� \� \�!���������� ´�
�������� §��!�����!��� `�����!���� £�#����� �` �!�_� �����
§���� `���!����!�µ <���! �������� ¸��!��� �� £����!�� ?���! `���
������� ��� �������� ��� �«� <���� ¢� ��� ³¡²�³�¡� ������ �¡¡²�

��ª� \� \�!��������� ��� \� \�������!��� ´\������� ��� ����
������� �� \������ §���� ����� `���!����! ��! �!���� �����
�� �` ����! �!�_���µ <£££ <���!�������� `����!���� �� `���
�!������������� `������������ ��� £��!�� �����!_������ ¸���
�¡¡³�
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New stability criteria for linear systems with time-varying interval delay

Jian Sun, Jie Chen, Member, IEEE, G.P. Liu, Fellow, IEEE,

Abstract— This paper is concerned with the problem of sta-
bility of systems with time-varying delay in a given interval. A
novel Lyapunov-Krasovskii functional is proposed to obtain new
stability conditions. Some triple integral terms are introduced
in the Lyapunov-Krasovskii functional and the information
on the lower bound on the delay are sufficiently used. New
delay-dependent stability criteria are derived using integral
inequalities and formulated in terms of linear matrix inequality
(LMI). Comparing numerical examples show that the proposed
criteria yield a larger upper bound on the delay for a given
lower bound on the delay than existing results.

I. INTRODUCTION

During the past few years, time-delay systems have been
an active research area. Much attention has been paid to
the stability and stabilization of time-delay systems. In a
practical system, time-delay often deteriorates the perfor-
mance of the system and even causes instability. Especially,
in networked control systems, there exist time-delays in
both the forward channel and the feedback channel, which
poses a negative effect on the stability and performance of
the systems and makes the systems difficult to analyze and
synthesize [1], [2], [3], [4], [5].

Stability criteria for time-delay systems in the literature
can be roughly classified into two categories. One is delay-
independent and the other is delay-dependent. Generally
speaking, delay-dependent stability conditions are less con-
servative than delay-independent ones. So, many researchers
specialize in developing less conservative stability criteria
for time-delay systems and some important results have been
obtained [6], [7], [8], [9], [10], [11], [12], [13], [14], [15],
[16]. Based on some model transformations, some stability
conditions for time-delay systems have been obtained in
[17], [18]. A descriptor system method was proposed in
[19], [20], [21] where a time-delay system is presented in
the form of a descriptor system. Combining the descriptor
system method with Park’s inequality [22] or Moon et. al’s
inequality [23] can yield much less conservative results.
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In order to further reduce the conservatism of stability
criteria, a free-weighting matrices method was proposed by
He et. al [24], [25], [26]. Some free-weighting matrices
are introduced by Leibniz–Newton formula to estimate the
upper bound of the derivative of the Lyapunov-Krasovskii
functional. Numerical examples illustrated that this method
can yield less conservative results than the descriptor system
method. In order to reduce the decision variables in the
stability criteria, Jensen’s inequality [27] was used to derive
stability results for time-delay systems. It has been proved
that results obtained by Jensen’s inequality are generally
equivalent to those obtained by descriptor system method
or free-weighting matrices method [28]. For the systems
with time-varying delay, [29], [30] reported that some useful
terms are ignored when estimating the upper bound of the
derivative of the Lyapunov functional, which can introduce
significant conservatism. Inspired by this observation, some
less conservative results were proposed in [29], [30], [31] by
taking into these useful terms account.

In the literature, the time-varying delay is often assumed
belong to a given interval, that is,

0 < h1 � d(t)� h2 (1)

However, the information on the lower bound of the delay
is not sufficiently used in the Lyapunov functional. For ex-
ample,

∫ t
t−h2

xT (s)Qx(s)ds and
∫ t

t−d(t) xT (s)Rx(s)ds are often
used as a part of the Lyapunov functional. The integral
upper limits of these terms are all t but not t − h1, which
may cause some conservatism just as proved in our previous
work [32]. Similarly, some double integral terms such as∫ −h1
−h2

∫ t
t+θ ẋT(s)Zẋ(s)dsdθ are often used as a part of the

Lyapunov functional. The inner integral upper limit is t
but not t − h1 which may also introduce some additional
conservatism. Observing this fact, a new Lyapunov func-
tional is proposed in this paper where the information on
the lower bound of the delay is sufficiently used, that is,
some terms like

∫ −h1
−h2

∫ t−h1
t+θ ẋT(s)Zẋ(s)dsdθ are used in the

Lyapunov functional. Furthermore, it has been shown in
[32] that introducing some triple-integral terms in Lyaounov
functional can significantly reduce the conservatism of the
obtained results. In this paper, a triple integral term like∫ −h1
−h2

∫ −h1
θ

∫ t−h1
t+λ ẋT(s)Rẋ(s)dsdλdθ is introduced in the Lya-

punov functional. It should be noted that the upper limits
of s, λ and θ are t − h1, −h1 and −h1, respectively. In
this paper, a novel Lyapunov-Krasovskii functional which
contains some new triple-integral terms and sufficiently uses
the information on the lower bound of the delay is proposed.
Some new delay-dependent stability criteria are obtained us-
ing some integral inequalities. Numerical examples illustrates
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that results in this paper are significant improvements over
existing ones.

Notations: Throughout this paper, the superscripts ‘-1’
and ‘T’ stand for the inverse and transpose of a matrix,
respectively; Rn denotes an n-dimensional Euclidean space;
R

m×nis the set of all m×n real matrices; P> 0 means that the
matrix P is symmetric positive definite; I is an appropriately
dimensional identity matrix.

II. PROBLEM FORMULATION AND
PRELIMINARIES

Consider the following linear system with time-varying
interval delay:

ẋ(t) = Ax(t)+A1x(t − τ(t)), t > 0
x(t) = φ(t), t ∈ [−τ2, 0] (2)

where x(t)∈Rn is the state vector; A∈Rn×n and A1 ∈Rn×n

are constant system matrices with appropriate dimensions;
The initial condition φ(t) is a continuously differentiable
vector-valued function; τ(t) is a time-varying differentiable
function and satisfies

0 < τ1 � τ(t)� τ2 (3)
τ̇(t)� μ (4)

where 0 < τ1 < τ2, and 0 � μ are constants.
Before moving on, the following integral inequalities are

introduced.
Lemma 1: [27], [32] For any constant matrix Z > 0 and

scalars τ2 > τ1 > 0 such that the following integrations are
well defined, then

(1)

−
∫ t−τ1

t−τ2

xT(s)Zx(s)ds

�−τ−1
12

∫ t−τ1

t−τ2

xT(s)dsZ
∫ t−τ1

t−τ2

x(s)ds

(2)

−
∫ −τ1

−τ2

∫ t−τ1

t+θ
xT(s)Zx(s)dsdθ

�−2τ−2
12

∫ −τ1

−τ2

∫ t−τ1

t+θ
xT(s)dsdθ Z

∫ −τ1

−τ2

∫ t−τ1

t+θ
x(s)dsdθ

where τ12 = τ2 − τ1.
The objective of this paper is to derive less conservative

delay-dependent stability conditions for system (2). Using
the obtained results, one can obtain a larger maximum upper
bound of the delay for a given lower bound of the delay.

III. MAIN RESULTS

In this section, some less conservative stability criteria
are developed. Before presenting the main results, we define
ξ (t) = col{x(t),x(t−τ(t)),x(t−τ1),x(t−τ2), ẋ(t−τ1), ẋ(t−
τ2),

∫ t
t−τ1

x(s)ds,
∫ t−τ1

t−τ(t) x(s)ds,
∫ t−τ(t)

t−τ2
x(s)ds}, and ei (i =

1,2, · · · ,9) are block entry matrices. For example, eT
7 =

[0 0 0 0 0 0 I 0 0].

Theorem 1: Given scalars 0 < τ1 < τ2, and 0 � μ , if
there exist matrices P = [Pi j]5×5 > 0, Q = [Qi j]2×2 > 0, X =
[Xi j]2×2 > 0, S > 0, Z j > 0, j = 1, · · · ,4, R1 > 0, and R2 > 0
with appropriate dimensions such that the following LMIs
hold, then system (2) with a time-varying delay satisfying
(3) and (4) is asymptotically stable.

Θ1 = ΦPϒT +ϒPΦT +Λ+ΓTY Γ+ΓTQT
12eT

1

+ e1Q12Γ− [
e4 e6

]
X
[

eT
4

eT
6

]
+
[

e3 e5
]
(X −Q)

[
eT

3
eT

5

]
− (e1 − e3)Z1(eT

1 − eT
3 )

−2(e2 − e4)Z2(eT
2 − eT

4 )− (e3 − e2)Z2(eT
3 − eT

2 )

− e8Z4eT
8 −2e9Z4eT

9 − (τ1e1 − e7)R1(τ1eT
1 − eT

7 )

− (τ12e3 − e8 − e9)R2(τ12eT
3 − eT

8 − eT
9 )< 0 (5)

Θ2 = ΦPϒT +ϒPΦT +Λ+ΓTY Γ+ΓTQT
12eT

1

+ e1Q12Γ− [
e4 e6

]
X
[

eT
4

eT
6

]
+

[
e3 e5

]
(X −Q)

[
eT

3
eT

5

]
− (e1 − e3)Z1(eT

1 − eT
3 )

− (e2 − e4)Z2(eT
2 − eT

4 )−2(e3 − e2)Z2(eT
3 − eT

2 )

−2e8Z4eT
8 − e9Z4eT

9 − (τ1e1 − e7)R1(τ1eT
1 − eT

7 )

− (τ12e3 − e8 − e9)R2(τ12eT
3 − eT

8 − eT
9 )< 0 (6)

where

Φ = [e1 e3 e4 e7 e8 + e9]

ϒ =
[
ΓT e5 e6 e1 − e3 e3 − e4

]
Λ = diag{Q11 + τ1Z3, − (1−μ)S, +S+ τ2

12Z4, 0

τ2
12Z2 +

τ4
12
4

R2, 0, −Z3, 0, 0}
Γ = [A A1 0 0 0 0 0 0 0]

Y = Q4 + τ2
1 Z1 +

τ4
1
4

R1

Proof: Choose a Lyapunov functional as follows:

V (xt) = ρT(t)Pρ(t)+
∫ t

t−τ1

ζ T(s)Qζ (s)ds

+
∫ t−τ1

t−τ2

ζ T(s)Xζ (s)ds

+
∫ t−τ1

t−τ(t)
xT(s)Sx(s)ds

+
∫ 0

−τ1

∫ t

t+θ
τ1ẋT(s)Z1ẋ(s)dsdθ

+
∫ −τ1

−τ2

∫ t−τ1

t+θ
τ12ẋT(s)Z2ẋ(s)dsdθ

+
∫ 0

−τ1

∫ t

t+θ
τ1xT(s)Z3x(s)dsdθ

+
∫ −τ1

−τ2

∫ t−τ1

t+θ
τ12xT(s)Z4x(s)dsdθ
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+
∫ 0

−τ1

∫ 0

θ

∫ t

t+λ

τ2
1
2

ẋT(s)R1ẋ(s)dsdλdθ

+
∫ −τ1

−τ2

∫ −τ1

θ

∫ t−τ1

t+λ

τ2
12
2

ẋT(s)R2ẋ(s)dsdλdθ (7)

where ρ(t) = col{x(t), x(t − τ1),x(t − τ2),
∫ t

t−τ1
x(s)ds,∫ t−τ1

t−τ2
x(s)ds}, ζ (s) = col{x(s), ẋ(s)}.

Taking the derivative of V (xt) along the trajectory of system
(2) yields

V̇ (xt) = 2ρT(t)Pρ̇(t)
+ζ T(t)Qζ (t)−ζ T(t − τ1)Qζ (t − τ1)

+ζ T(t − τ1)Xζ (t − τ1)−ζ T(t − τ2)Xζ (t − τ2)

+ xT(t − τ1)Sx(t − τ1)

− (1−μ)xT(t − τ(t))Sx(t − τ(t))

+ τ2
1 ẋT(t)Z1ẋ(t)− τ1

∫ t

t−τ1

ẋT(s)Z1ẋ(s)ds

+ τ2
12ẋT(t − τ1)Z2ẋ(t − τ1)

− τ12

∫ t−τ1

t−τ2

ẋT(s)Z2ẋ(s)ds

+ τ2
1 xT(t)Z1x(t)− τ1

∫ t

t−τ1

xT(s)Z3x(s)ds

+ τ2
12xT(t − τ1)Z4x(t − τ1)

− τ12

∫ t−τ1

t−τ2

xT(s)Z4x(s)ds

+
τ4

1
4

ẋT(t)R1ẋ(t)

− τ2
1
2

∫ 0

−τ1

∫ t

t+θ
ẋT(s)R1ẋ(s)dsdθ

+
τ4

12
4

ẋT(t − τ1)R2ẋ(t − τ1)

− τ2
12
2

∫ −τ1

−τ2

∫ t−τ1

t+θ
ẋT(s)R2ẋ(s)dsdθ (8)

Using Lemma 1, it can be obtained that

−τ1

∫ t

t−τ1

ẋT(s)Z1ẋ(s)ds

≤−ξ T(t)(e1 − e3)Z1(eT
1 − eT

3 )ξ (t) (9)

−τ1

∫ t

t−τ1

xT(s)Z3x(s)ds

≤−
∫ t

t−τ1

xT(s)dsZ3

∫ t

t−τ1

x(s)ds (10)

−τ2
1
2

∫ 0

−τ1

∫ t

t+θ
ẋT(s)R1ẋ(s)dsdθ

≤−ξ T(t)(τ1e1 − e7)R1(τ1eT
1 − eT

7 )ξ (t) (11)

−τ2
12
2

∫ −τ1

−τ2

∫ t−τ1

t+θ
ẋT(s)R2ẋ(s)dsdθ

≤−ξ T(t)(τ12e3 − e8 − e9)R2(τ12eT
3 − eT

8 − eT
9 )ξ (t)(12)

let α = (τ(t)−τ1)/τ12 and use the similar method as in [31]

−τ12

∫ t−τ1

t−τ2

ẋT(s)Z2ẋ(s)ds

=−τ12

∫ t−τ(t)

t−τ2

ẋT(s)Z2ẋ(s)ds

− τ12

∫ t−τ1

t−τ(t)
ẋT(s)Z2ẋ(s)ds

=−(τ2 − τ(t))
∫ t−τ(t)

t−τ2

ẋT(s)Z2ẋ(s)ds

− (τ(t)− τ1)
∫ t−τ(t)

t−τ2

ẋT(s)Z2ẋ(s)ds

− (τ(t)− τ1)
∫ t−τ1

t−τ(t)
ẋT(s)Z2ẋ(s)ds

− (τ2 − τ(t))
∫ t−τ1

t−τ(t)
ẋT(s)Z2ẋ(s)ds

≤−ξ T(t)(e2 − e4)Z2(eT
2 − eT

4 )ξ (t)
−ξ T(t)(e3 − e2)Z2(eT

3 − eT
2 )ξ (t)

−αξ T(t)(e2 − e4)Z2(eT
2 − eT

4 )ξ (t)
− (1−α)ξ T(t)(e3 − e2)Z2(eT

3 − eT
2 )ξ (t) (13)

Similarly,

−τ12

∫ t−τ1

t−τ2

xT(s)Z4x(s)ds

≤−ξ T(t)
[
eT

8 Z4e8 + eT
9 Z4e9

]
ξ (t)

−αξ T(t)eT
9 Z4e9ξ (t)

− (1−α)ξ T(t)eT
8 Z4e8ξ (t) (14)

From (8)-(14), one can obtain

V̇ (xt)� ξ T(t) [αΘ1 +(1−α)Θ2]ξ (t) (15)

Since 0 ≤ α ≤ 1, αΘ1 +(1−α)Θ2 is a convex combination
of Θ1 and Θ2. Therefore, αΘ1+(1−α)Θ2 < 0 is equivalent
to Θ1 < 0 and Θ2 < 0. If (5)-(6) are satisfied, then system
(2) is asymptotically stable.

Remark 1: A new kind of augmented Lyapunov function-
al is proposed in this paper to develop new delay-interval-
dependent stability criteria. Being distinguished from exist-
ing Lyapunov functionals, the one in this paper contains
some triple-integral terms which has been proved able to
reduce the conservatism of the obtained results effective-
ly. Furthermore, the information on the lower bound of
the delay is sufficiently used in the Lyapunov functional
by including the terms

∫ −τ1−τ2

∫ t−τ1
t+θ τ12ẋT(s)Z2ẋ(s)dsdθ and∫ −τ1−τ2

∫ −τ1
θ

∫ t−τ1
t+λ

τ2
12
2 ẋT(s)R2ẋ(s)dsdλdθ . It can be seen that

the integral upper limits of these terms are t −τ1 or −τ1. To
the best knowledge of the authors’, this kind of Lyapunov
functional has been never used in the literature. Numerical
examples will be given in the next section to show that such
a kind of Lyapunov functional can yield less conservative
results.

Remark 2: Using some integral inequalities and the idea
of the convex combination, new delay-interval-dependent
stability criteria are obtained without introducing any free-
weighting matrices. Therefore, the method proposed in this
paper may involve much less variables than the well-known
free-weighting matrices method and the descriptor system
method.
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In some circumstances, the information on the derivative
of the delay may not be always available or the delay is not
differentiable. For this case, the following corollary can be
derived from Theorem 1 by setting S = 0.

Corollary 1: Given scalars 0 < τ1 < τ2, and 0 � μ , if
there exist matrices P = [Pi j]5×5 > 0, Q = [Qi j]2×2 > 0,
X = [Xi j]2×2 > 0, Z j > 0, j = 1, · · · ,4, R1 > 0, and R2 > 0
with appropriate dimensions such that the following LMIs
hold, then system (2) with a time-varying delay satisfying
(3) is asymptotically stable.

Θ̂1 = ΦPϒT +ϒPΦT + Λ̂+ΓTY Γ+ΓTQT
12eT

1

+ e1Q12Γ− [
e4 e6

]
X
[

eT
4

eT
6

]
+
[

e3 e5
]
(X −Q)

[
eT

3
eT

5

]
− (e1 − e3)Z1(eT

1 − eT
3 )

−2(e2 − e4)Z2(eT
2 − eT

4 )− (e3 − e2)Z2(eT
3 − eT

2 )

− e8Z4eT
8 −2e9Z4eT

9 − (τ1e1 − e7)R1(τ1eT
1 − eT

7 )

− (τ12e3 − e8 − e9)R2(τ12eT
3 − eT

8 − eT
9 )< 0 (16)

Θ̂2 = ΦPϒT +ϒPΦT + Λ̂+ΓTY Γ+ΓTQT
12eT

1

+ e1Q12Γ− [
e4 e6

]
X
[

eT
4

eT
6

]
+

[
e3 e5

]
(X −Q)

[
eT

3
eT

5

]
− (e1 − e3)Z1(eT

1 − eT
3 )

− (e2 − e4)Z2(eT
2 − eT

4 )−2(e3 − e2)Z2(eT
3 − eT

2 )

−2e8Z4eT
8 − e9Z4eT

9 − (τ1e1 − e7)R1(τ1eT
1 − eT

7 )

− (τ12e3 − e8 − e9)R2(τ12eT
3 − eT

8 − eT
9 )< 0 (17)

where Φ, ϒ, Y and Γ are the same as those defined in
Therom 1, and Λ̂ = diag{Q11 + τ1Z3, 0, τ2

12Z4, 0, τ2
12Z2 +

τ4
12
4 R2, 0, −Z3, 0, 0}.

Remark 3: When there are norm-bounded uncertainties in
system (2), Theorem 1 and Corollary 1 can be extended to
deal with this case following a similar method as in [9], [23].

IV. NUMERICAL EXAMPLES

In this section, some numerical examples are given to show
the effectiveness of the proposed method, that is, the method
in this paper can yield less conservative results than exiting
ones.

Example 1: Consider the following system [30], [31] with

A =

[ −2 0
0 −0.9

]
, A1 =

[ −1 0
−1 −1

]
.

For various μ and unknown μ , the maximum upper bounds
of the delay (MUBDs), τ2, for given lower bound, τ1, are
listed in Table I and II along with those obtained in [31],
[32]. It is easy to see from Table I and II that our method
can give less conservative results than those obtained in [31],
[32].

TABLE I
MUBDS WITH GIVEN τ1 FOR DIFFERENT μ FOR EXAMPLE 1

τ1 Methods μ = 0.3 μ = 0.5 μ = 0.9
[31] 2.6972 2.5048 2.5048

2 [32] 3.0129 2.5663 2.5663
Theorem 1 3.0168 2.6116 2.6116
[31] 3.2591 3.2591 3.2591

3 [32] 3.3408 3.3408 3.3408
Theorem 1 3.3932 3.3932 3.3932
[31] 4.0744 4.0744 4.0744

4 [32] 4.1690 4.1690 4.1690
Theorem 1 4.2054 4.2054 4.2054
[31] — — —

5 [32] 5.0275 5.0275 5.0275
Theorem 1 5.0440 5.0440 5.0440

TABLE II
MUBDS FOR VARIOUS τ1 AND UNKNOWN μ FOR EXAMPLE 1

Methods τ1 2 3 4 5
[31] τ2 2.5048 3.2591 4.0744 —
[32] τ2 2.5663 3.3408 4.1690 5.0275
Corollary 1 τ2 2.6116 3.3932 4.2054 5.0440

Example 2: Consider the following system [30], [31] with

A =

[
0 1
−1 −2

]
, A1 =

[
0 0
−1 1

]
.

Given different lower bounds, our objective is to calculate
MUBDs which keep the above system asymptotically stable.
Table III lists the results for μ = 0.6 and Table IV lists results
for unknown μ comparing those obtained in [31], [32]. It can
be seen that the results obtained in this paper are better than
those in [31], [32].

Example 3: Consider the following system [29] with

A =

[ −0.5 −2
1 −1

]
, A1 =

[ −0.5 −1
0 0.6

]
.

For various μ , the MUBDs for given lower bound, τ1, are
listed in Table V. In Table V results in [31], [32] are also
listed. It is easy to see that our results are less conservative
than those in [31], [32].

V. CONCLUSIONS

In this paper, the problem of the stability of linear systems
with time-varying interval delays has been investigated.
New delay-interval-dependent criteria have been developed
by introducing a new Lyapunov-Krasovskii functional and

TABLE III
MUBDS FOR VARIOUS τ1 AND μ = 0.6 FOR EXAMPLE 2

Methods τ1 0.3 0.5 0.8 1
[31] τ2 1.0715 1.2191 1.4539 1.6169
[32] τ2 1.0717 1.2198 1.4558 1.6198
Theorem 1 τ2 1.0948 1.2588 1.5135 1.6867

TABLE IV
MUBDS FOR VARIOUS τ1 AND UNKNOWN μ FOR EXAMPLE 2

Methods τ1 1 2 3 4 5
[31] τ2 1.6169 2.4798 3.3894 4.3250 5.2773
[32] τ2 1.6198 2.4884 3.4030 4.3424 5.2970
Corollary 1 τ2 1.6867 2.5750 3.4878 4.4193 5.3654
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TABLE V
MUBDS WITH GIVEN τ1 FOR DIFFERENT μ FOR EXAMPLE 3

τ1 Methods μ = 0.2 μ = 0.5 μ = 0.7
[31] 1.3831 1.1000 0.9513

0.3 [32] 1.7022 1.3043 1.0713
Theorem 1 1.7856 1.3261 1.1333
[31] 1.3843 1.1000 1.0289

0.5 [32] 1.8580 1.3940 1.1780
Theorem 1 1.9808 1.4216 1.2326
[31] 1.3863 1.1117 1.1115

0.7 [32] 2.0148 1.4665 1.2898
Theorem 1 2.1623 1.4933 1.3365
[31] 1.3918 1.2493 1.2493

1 [32] 2.2024 1.5214 1.4743
Theorem 1 2.3897 1.5709 1.5383

using the integral inequality technique and the idea of the
convex combination. Due to the new construction of the
introduced Lyapunov-Krasovskii functional and the sufficient
use of the information on the delay interval, our results are
less conservative than the existing ones. Some numerical
examples have illustrated that the method proposed in this
paper is efficient.
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Abstract—This study presents a periodic disturbance rejection
method for a class of nonlinear systems with the input weighting
vector in the proportional nonlinear form. Especially, the periodic
disturbance does not match with the system input. A neural
network approximator is employed for the estimation of the ideal
feedforward control input that tackles the influence brought by
disturbances in closed-loop system. Moreover, The adaptive con-
trol techniques are applied to deal with nonlinear uncertainties
and unknown parameters in the system. The proposed control
design ensures the closed-loop convergence of the system, i.e. all
states converge to a small set around their equilibrium points. A
simulation example is included to support this control approach.

I. INTRODUCTION

Disturbance rejection of nonlinear systems is a widely
discussed issue in the recent decade. Many existing
disturbance rejection results are based on the internal model
principle. An internal model is constructed to generate a
desired feedforward input for the annihilation of disturbance.
For the disturbance signal generated by an unknown linear
exosystem, the global asymptotic stability of a disturbed
nonlinear system is achieved via state feedback with a state
observer and an internal model [1]. With an additional
filter design, this method is extended to a nonlinear system
whose nonlinear uncertainties and disturbance uncertainties
are tackled concurrently [2]. Generally, not all disturbance
signals are linear in practice. From this point of view,
periodic disturbances suppression is investigated. An adaptive
feedforward disturbance cancellation scheme is proposed for
the rejection of sinusoidal disturbances [3] [4]. In particular,
periodic disturbances generated by a nonlinear exosystem
are considered. The asymptotic tracking is achieved for
an output feedback nonlinear system via incorporating
filtered transformation, high gain control and saturation for
internal model design [5]. As a special case, the periodic
disturbance rejection problem is examined. The nonlinear
system disturbed by general periodic disturbances which are
half-period alternative is asymptotically suppressed. With
known wave profiles of disturbances, an estimate of the
feedforward control input is constructed by bringing in new
operations of a half-period integration and a delay operator
[6]. This method is extended to a nonlinear system with

unmatched disturbances in [7].

The aforemetioned publications focus on the reconstruction
of feedforward control input via internal model design.
In fact, the output of the exosystem is constrained by its
structures, i.e. not all periodic disturbances can be generated
by the exosystem. In terms of a general periodic disturbance
without dynamic limits, new approximation methods are
worth being investigated. As a hot topic, Neural Network
(NN) is exploited in many control design applications. It is
well-known that NN can be used to estimate any nonlinear
signals in a compact set. The theory about adaptive NN
approximator for the periodically disturbed nonlinear function
is established. With different selections of basis functions,
two types of three-layer NN approximator are included
as FSE-MNN-based approximator and FSE-RBFNN-based
approximator [8]. After that, A two-layer NN approximator
in [9] is introduced for output feedback stochastic nonlinear
stabilisation. Motivated by these NN approximator designs,
the two-layer approximator is used to estimate the feedforward
control input in [10].

Note that the aforementioned nonlinear system has a
constant input vector. Recently, disturbance suppression is
established for various types of nonlinear systems with time
varying weighting vector. Robust adaptive techniques are used
in output feedback control design for a disturbed nonlinear
system. It is notified that the system is in output feedback
form with time varying input and disturbance vectors. The
terminology of flat zone in a neighbourhood of the origin is
introduced such that output tracking error converges to the
flat zone under that control. It is also specified that, in this
case, the element in input vector is coupled with a nonlinear
function of output [11]. A novel asymptotic disturbance
rejection approach for unknown sinusoidal disturbances is
designed for nonlinear systems in output feedback form with
an input gain vector whose element is a function of the output
[12].

In this paper, a new disturbance rejection method is
introduced for a nonlinear system in output feedback form
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with an input vector with elements being a production of a
constant and a nonlinear function of output. This research is
still based on the existence of an invariant manifold which
has a zero output under an ideal feedforward control input.
To extract the zero dynamics of the system, a filter based
transformation is proposed as similar as in [5]. As matter of
fact that an NN can be used to estimate any nonlinear signals
in a prescribed compact set. Since the desired feedforward
control input is regarded as an unknown function of bounded
disturbance signal, an NN approximator is applied for
its estimation. In addition, a new unknown parameter is
introduced to compensate the closed-loop influence from
nonlinear uncertainties. Adaptive techniques are then applied
to estimate unknown parameters online. Finally, backstepping
control design based on the estimate of filters is carried
out. Lyapunov stability analysis is presented to confirm the
closed-loop stability. All states converge to a small area
around their equilibrium points. Compared with the existing
results, the information of disturbance are not necessarily
needed. Furthermore, the disturbance can be any type of
periodic signals.

The structure of this paper is organised as follows. The
problem description is presented in section II. Section III
introduces a filtered transformation and extracts system zero
dynamics. The NN approximator design is addressed in
section IV. Adaptive backstepping control design procedures
are presented in section V. Lyapunov stability analysis is then
followed to ensure the convergence of the closed-loop system
in section VI. A simulation example is included in section
VII to demonstrate a standard control approach. Finally,
section VIII concludes this paper.

II. PROBLEM STATEMENT

Consider SISO nonlinear systems which can be transformed
to the output feedback form as{

ẋ = Ax+φ(y)+bσ(y)u+dw
y = CT x (1)

with

A=

⎡⎢⎢⎢⎣
0 1 · · · 0
...

...
. . .

...
0 0 · · · 1
0 0 · · · 0

⎤⎥⎥⎥⎦, b=

⎡⎢⎢⎢⎢⎢⎢⎣

0
...

bρ
...

bn

⎤⎥⎥⎥⎥⎥⎥⎦, C =

⎡⎢⎣ 1
...
0

⎤⎥⎦,

and d = [d1, . . . ,dn]
T where state x = [x1, . . . ,xn]

T ,
output y ∈ R, input u ∈ R, smooth nonlinear function
φ(y) = [φ1(y), . . . ,φn(y)]T with φ(0) = 0, smooth function
σ(y) : R → R with σ(y) �= 0, w ∈ R is a bounded periodic
disturbance signal, bi �= 0 for i= ρ, . . . ,n, i.e. this system is a
relative degree ρ system.

The assumption below is necessary for this control design.

Assumption 2.1: The system is minimum phase, that is, the

zeros of polynomial B(s) =
n

∑
i=ρ

bisn−i have negative real parts.

The design objective of disturbance rejection problem is
described as: Find out a finite dimensional system{

μ̇ = ν(μ,y,u),μ ∈ R

u = ζ (μ,y) (2)

The closed-loop system is then stable under this controller.

III. FILTERED STATE TRANSFORMATION

For system (1) with relative degree ρ , a filter is introduced
as ⎧⎪⎨⎪⎩

ξ̇1 = −λ1ξ1+ξ2
...

ξ̇ρ−1 = −λρ−1ξρ−1+σ(y)u
(3)

where λi > 0 for i= 1, . . . ,ρ −1 are the designed parameters.
The filtered transformation is implemented by introducing

z̄= x− [ f̄1, . . . , f̄ρ−1]ξ (4)

where ξ ∈ R
ρ−1, f̄i ∈ R

n for i= 1, . . . ,ρ −1. The value of f̄i
is given recursively by{

f̄1 = b
f̄i = [A+λi+1I] f̄i+1 for i= 2, . . . ,ρ −1 (5)

with positive designed λρ . Then, the system (1) is transformed
to {

˙̄z = Az̄+φ(y)+dw+ f ξ1
y = CT z̄ (6)

where f = [ f1, . . . , fn]
T = [A+λ1I] f̄1. It is noted that f1 = bρ .

Further, it is observed

D(s) :=
n

∑
i=1

fisn−i =B(s)
ρ+1

∏
i=1
(s+λi) (7)

With Assumption 2.1, it implies that all zeros of D(s) are
located on the left half plane. ξ1 is considered as the input
of system (7), i.e. this system has relative degree 1. For
the convenience of analysing zero dynamics, another state
z̃ ∈ R

n−1 is brought in as

z= z̄2:n −
f2:n

f1
y (8)

(�)2:n stands for a new vector or matrix which is constructed
by the 2nd to nth raw of �.

The system dynamics with new coordinates is given
by {

ż = Dz+ψz(y)+dzw
ẏ = z1+ψy(y)+d1w+bρ ξ1

(9)
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with

D=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− f2

f1
1 . . . 0

...
...

. . .
...

− fn−1

f1
0 . . . 1

− fn

f1
0 . . . 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(10)

where D is the left companion matrix of f and

ψz(y) = D
f2:n

f1
y+φ2:n(y)−

f2:n

f1
φ1(y) (11)

ψy(y) =
f2

f1
y+φ1(y) (12)

dw = d2:n −
f2:n

bρ
d1 (13)

D is Hurwitz from equation (7). Thus, there exist positive
matrix Pz and Qz which satisfy

DT Pz+PzD=−Qz (14)

With the property of φ(y), It renders ψz(0) = 0 and ψy(0) = 0.

From Isidori’s output regulation theory [13], the existence of
a controlled invariant manifold is a necessary condition of
establishing a solution to nonlinear system output regulation
problem. From this point of view, the following assumption
is necessary.

Assumption 3.1: There exist an invariant manifold π(w) :
R→R

n−1 and a forwarding control input μ(w) : R→R such
that {

π̇ = Bπ+dzw
0 = π1+d1w+bρ μ (15)

Let z̃ denotes the error between z and π . The final model for
control design is obtained as⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

˙̃z = Dz̃+ψz(y)
ẏ = z̃1+ψy(y)+bρ (ξ1 −μ)
ξ̇1 = −λ1ξ1+ξ2

...
ξ̇ρ−1 = −λρ−1ξρ−1+σ(y)u

(16)

IV. NEURAL NETWORKS DISTURBANCE APPROXIMATOR

In the section, a Neural Networks approximator based on
the output y is introduced to approximate the desired input
μ(ω) on a compact set Ω [9].

μ =W T S(y)+δ (17)

where S(y) = [s1(y), . . . ,sl(y)]T : Ω → R
l is a known smooth

vector function with neural network node number l > 1. The
basis function is given by Gaussian function as

si(y) = exp
[
− (y−ai)

2

h2

]
, for i= 1, . . . , l (18)

with the centre ai ∈ Ω and the width h > 0. The desired
weighting vector W = [W1, . . . ,Wl ]

T is defined as

W := arg min
Ŵ∈Rl

{
sup
y∈Ω

|μ −Ŵ T S(y)|
}

Ŵ is the estimate of W , δ is the NN inherent approximation
error satisfying |δ | ≤ δ̄ , which is the minimum upper bound
of δ . It can be decreased by increasing the number of r and
l. The approximation of μ can be written as

μ̂ = Ŵ T S(y). (19)

V. ADAPTIVE BACKSTEPPING CONTROL DESIGN

In this control design, some designed parameters are intro-
duced. They satisfy

c0 >
1
2
+

b2
ρ

4
c1 > −1
ci > 0 for i= 2, . . . ,ρ −1
hi > 0

Define the desired value of ξi as ξ̂i for i = 1, . . . ,ρ − 2 with
error ξ̃i = ξi − ξ̂i. Therefore, from system (9), we have

ẏ= z̃1+ψy(y)+bρ(ξ̂1+ ξ̃1 −μ) (20)

The virtual control is designed as

ξ̂1 =
1

bρ
(−c0y−ψy(y))+Ŵ T S(y) (21)

Substituting equation (21) into (20), it gives

ẏ=−c0y+ z̃1+bρ ξ̃1 −bρW̃ T S(y)−bρ δ (22)

with the notation W̃ =W −Ŵ .

The backstepping technique is employed to search other
virtual controls step by step.

Step 1: When i= 1,
˙̃ξ1 = ξ̇1 − ˙̂ξ1

= −λ1ξ1+ξ2 −
∂ ξ̂1

∂Ŵ
˙̂W

−∂ ξ̂1

∂y

(
z̃1+ψy(y)+bρ (ξ1 −μ)

)
= −λ1ξ1+ ξ̃2+ ξ̂2 −

∂ ξ̂1

∂Ŵ
˙̂W

−∂ ξ̂1

∂y

(
z̃1+ψy(y)+bρ (ξ1 −μ)

)
(23)

Design ξ̂2 as

ξ̂2 = λ1ξ1 − c1ξ̃1 −h1

(
∂ ξ̂1

∂y

)2

ξ̃1+
∂ ξ̂1

∂Ŵ
˙̂W

+
∂ ξ̂1

∂y

(
ψy(y)+bρ

(
ξ1 −Ŵ T S(y)

))
(24)
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Step i: Introduce ξρ for the convenience of notation. Similarly,
virtual controls are obtained as:

ξ̂i = −ξ̃i−2+λi−1ξi−1 − ci−1ξ̃i−1

+
∂ ξ̂i−1

∂y

(
ψy(y)+bρ

(
ξ1 −Ŵ T S(y)

))
+

i−2

∑
i=1

∂ ξ̂i−1

∂ξi
ξ̇i −hi−1

(
∂ ξ̂i−1

∂y

)2

ξ̃i−1

+
∂ ξ̂i−1

∂Ŵ
˙̂W for i= 2, . . . ,ρ (25)

Finally, the control input u is designed as

u=
ξ̂ρ − Θ̂r(ξ̃ρ−1,y)

σ(y)
(26)

where Θ̂ is the estimate of Θ ∈R that is an unknown constant,
Smooth nonlinear function r(ξ̃ρ−1,y) is given by

r(ξ̃ρ−1,y) =
1

ξ̃ρ−1

(
‖ψz(y)‖2) (27)

where Θ and r(ξ̃ρ−1,y) are introduced for the sake of com-
pensating the closed-loop influence brought by the nonlinear
function ψz(y). The desired value of Θ is given by

Θ= β‖Pz‖2 (28)

where β is a positive constant satisfying inequality below

β (1−λmin)+
1
2
+

ρ−1

∑
i=1

1
4hi

< 0 (29)

where λmin denotes the minimum eigenvalue of positive
definite matrix Pz.

Estimates of unknown parameters Θ and W are generated by
following adaptive laws.

⎧⎪⎪⎪⎨⎪⎪⎪⎩
˙̂Θ = γθ

(
ξ̃ρ−1r(ξ̃ρ−1,y)−σθ Θ̂

)
˙̂W = −Γw

(
bρ yS(y)−

ρ−1

∑
i=1

bρ ξ̃i
∂ ξ̂i

∂y
S(y)+σwŴ

) (30)

where γθ ∈ R and Γw ∈ R
l are positive definite designed

adaptive gain matrix, σθ ∈ R and σw ∈ R are σ modification
gains which are selected to be small positive constants.

The dynamics of ξ̃ is given by⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

˙̃ξ1 = ξ̃2 − c1ξ̃1 −h1

(
∂ ξ̂1

∂y

)2

ξ̃1 −
∂ ξ̂1

∂y
z̃1

+bρ
∂ ξ̂1

∂y
W̃ T S(y)+bρ

∂ ξ̂1

∂y
δ

˙̃ξi = −ξ̃i−1+ ξ̃i+1 − ciξ̃i −hi

(
∂ ξ̂i

∂y

)2

ξ̃i

−∂ ξ̂i

∂y
z̃1+bρ

∂ ξ̂i

∂y
W̃ T S(y)+bρ

∂ ξ̂i

∂y
δ

for i= 2, . . . ,ρ −2

˙̃ξρ−1 = −ξ̃ρ−2 − cρ−1ξ̃ρ−1 −
∂ ξ̂ρ−1

∂y
z̃1

−hρ−1

(
∂ ξ̂ρ−1

∂y

)2

ξ̃ρ−1+bρ
∂ ξ̂ρ−1

∂y
δ

+bρ
∂ ξ̂ρ−1

∂y
W̃ T S(y)− Θ̂r(ξ̃ρ−1,y)

(31)

VI. STABILITY ANALYSIS

The stability analysis is based on Lyapunov stabilising
theory. The Lyapunov function candidate of this system is
chosen as

V =Vy+βVz+
ρ−1

∑
i=1

Vξi +Vw+Vθ (32)

with ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Vy =
1
2

y2

Vz = z̃T Pzz̃
ρ−1

∑
i=1

Vξi =
1
2

ρ−1

∑
i=1

ξ̃ 2
i

Vw =
1
2

W̃ T Γ−1
w W̃

Vθ =
1
2

γ−1
θ Θ̃2

(33)

with the notation Θ̃=Θ− Θ̂.

From equation (22), it shows

V̇y = yẏ

= −c0y2+ yz̃1+bρ yξ̃1 −bρ yW̃ T S(y)−bρ yδ

≤ −c0y2+
1
2

y2+
1
2
‖z̃‖2+

b2
ρ

4
y2+ ξ̃ 2

1

−bρ yW̃ T S(y)−bρ yδ

≤
(
−c0+

1
2
+

b2
ρ

4

)
y2+

1
2
‖z̃‖2+ ξ̃ 2

1

−bρ yW̃ T S(y)−bρ yδ (34)
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then from equation (9), it is obtained

V̇z = ˙̃zT Pzz̃+ z̃T Pz ˙̃z
= z̃T (DT Pz+PzD

)
z̃+2z̃T Pzψz(y)

≤ (1−λmin)‖z̃‖2+‖Pz‖2‖ψz(y)‖2 (35)

With dynamics of ξ̃i in equation (31), it is derived that

ρ−1

∑
i=1

V̇ξi = −
ρ−1

∑
i=1

⎛⎝ciξ̃ 2
i +hi

(
∂ ξ̂i

∂y

)2

ξ̃i+
∂ ξ̂i

∂y
z̃1

⎞⎠
+

ρ−1

∑
i=1

bρ ξ̃i
∂ ξ̂i

∂y
W̃ T S(y)+

ρ−1

∑
i=1

bρ ξ̃i
∂ ξ̂i

∂y
δ

−ξ̃ρ−1Θ̂r(ξ̃ρ−1,y)

≤ −
ρ−1

∑
i=1

(
ciξ̃ 2

i − 1
4hi

‖z̃‖2
)
+

ρ−1

∑
i=1

bρ ξ̃i
∂ ξ̂i

∂y
δ

+
ρ−1

∑
i=1

bρ ξ̃i
∂ ξ̂i

∂y
W̃ T S(y)− ξ̃ρ−1Θ̂r(ξ̃ρ−1,y)(36)

Further, from equation (30), we have

V̇w = −W̃ T Γ−1
w

˙̂W

= bρ yW̃ T S(y)−
ρ−1

∑
i=1

bρ ξ̃i
∂ ξ̂i

∂y
W̃ T S(y)+σwW̃ TŴ(37)

V̇θ = −γ−1
θ Θ̃ ˙̂Θ

= −ξ̃ρ−1Θ̃r(ξ̃ρ−1,y)+σθ Θ̃Θ̂ (38)

Therefore

V̇ ≤
(
−c0+

1
2
+

b2
ρ

4

)
y2 − (c1+1)ξ̃ 2

1 −
ρ−1

∑
i=2

ciξ̃ 2
i

+

(
β (1−λmin)+

1
2
+

ρ−1

∑
i=1

1
4hi

)
‖z̃‖2

+β‖Pz‖2‖ψz(y)‖2 − ξ̃ρ−1Θr(ξ̃ρ−1,y)

+σwW̃ TŴ +σθ Θ̃Θ̂−bρ yδ +
ρ−1

∑
i=1

bρ ξ̃i
∂ ξ̂i

∂y
δ

≤ 2

(
−c0+

1
2
+

b2
ρ

4

)
Vy −2(c1+1)Vξ1

(39)

+

(
β (1−λmin)+

1
2
+

ρ−1

∑
i=1

1
4hi

)
Vz

λp

−
ρ−1

∑
i=2

2ciVξi −σwΓwVw −σθ γθVθ +
σw

2
‖W‖2

+
σθ
2
‖Θ‖2 −bρ yδ +

ρ−1

∑
i=1

bρ ξ̃i
∂ ξ̂i

∂y
δ (40)

Note that the derivative of V is in a form of V̇ = −ζV +η
where ζ > 0, and η is bounded. The system converges to a
small region around its equilibrium points when time t tends
to infinity.
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Fig. 1: The simulation result
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Fig. 2: An enlargement of Figure 1

VII. SIMULATION STUDY

Consider a three order disturbed nonlinear system as⎧⎨⎩
ẋ1 = x2+ y2

ẋ2 = x3+ y3+2w+(|y|+0.1)u
ẋ3 = 3w+(|y|+0.1)u

The filter is selected as

ξ̇ =−ξ +(|y|+0.1)u

with the virtual control given by

ξ̂ =−3y−2y− y2+W T S(y)

It is easy to find

D=
[

−2 1
−1 0

]
Adaptive laws are designed as⎧⎪⎨⎪⎩

˙̂W = −Γw(yS(y)− ξ̃
∂ ξ̂
y

S(y)+σWW )

˙̂Θ = γθ
(
(−3y+ y3 −2y2)2+(−2y− y2)2 −σθ Θ

)
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with adaptive gains Γw = 100I, γθ = 100, and σ -modification
gains σW = 0.00001, σθ = 0.00003. Following our backstep-
ping design procedure, the control input u is designed as

u =
1

|y|+0.1

⎛⎝ξ − ξ̃ −
(

∂ ξ̂1

∂y

)2

ξ̃ +
∂ ξ̂
∂Ŵ

˙̂W

⎞⎠
+

1
|y|+0.1

∂ ξ̂
∂y
(2y+ y2+ξ −Ŵ T S(y))

− 1
|y|+0.1

Θ̂
ξ̃

(
(−3y+ y3 −2y2)2+(−2y− y2)2

)
where

∂ ξ̂1

∂y
= − 1

5+2y
+W T S′(y)

∂ ξ̂
∂Ŵ

= ST (y)

The simulation result is illustrated in Fig. 1 and Fig. 2. Fig.
2 shows the steady state of systems. It can be observed that
all states are going to be stable. The first subfigure illustrates
the norm of adaptive parameters, the second subfigure presents
the system control input which has a little transient attenuation
that is caused by the small NN approximation error, the third
subfigure shows the convergence of output (|y|< 0.0001) and
NN approximation error (|ξ̃ | < 0.002), to the end, it is also
observed that the NN approximator works well from last
subfigure.

VIII. CONCLUSIONS

In this paper, disturbance rejection is achieved for a peri-
odically disturbed nonlinear system in output feedback form
with time varying input weighting vector. NN is applied to
approximate the feedforward control input μ . Compared with
the results in [7], it is noticed the control design method
is in the same way with different disturbance approximation
methods. The proposed NN method estimates the feedforward
control input without any pre-known information. While in
[7], the wave profile of the disturbance signal is assumed to
be half-period alternative. The disturbance period is known
for the regeneration of the real amplitude and phase shift.
Nevertheless, the method in [7] has a quick and nice time
response. Generally, it is not easy to have the period of the
disturbance in the real practice. The NN approximation method
is a good choice when the information of disturbance signals
are not enough.
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Abstract—Alternative parameterisations have been shown to
improve the feasible region for a predictive control law when
the number of degrees of freedom is limited. One question
yet to be resolved is: which alternative parameterisation is
best for a particular problem and what choice of parameter(s)
within each parameterisation will lead to an improved feasible
region with good performance? This paper tackles this question
and demonstrates two systematic approaches to select the best
alternative parameterisations. These approaches are based on
multiobjective optimisation and a pragmatic selection. Numerical
examples demonstrate the efficacy of both methods.
Keywords: Alternative parameterisation, Feasibility, multiobjec-
tive optimisation.

I. INTRODUCTION

Model Based Predictive Control (MPC) or receding horizon
control (RHC) or embedded optimisation or moving horizon or
predictive control [2], [3], [1], is the general name for different
computer control algorithms that use past information of the
inputs and outputs and a mathematical model of the plant to
optimise predicted future behaviour. MPC has been developed
widely both in the process industry and control research
community and has reached a high degree of maturity in its
linear variant. Currently MPC research focuses on stochastic
and nonlinear scenarios, robustness and fast optimisation or
related computational aspects.

All algorithms to some extent form a trade-off between
feasibility, optimality and inexpensive optimisation, but may
not have systematic tools for doing this trade-off. The success
of earlier industrial heuristic MPC algorithms motivated the
research community to develop several algorithms with im-
proved performance and feasibility. There are several success-
ful theoretical approaches but few of them are exploited com-
mercially for real-time implementation. One important issue
for real-time implementation is the ability to do a systematic
trade-off between feasibility, performance and computational
burden when choosing from currently available algorithms.
In recent years many authors have focussed on parametric
solutions [5] or efficient implementations of online optimisers
(e.g. for quadratic programming). However, this paper will
follow a different route and consider the underlying structure
of the MPC algorithm. Specifically, this paper proposes a sys-
tematic selection of an alternative parameterisation to enlarge
the feasible region without too much detriment to performance
(or optimality) and the computational burden.

In an MPC problem formulation, stability can be ensured
using dual mode prediction by including a terminal constraint
at the expense of the computational load [16]. In dual mode
prediction, different formulations of the degrees of freedom
(d.o.f.) or decision variables have been utilized using interpola-
tion techniques [8] to enlarge feasible region without detriment
to performance. There are different variants of interpolation,
however, these methods are limited to small dimensional
systems. Another approach in the literature is a concept of
triple mode control [6], [7]; the triple mode strategy introduces
an extra mode which may reduce t he online computational
burden with good performance and feasibility. However, in
this strategy, the challenge is to find a suitable linear time
varying (LTV) control law which enlarge feasible region with
improved performance. One pragmatic solution to finding this
law is tackled in [12] which used Laguerre parameterisations.
However, this paper does not pursue Triple mode approaches
as the offline complexity and decision making is substantially
increased as compared to dual mode approaches.

More recently, alternative parameterisation based on La-
guerre [17] and Kautz functions have been proposed to sim-
plify the trade-off without increasing computational burden
within dual mode prediction paradigm [9], [10], [11]. The
main idea is to form the degrees of freedom in the predictions
as a combination of either Laguerre or Kautz functions. These
functions have proven to be a very effective for improving
the volume of the feasible region with a limited number
of d.o.f. These alternative parameterisations are generalised
using orthonormal basis functions with Laguerre and Kautz
functions as special cases [13].

The key question left to be resolved is, what is the best
prediction dynamics to assume for predicted inputs, that is the
d.o.f., to allow for a large feasible region without detriment
to the closed loop performance and computational burden? In
[15], different ways of parameterising the d.o.f. were inves-
tigated and a mechanism based on a Monte Carlo approach
to define the best parameterisation using optimal sequences
for numerous search directions was considered. However, a
systematic choice for the underlying dynamics remains an
open question. This paper focuses on systematic approaches to
identify the best parameterisation dynamics using: (i) a multi-
objective optimisation and (ii) a pragmatic choice.

This paper assumes that Laguerre, Kautz and Generalised
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parameterisation are able to achieve large feasible regions
while maintaining local optimality and a relatively low com-
putational complexity [9], [10], [11], [12], [13], [14] and
extends the earlier studies in [11], [13] in order to identify
a systematic selection of the best parameterisation dynamics.
Section II will give the necessary background about an optimal
MPC, Laguerre MPC, generalised parameterisation for optimal
MPC. Section III discusses two proposed schemes to identify
the best parameterisation dynamics based on a muti-objective
optimisation and a pragmatic approach. Numerical examples
are presented in section IV and paper finishes with conclusions
and future work in section V.

II. BACKGROUND

This section will summarise the background information
related to nominal dual-mode MPC and the use of alternative
parameterisations within MPC.

A. Problem formulation for MPC

Assume a discrete time linear time invariant (LTI) state
space model of the form

𝑥𝑘+1 = 𝐴𝑥𝑘 +𝐵𝑢𝑘 (1)

where 𝑥𝑘 ∈ 𝑅𝑛𝑥 and 𝑢𝑘 ∈ 𝑅𝑛𝑢 which are the state vectors and
the plant input respectively. Assume that the states and inputs
at all time instants should fulfill the following constraints:

𝑢 ≤ 𝑢𝑘 ≤ 𝑢; Δ𝑢 ≤ Δ𝑢𝑘 ≤ Δ𝑢; 𝑥 ≤ 𝑥𝑘 ≤ 𝑥 (2)

B. Nominal MPC algorithm

In dual-mode MPC it is assumed that one has total freedom
in the choice of the input signal 𝑢𝑘 up to horizon 𝑛𝑐 subject
to constraints. Beyond horizon 𝑛𝑐, a terminal control law with
an asymptotic stabilising optimal feedback gain 𝐾 is assumed.
The ‘predicted’ control law [3], [16] takes the form

𝑢𝑘 = −𝐾𝑥𝑘 + 𝑐𝑘, 𝑘 = 0, ..., 𝑛𝑐 − 1,
𝑢𝑘 = −𝐾𝑥𝑘, 𝑘 ≥ 𝑛𝑐, (3)

where only first control move is ever implemented, 𝑐𝑘 are
degrees of freedom (d.o.f.) available for constrained handling.
The terminal control law defines an invariant set 𝜒0 for state
vector 𝑥𝑘 [8]. This invariant set is also known as maximum
admissible set (MAS) which satisfies all polytopic constraints
with recursive use of the terminal control law 𝑢𝑘 = −𝐾𝑥𝑘 ∈
𝜒0. The MAS is defined as:

𝜒0 = {𝑥0 ∈ 𝑅𝑛𝑥 : 𝑥 ≤ 𝑥𝑘 ≤ 𝑥, 𝑢 ≤ −𝐾𝑥𝑘 ≤ 𝑢,

𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) +𝐵𝑢(𝑘), ∀𝑘 ≥ 0} (4)

In compact form defined as 𝜒0 = {𝑥𝑘 : 𝑀𝑥𝑘 ≤ 𝑏} for
suitable 𝑀 and 𝑏. Performance, either predicted or actual, will
be assessed by the cost

𝐽 =
∞∑
𝑘=0

𝑥𝑇𝑘𝑄𝑥𝑘 + 𝑢
𝑇
𝑘𝑅𝑢𝑘 (5)

Substituting the nominal model and predicted control values
(3) into (5) and ignoring terms that do not depend upon the

d.o.f., one finds from [3] that the optimisation problem in (5)
can be reformulated as:

min
𝐶

𝐽𝑐 = 𝐶𝑇𝑆𝐶 𝑠.𝑡. 𝑀𝑥𝑘 +𝑁𝐶 ≤ 𝑏; (6)

where 𝐶 = [𝑐𝑇𝑘 , . . . , 𝑐
𝑇
𝑘+𝑛𝑐−1]. Details are in the literature [2],

[3], [4]. The maximal control admissible set (MCAS) 𝜒𝑐, the
feasible set for optimal control problem in (6) that satisfies all
polytopic constraints, is defined as:

𝜒𝑐 = {𝑥𝑘 : ∃𝐶,𝑀𝑥𝑘 +𝑁𝐶 ≤ 𝑏} (7)

The optimal MPC (OMPC) algorithm with guarantees of
recursive feasibility and convergence, for the nominal case
is given by solving QP optimisation (6) at every sampling
instance then implementing the first component of 𝐶, that is
𝑐𝑘 in the control law of (3). The algorithm is formulated as:

Algorithm 2.1: OMPC [16], [3]

𝑐∗𝑘 = 𝑎𝑟𝑔 min
𝑐𝑘

𝐽𝑐 𝑠.𝑡. 𝑀𝑥𝑘 +𝑁𝑐𝑘 ≤ 𝑏;

Implement 𝑢𝑘 = −𝐾𝑥𝑘 + 𝑒𝑇1 𝑐
∗
𝑘 where 𝑒𝑇1 = [𝐼, 0, . . . , 0].

When the initial states 𝑥𝑘 ∈ 𝜒0 then the optimising 𝑐∗𝑘 is zero
so the terminal control law 𝑢𝑘 = −𝐾𝑥𝑘 is implemented.

Remark 2.1: There is a well understood set of potentially
conflicting objectives using OMPC e.g. between the desire for
good performance and large feasible regions with the equally
important desire to keep the number of d.o.f. small. In order for
OMPC to obtain a large feasible region and good performance,
a large number of d.o.f. or 𝑛𝑐 is required.

C. Generalised parameterisation for Optimal MPC

Alternative parameterisation techniques for the d.o.f. in
the future control values have been developed to improve
the feasible region in nominal case. Laguerre, Kautz and
generalised parameterisations have been proposed in [9], [11],
[13] as an effective alternative to the standard basis set. This
section will summarise Generalised optimal MPC.

1) Generalised functions: The generalised parameterisation
[13] is defined using a higher order network such as:

𝒢𝑖(𝑧) = 𝒢𝑖−1(𝑧)
(𝑧−1 − 𝑎1) . . . (𝑧

−1 − 𝑎𝑛)

(1− 𝑎1𝑧−1) . . . (1− 𝑎𝑛𝑧−1)
; (8)

0 ≤ 𝑎𝑘 < 1, 𝑘 = 1 . . . 𝑛

With 𝒢1(𝑧) =

√
(1−𝑎2

1)...(1−𝑎2
𝑛)

(1−𝑎1𝑧−1)...(1−𝑎𝑛𝑧−1) . The generalised function
with 𝑎𝑘, ∀𝑘 = 1, . . . , 𝑛 gives [13]

𝐿𝑎𝑔𝑢𝑒𝑟𝑟𝑒 : 𝒢𝑖 = ℒ𝑖, 𝑖𝑓 𝑎𝑘 = [𝑎]

𝐾𝑎𝑢𝑡𝑧 : 𝒢𝑖 = 𝒦𝑖, 𝑖𝑓 𝑎𝑘 = [𝑎, 𝑏]. (9)

The Laguerre function is a special case of a generalised
function and may be computed using the following state-space
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dynamics model:

𝒢(𝑘 + 1) =

⎛⎜⎜⎜⎝
𝑎 0 0 0 . . .
𝛽 𝑎 0 0 . . .

−𝑎𝛽 𝛽 𝑎 0 . . .
...

...
...

...
. . .

⎞⎟⎟⎟⎠
︸ ︷︷ ︸

𝐴𝐺

𝒢(𝑘); (10)

𝒢(0) =
√
1− 𝑎2[1,−𝑎, 𝑎2, . . . ]𝑇 ; 𝛽 = 1− 𝑎2

2) GOMPC: generalised functions and MPC: The predic-
tions using d.o.f. based on generalised functions [13] are:

𝐶 =

⎛⎜⎜⎜⎜⎝
𝑐𝑘
...

𝑐𝑘+𝑛𝑐−1

...

⎞⎟⎟⎟⎟⎠ =

⎛⎜⎝𝒢(0)𝑇
𝒢(1)𝑇

...

⎞⎟⎠ 𝜌 = 𝐻𝐺𝜌 (11)

where 𝜌 is the 𝑛𝐺 dimension decision variable when one
uses the first 𝑛𝐺 column of 𝐻𝐺. The only difference between
Laguerre MPC and Kautz or generalised MPC is that of 𝐻𝐺

matrix. For further details readers are referred to [11] and [13].
Algorithm 2.2: GOMPC

𝜌∗ = 𝑎𝑟𝑔 min
𝜌

𝜌𝑇 [

∞∑
𝑖=0

𝐴𝑖
𝐺𝒢(0)𝑆𝒢(0)𝑇 (𝐴𝑖

𝐺)
𝑇 ]𝜌

𝑠.𝑡. 𝑀𝑥𝑘 +𝑁𝐻𝐺 𝜌 ≤ 𝑏 (12)

Define 𝑐∗𝑘 = 𝐻𝐺𝜌
∗
𝑘 and implement 𝑢𝑘 = −𝐾𝑥𝑘 + 𝑒𝑇𝑖 𝑐∗𝑘.

where 𝑒𝑇𝑖 is the 𝑖-th standard basis vector.
Remark 2.2: It is straightforward to show, with conven-

tional arguments, that all algorithms (i.e. LOMPC, KOMPC,
GOMPC) using terminal constraints within MPC problem for-
mulation provides recursive feasibility and Lyapunov stability.

III. BEST ALTERNATIVE PARAMETERISATION SELECTION

In generalised parameterisation there are two clear choices
within the future input predictions. First one can choose the
order of the dynamics, that is the number of poles 𝑎𝑖 in 𝐺𝑖(𝑧),
and second is the parameter selection(s), that is the actual
values of 𝑎𝑖. This section discusses the systematic selection
of the parameterisation dynamics by asking what impact this
choice has on feasibility and performance?

A. The best choice for order of the prediction dynamics

The prediction dynamics for the 3rd order prediction dy-
namics from (8) (which can easily be extended to 𝑛𝑡ℎ order)
can be defined as:

𝒢(𝑘 + 1) =

⎛⎜⎜⎜⎜⎜⎝
𝑏 0 0 . . .
𝑏 𝑐 0 . . .

−𝑎𝑏 (1− 𝑎𝑐) 𝑎 . . .
𝑎𝑏2 −𝑏(1− 𝑎𝑐) (1− 𝑎𝑐) . . .

...
...

...
. . .

⎞⎟⎟⎟⎟⎟⎠
︸ ︷︷ ︸

𝐴𝐺

𝒢(𝑘)

𝒢(0) = 𝛾[1, 1, 1,−𝑎, 𝑎𝑏,−𝑎𝑏𝑐, 𝑎2𝑏𝑐, . . . ]𝑇 , (13)

𝛾 =
√
(1− 𝑎2)(1− 𝑏2)(1− 𝑐2),

The dynamic structure of the prediction in (13) is quite generic
with distinct eigenvalues. To fulfill the algebraic relations
in (11), 𝐴𝐺 used in (13) must be a square matrix with a
maximum number of dimensions the same as 𝑛𝑐. Moreover
a key observation from the prediction matrix structure is that
𝑑𝑖𝑚(𝐴𝐺) = 𝑛𝑐 is an upper bound on dynamic dimensions. In
fact, one could select 𝑑𝑖𝑚(𝐴𝐺) ≤ 𝑛𝑐.

B. Multiobjective solution to select best parameterisation

The main objective of this paper is to formulate a system-
atic method for handling the compromise between feasibility,
performance and computational burden. This section shows
how one can produce trade-off curves between feasible volume
𝑣, performance loss 𝛽 and computational burden (implicitly
linked to 𝑛𝑐) of the parameterised MPC problem. Such trade-
off curves allow us to formulate a multi-objective optimi-
sation problem as a function of parameterisation parameters
𝛼 = [𝑎1, . . . , 𝑎𝑚] ∈ (0, 1)𝑚:

𝐽(𝑛𝑐, 𝑛) := min
𝛼
𝛽,max

𝛼
𝑣

𝑠.𝑡. 𝑀𝑥+𝑁𝐻𝜌 ≤ 𝑏,

𝑣 =
𝑣𝑜𝑙(𝑃𝐻)

𝑣𝑜𝑙(𝑃𝑜𝑝𝑡)
,

𝛽 =
1

𝑛

∑ 𝐽𝐻(𝑥)− 𝐽𝑜𝑝𝑡(𝑥)

𝐽𝑜𝑝𝑡(𝑥)
, (14)

𝛼 = [𝑎1, . . . , 𝑎𝑚], 0 < 𝑎𝑖 < 1, 𝑚 ≤ 𝑛𝑐,

𝒢(𝑘 + 1) = 𝐴𝐺𝒢(𝑘),
𝐻 =

(𝒢𝑇 (0) 𝒢𝑇 (1) . . .
)𝑇
,

where 𝑃𝑜𝑝𝑡 := {(𝑥, 𝑐)∣𝑀𝑥 + 𝑁𝑐 ≤ 𝑏} represents the MCAS
with 𝑛𝑐 = 20 (used as an approximate for the global maximum
MCAS) for comparison, 𝑃𝐻 = {(𝑥, 𝜌)∣𝑀𝑥 + 𝑁𝐻𝜌 ≤ 𝑏} is
the polytope sliced by the matrix 𝐻 , 𝑣𝑜𝑙(.) is the volume,
𝐽𝑜𝑝𝑡(𝑥) = 𝑎𝑣𝑔. {𝐽𝑐(𝑥, 𝑐)∣(𝑥, 𝑐) ∈ 𝑃𝑜𝑝𝑡} and 𝐽𝐻(𝑥) =
𝑎𝑣𝑔. {𝐽𝑐(𝑥,𝐻𝜌)∣(𝑥, 𝜌) ∈ 𝑃𝐻} for convex function 𝐽𝑐(𝑥, 𝑐).

1) Volume approximation: Computing the volume of a high
dimensional polytope is a complex task, and can, in the worst
case be exponential in the size of the data 𝑀 and 𝑁 or 𝑁𝐻 .
Consequently, this paper approximates the volume. First select
a large number of equi-spaced (by solid angle) or random
directions in the state space i.e. 𝑥 = (𝑥1, . . . , 𝑥𝑛) and then,
for each direction, the distance from the origin to the boundary
of MCAS is determined by solving a linear programming (LP)
and clearly the larger the distance, hereafter denoted as radius,
the better the feasibility. Finally radii are normalised against
the radii obtained for 𝑃𝑜𝑝𝑡. Although this might be considered
somewhat arbitrary, it seems a pragmatic way of indicating
relative volumes of different feasible regions compared to the
best feasible shape with a large 𝑛𝑐. One might argue that
a precise volume measurement would, in some sense, be an
equally arbitrary comparison.

2) Performance approximation: Similarly in case of calcu-
lating the performance loss, it is converted from integral to
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sampled sum i.e.

𝛽 :≈ 1

𝑛

∑ 𝐽𝐻(𝑥)

𝐽𝑜𝑝𝑡(𝑥)
− 1 (15)

That is, one computes the predicted performance for all the
given state directions and compares each of these to the
’global’ optimum. Equation (15) normalises these so that the
best achievable performance would correspond to a 𝛽 measure
of unity.

By deploying explicit numeric measures of volume and
performance, the multi-objective optimisation problem is able
to generate trade-off curves between the d.o.f. 𝑛𝑐, average radii
and average performance loss of the parameterised problem
with different parameterisation settings.

C. Pragmatic selection

In practice it is known from parameterisation insight that
the optimal 𝜌𝑘 is highly nonlinear in terms of its dependence
upon the current state 𝑥𝑘; more over the solution is to some
extent unpredictable. The following gives a simple approach
to identify a pragmatic selection of pole location(s) and order
selection of parameterisation dynamics.

1) Order selection: The generalised functions with higher
order orthonormal functions have more flexibility to improve
feasibility while retaining good performance with a limited
number of d.o.f. [13]. So 𝑑𝑖𝑚(𝐴𝐺) = 𝑛𝑐 is a sub-optimal
choice to select order parameterisation dynamics.

2) Parameter selection: It is observed from simulation
results that there is a relation between the closed loop poles
and good locations of parameterisation dynamics. The pole
locations of generalised functions can be selected to be equal
to poles of the closed loop system using an optimal gain 𝐾;
this may be sub-optimal but is efficient.

D. Summary

In summary, there are two choices: (i) the order of param-
eterisation dynamics (𝑑𝑖𝑚(𝐴𝐺)) and (ii) parameter value(s)
or pole location(s) ([𝑎1, . . . , 𝑎𝑛]). One can use multi-objective
optimisation to find 𝑑𝑖𝑚(𝐴𝐺) and [𝑎1, . . . , 𝑎𝑛]. Another key
observation is that the maximum 𝑑𝑖𝑚(𝐴𝐺) ≤ 𝑛𝑐 and closed
loop eigenvalues or pole locations with an optimal gain 𝐾 are
a pragmatic choice to tune the parameterisation dynamics.

IV. NUMERICAL EXAMPLES

In this section three numerical examples are presented to
illustrate the efficacy of the proposed approach. The aim is
to compare two aspects: (i) feasible regions; (ii) performance
loss for the generalised parameterisation dynamics with differ-
ent parameter(s) or pole location(s) selection by varying the
d.o.f. or 𝑛𝑐. The trade-off curves are shown between average
radius and performance loss as a function of the different
parameterisation parameter(s) and d.o.f. or 𝑛𝑐. The parallel
coordinates are also shown to represent an alternative variation
of the parameter(s) and the effects on average performance loss
and average feasibility gain. The multi-objective optimisation
is done using the NSG-II Matlab toolbox.

A. Examples

Three numerical examples are simulated using weight-
ings 𝑄 = 𝐶𝑇𝐶, 𝑅 = 2 and are simulated by varying
𝑛𝑐 = [2, . . . , 6] and with different parameter values. Trade-
off curves between average radius and average performance
loss are plotted by solving the multi-objective optimisation
with varying parameter values. Similarly the effect on average
performance loss and average radius are shown by varying
𝑛𝑐. Conversely, Table 1 shows the average performance loss
and average radius using a pragmatic approach to parameter
selection.

1) Example 1:

𝐴 =
[
1.2

]
; 𝐵 =

[
1
]
; 𝐶 =

[
1
]
;

− 0.2 ≤ 𝑢𝑘 ≤ 0.2; −0.2 ≤ Δ𝑢𝑘 ≤ 0.2; −5 ≤ 𝐶𝑥𝑘 ≤ 5;
2) Example 2:

𝐴 =

[
0.6 −0.4
1 1.4

]
; 𝐵 =

[
0.2
0.05

]
; 𝐶 =

[
1 −2.2]

− 0.8 ≤ 𝑢𝑘 ≤ 1.5; −0.4 ≤ Δ𝑢𝑘 ≤ 0.4; −5 ≤ 𝐶𝑥𝑘 ≤ 5;
3) Example 3:

𝐴 =

⎡⎣ 1 0.1 0.3
0 1 0.1
0.4 0 1

⎤⎦ ; 𝐵 =
⎡⎣01
1

⎤⎦ ;
𝐶 =

[
1 0 0

]
− 2 ≤ 𝑢𝑘 ≤ 2; −1 ≤ Δ𝑢𝑘 ≤ 1; −5 ≤ 𝐶𝑥𝑘 ≤ 5;

B. Optimal selection based on multiobjective solution

The multi-objective procedure was run for different sample
directions, which were chosen uniformly on the unit circle.
The parameters 𝑛𝑐 representing d.o.f. were chosen in the range
{2, . . . , 6}. The results for Examples 1, 2, 3 are shown in
Figures 1-2, 3-5 and 6-7 respectively. In all plots, colour circles
represent the parameter values 𝛼.

Figures 1, 3 and 6 show the parallel coordinates and trade-
off between average performance loss and average radius
by varying 𝑛𝑐 with different parameter values 𝛼. Parallel
coordinates are used to plot all axes representing different
objectives parallel to each other. Only the Laguerre function
parameterisation simulation results are shown in the figures,
but there are similar results for higher order parameterisations
i.e. Kautz and 3rd order functions. These trade-off curves
may be used as a selection criteria to choose best function
parameterisation 𝛼.

Figures 2, 4 and 7 show the trade-off curves between
average performance loss and average radius for 𝑛𝑐 = 4
with different parameterisation dynamics. It is observed that
3𝑟𝑑 order function parameterisation improves both the feasible
region without too much detriment to performance. An average
performance loss and feasible region gain for example 2 is
shown in figure 5 by varying 𝑛𝑐 ∈ {2, . . . , 6} for a Laguerre
parameterisation. One can see that best parameter selection
may improve the feasible region and performance with a
limited number of d.o.f. 𝑛𝑐.
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Fig. 1. Parallel coordinates and trade-off curves for Example 1
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Fig. 2. Trade-off as a function of the parameter 𝛼 : 𝑛𝑐 = 4 for Example 1

C. Sub optimal selection based on closed loop eigenvalues

Table I, II and III show the pragmatic selection of param-
eterisation dynamics using closed loop eigenvalues with an
optimal gain 𝐾. It is clear from these that pragmatic choices
are sub optimal. The selection of parameterisation is based on
closed loop eigenvalues so parameterisation order is selected
based on example dimensions.

Laguerre parameterisation is the only choice for example
1. With a sub optimal choice of 𝑛𝑐 = 2 achieves 70 %
of feasible set and 22 % of performance loss. Similarly in
example 2, there are two parameterisation choices Laguerre
and Kautz functions. The Laguerre function achieved 90 %
of feasible set with 6 % performance loss. On the otherhand
the Kautz function achieved 95 % of feasible set with 1 %
performance loss with 𝑛𝑐 = 2. In example 3, there are three
parameterisation choices i.e. Laguerre, Kautz and 3rd order
functions. All achieved more than 90 % global feasible set
and maximum of 8 % of performance loss.

Remark 4.1: It is clear from figures 1-4, 6 and 7 that the
pragmatic choice has solution in vicinity of an optimal pareto
solution.

Remark 4.2: The optimisation structure of an approximate
global optimal control is different to the parameterised one,
so in few cases performance may even improve.
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Fig. 3. Parallel coordinates and trade-off curves for Example 2
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Fig. 4. Trade-off as a function of the parameter 𝛼 : 𝑛𝑐 = 4 for Example 2

V. CONCLUSION

The main contribution of this paper was to present a
systematic approach to selecting the best alternative param-
eterisation for MPC. Two techniques were discussed based
on a multi-objective optimisation and a pragmatic approach
using closed loop poles. Examples demonstrate that in many
cases nominal closed loop poles are a good sub optimal choice
to tune the parameterisation dynamics. However an optimal
selection may be made using a multi-objective optimisation
technique. In future work there is a need to further investigate
in parallel issues such as: will these choices lead to an efficient
online optimisation QP structure and/or low complexity multi-
parametric solution? Finally, it is an interesting future area to
consider these choices within a robust scenario.

TABLE I
PRAGMATIC SELECTION FOR 𝛼

Example 1
Parameterisation 𝑛𝑐 Avg. perf. loss Avg. radius

Laguerre 2 22% 0.6904
a=0.52 3 22% 0.8011

4 22% 0.8720
5 22% 0.9237
6 22% 0.9578
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Fig. 6. Parallel coordinates and trade-off curves for Example 3
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Abstract—Event Based Control (EBC) provides a reduction of
mean control rates, which is an important advantage in control
systems, specially when network environment gets involved.
For this reason, the study of design methodologies for EBC
systems that met desired specifications regarding stability and
performance issues are a valuable research field. This work
presents a control design process applied to a class of EBC
systems using LMIs, including stability issues on the light of
Asynchronous Dynamical System theory. The application of the
proposed methodology is presented by an example, showing
good performance in simulation results.

Index Terms—Event Based Control, Linear Matrix Inequal-
ity, Asynchronous Dynamical Systems, Control Application

I. INTRODUCTION

Event Based Control (EBC) has been considered complex
and, in the past, the lack of a well established theory and
design methods has limited its use to special cases. However,
the interest in EBC control strategies is growing due to its
advantages. In particular, its reduction on resource usage,
which allows a reduction of the control rate [1], [2], [3],
[4]. This characteristic has great importance in embedded
systems, where life-time of devices is limited by batteries, or
in networked environment, where the reduction on the usage
of bandwidth is desirable. For instance, both requirements
must be fulfilled in the case of wireless sensor networks.

Following the EBC approach, different alternatives have
been developed. In [1], [2], improved system response with
a reduction in the control rate is obtained using impulse
control signals and observers. In [5], a piecewise control
signal based scheme with level-triggered sampling is pro-
posed. More recently in [4], the idea of sporadic control
is introduced, where a minimum time difference between
sampling times is proposed. A similar control scheme, which
is experimentally implemented, presents an improvement of
the system response in the presence of delay, jitter and noise,
[6]. Moreover, PID controllers have been studied using event
based sampling, [7]. The work in [8] presents a modified PID
control structure that minimizes different problems related to
event based sampling approach.

In addition, different schemes have been analyzed using
state-space approach, showing stability properties, [9], and
the existence of a lower bound for inter-events time, [10],
for instance. This methodology has been extended to NCS
systems in [11], including quantization effects. In [12],
experimental results have been recently presented, evaluating
an event based state-state approach. In [13], similar con-

siderations are obtained for an output-based event-triggered
control scheme using LMI techniques.

Therefore, different EBC schemes have been developed
and evaluated. The advantages obtained applying such
schemes encourage to develop new alternative approaches
and specific design methodologies for such systems.

The objective of this work is to describe a design method-
ology useful for EBC systems, which guarantees stability and
some design specifications and its validation under simulation
test. The design procedure facilitates the improvement of
the dynamics of the resulting EBC system, which will be
experimentally implementable. The control scheme switches
between different controllers following an event-triggered
sampling scheme which is proposed in [6]. The stability of
the closed-loop system is determined using a standard LMI
methodology, [14], taking into account results derived from
Asynchronous Dynamical Systems (ADS) theory. This theory
is an interesting resource since it is applicable to Networked
Control Systems (NCS), [15], [16].

The paper is organized as follows: first, the particular struc-
ture of the EBC scheme under study is described in Section
II. In the next section, the analysis of the proposed EBC
system is presented, based on the use of the ADS theory. In
Section IV, the proposed approach for the design of the EBC
controller is described. This process includes the LMI based
stability analysis. An example of the proposed methodology
is presented in Section V, where its performance is analyzed
by means of simulations. Finally, conclusions end the paper.

II. STATEMENT OF THE PROBLEM

Event Based Control is based on triggering control action
only when a condition is met [2]. The main advantage of
this control strategy is that the required number of control
actions can be considerably reduced while maintaining the
system under control.

Figure 1 presents the scheme of a basic EBC system, where
a reference signal is explicitly included. The difference from
a typical feedback control system is the event-based sampling
technique used to perform the feedback.

Let us consider a linear, or linearized, system which can
be described by the next equations:

ẋp(t) = f(x, u) = Axp(t) +Bu(t)

y(t) = g(x, u) = Cxp(t) +Du(t) (1)
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Here, for the sake of simplicity, linear SISO systems
with D = 0 are considered. Introducing a zero order hold
(ZOH) in the input of the system, the control signal value
uk, which is generated by a digital controller, is maintained
constant between consecutive control events. The closed-loop
correction acts only when the event firing rule is met, e.g.
when a selected signal level reaches a limit value defined
during design stage. Hence, the continuous control signal,
that is, the system’s input signal, is

u(t) = h(t− tk)uk, t ∈ [tk, tk+1), k = 0, . . . ,∞ (2)

where uk is the event-triggered control signal and h(t) is the
Heaviside step function.

In this work, the event-based sampling of a continuous
signal z(t) is defined by the next expressions, with k ≥ 1

zk = z(tk)

d(k)(t∗) = z(tk−1 + t
∗)− z(tk−1)

tk = tk−1 + Tk (3)

Tk =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Tmin if δ(k)(t∗) ≥ δlimit

and t∗ ≤ Tmin

t∗ if δ(k)(t∗) ≥ δlimit

and t∗ ∈ (Tmin, Tmax)
Tmax if δ(k)(t∗) < δlimit

and t∗ = Tmax

where t∗ is the continuous time which is reset at every
sampling time tk, t∗ ∈ [0, Tk]. The difference between the
actual value of the signal and the last sampled value, d(k)(t∗),
is a switched continuous function depending on the k − th
event. The parameter δ(k) is the value which fires control
action, continuously updated according to the following rule:

δ(k)(t∗) = Ks
p

∣∣∣d(k)(t∗)∣∣∣+Ks
i

ˆ t∗

0

∣∣∣d(k)(t)∣∣∣ dt (4)

This expression is reset at event time, i.e. δ(k)(0) = 0. Thus,
the new sampling is triggered at tk = tk−1 + Tk time, when
δ(k) reaches a predefined limit δlimit or when t∗ reaches
the limit Tmax. Equation 4 leads to a proportional-integral
sampling scheme, where a minimum difference between
sampling times Tmin (sporadic control approach [4]) and
a maximum difference between sampling times Tmax are
defined. Hence, Tk ∈ [Tmin, Tmax].

In the same way, an integral action is added to the
proportional sampling (or deadband sampling, [1]) to reduce

rk ek
ZOH

Event-triggered sampling

System

uk

yk

y(t)
Output

-+
Event-triggered 
Digital controller

Figure 1. Scheme of a basic EBC system

the sticking phenomenon, [17]. Initially, when the reference
varies, the proportional sampling is enough to guide the
system towards the desired state. However, when it is close
to the reference signal, no action will be triggered as long
as δ(k)(t∗) is maintained inside its deadband, so a non
null error stands. In such case, the integral part of the
event sampling rule will fire the control action after a time
interval. This interval depends on the parameter Ks

i , defined
in the event sampling policy. The choice of values of the
parameters δlimit, Ks

i , and Ks
p will have a direct impact on

the performance of the system.
Considerations about Tmax. The existence of a maximum

inter-sampling time can be considered that leads to unneces-
sary control actions. However, the definition of Tmax helps to
minimize the sticking problem, [6]. Note that, in practice, this
definition affects only in cases when the open-loop system
is stable and δ(k) is strictly zero, depending on the value of
δlimit and Ks

i . It is introduced to prioritize the minimization
of the sticking phenomenon, with a possible penalty in the
resource optimization which can be adjusted depending on
the value of Tmax. In addition, it facilitates the mathematical
description proposed below.

For every event at tk derived from equations (3), the open-
loop linear system (1) can be discretized, leading to the next
representation,

xpk+1 = φkx
p
k + Γkuk

yk = Cxpk (5)
φk = φ(Tk) = eATk

Γk =Γ( Tk) =

ˆ Tk

0

eAsdsB (6)

Due to the event-based sampling policy (3), Tk can take
any value in the interval [Tmin, Tmax]. Therefore, φk ∈
C([Tmin, Tmax]), that is, it is a continuous function with
respect to variable Tk in the interval [Tmin, Tmax], that
depends on matrix A. However, considering the nature of
tk, φk is a jump or switched function respect to the index k.

Let the structure of the controller be given by the next
equations:

xck+1 = Ac
kx

c
k +B

c
kek

uk = Cc
kx

c
k +D

c
kek (7)

where ek = rk−yk. Defining the extended state-vector x̄k =
[xpk

T , xck
T ]T , the closed-loop system can be represented using

the following equations:

x̄k+1 =

[
φk − ΓkDc

kC ΓkC
c
k

−Bc
kC Ac

k

]
x̄k +

[
ΓkD

c
k

Bc
k

]
rk

= Ākx̄k + B̄krk (8)

An EBC system following the sampling rule (3) presents
the usual advantages shown in the literature for EBC sys-
tems, but with an improved behavior respect to the sticking
problem, [6]. However, analysis and design techniques for
this class of systems are needed, since the control structure
could vary at each event.
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In the next sections, there is presented an approach valid
for determining the stability of the EBC systems using ADS
and LMI theory and a design methodology adequate for
fulfilling some specifications.

III. STABILITY OF EBC SYSTEM UNDER STUDY

Some results from the ADS theory can be applied to the
proposed EBC system, under several conditions. Relevant
results from [15] are summarized to clarify the discussion.
First, the definition of ADS systems:

Definition 1. An asynchronous dynamical system (ADS)
with rate constraints on events is a tuple

A = (R+, {1, ..., N},Rn, E,R, I, F ) (9)

where R+ is time, {1, ..., N} is the discrete state-space,
R

n is the continuous state-space, E is the set of events,
R = {r1, . . . , rM} is the set of event rates, I : 1, ..., N →
2E is the discrete state-event function, and F is the set
of continuous dynamical system functions. By definition,
I(i) =

{
Ei1 , Ei2 , . . . , EiMi

}
is the ith discrete state-event

set, where e(i)j ∈ E for j = 1, ...,Mi. An ADS has associated
a discrete state s(t) and a continuos state x(t). s(t) = i if
and only if the events in I(i) have occurred and ẋ = fi(x).
If the evolution of x is given by a difference equation, then,
the last equations is substituted by xk+1 = fi(xk).

Now, the definition of the stability of such systems:

Definition 2. An ADS with continuous state dynamics x(t)
is exponentially stable if

lim
t→∞ eαt ‖x(t)‖ = 0,

for some α > 0. If the dynamics is given by a discrete state
xk, the condition is

lim
k→∞

αk ‖x(t)‖ = 0

Focussing the discussion on the discrete case, the next
theorem summarizes the main result from [15]: Con-
sider an ADS system A with discrete state dynamics
xk (xk+1 = fi(xk)), the ith discrete state-event set
I(i) =

{
Ei1 , Ei2 , . . . , EiMi

}
and a set of event rates

R = {r1, .., , rM} in which ri satisfying 0 ≤ ri ≤ 1 is
the rate of occurrence of event Ei ∈ E over time. So, over
any time period [t, t+T ] for large enough T, riT is the total
amount of time that Ei has occurred.

In addition, suppose a Lyapunov-type function V :
R

n→ R+, which is continuously differentiable and

β1 ‖x‖2 ≤ V (x) ≤ β2 ‖x‖2 (10)

where β1,2 > 0.

Theorem 3. [15], if there exist scalars α1, α2, ..., αM such
that the system fulfills the condition

αr1
1 α

r2
2 . . . αrM

M > α > 1 (11)

and

V (xk+1)− V (xk) ≤ (α−2
i1
α−2
i2
. . . α−2

iMi
− 1)V (xk) (12)

for i = 1,...,N, in which ij for j = 1, ...,Mi correspond to
the definition of I(i), the decay rate of the ADS is greater
than α. Then, the ADS system is exponentially stable.

Proof: See, [15].
In order to apply those results to the EBC scheme pre-

sented in Section II, some details have to be revised.
Application of the ADS approach to event-based systems:

Considering the description in Section II and the Definition
1, the EBC system described by equations (8) and event-
triggered mechanism (3) is similar to an ADS system. How-
ever, in this case, the events are defined by all the possible
sampling instants in a continuous interval [Tmin, Tmax]. That
is, E = {E1, E2, . . . , E∞} is an infinite set. In addition, this
fact difficulties the implementation of a real system using the
sampling mechanism (3). To solve this problem, a finite set
of possible sampling times is introduced:

Ts = [Tmin, Tmin +Δts, Tmin + 2Δts, . . . , (13)

. . . , Tmin + nΔts = Tmax], Δts =
Tmax − Tmin

n
with n ∈ N. Now, consider the next approximation of the
event-sampling approach defined in equations (3):

zk = z(tk)

e(k)(t∗) = z(tk−1 + t
∗)− z(tk−1)

tk = tk−1 + Tk (14)

T ideal
k =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Tmin if δ(k)(t∗) ≥ δlimit

and t∗ ≤ Tmin

t∗ if δ(k)(t∗) ≥ δlimit

and t∗ ∈ (Tmin, Tmax)
Tmax if δ(k)(t∗) < δlimit

and t∗ = Tmax

Tk =

⌊
T ideal
k

Δts

⌋
Δts

with δ(k) defined by (4), Tk ∈ Ts and T ideal
k represents the

sampling times derived from equations (3) (which is an ideal
case). Note that the equations (3) are obtained from equations
(14), when n → ∞. The introduction of this new event-
sampling approach is motivated by the implementation which
is easier than in the approach given by (3), since can be based
in the use of a regular periodic sampling time Δts. This idea
is similar to the scheme proposed in [11].

Now, considering the event-sampling scheme (14), the
proposed EBC system is an ADS system with discrete
dynamics x̄k, being E = {E1, E2, . . . , En}. Note that the
conclusions derived for this ADS system are valid for any n
and, then, the results should be valid for n→ ∞. Therefore,
the result summarized in Corollary 4 can be concluded.

Corollary 4. The stability of the EBC system described by
equations (8) and event-triggered mechanism (14), consider-
ing the definition presented in Section II, will be guarantied
if:
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- it exists a Lyapunov function V (xk) = xTk Pxk for some
symmetric positive matrix P > 0 fulfilling

V (xk+1)− V (xk) ≤ (α−2 − 1)V (xk)
for some α > 1 when Tk ∈ [T1, T2] ⊆ [Tmin, Tmax].

- the rate of event samplings in this interval is sufficiently
large.

Proof: By the definition of the EBC system, the finite set
of events E = {E1, E2, . . . , En} and the related set of event
rates R = {r1, .., , rn} are well defined for a large period
of time. Hence, there exist the scalars α1, α2, ..., αn related
with each n possible matrix Āi i = 0, . . . , n in equation (8).
Under the conditions defined in this corollary, the system is
exponentially stable for any arbitrary switch in the interval
Tk ∈ [T1, T2], [18]. Consider the set of m events E′ ⊆ E
related with Tk ∈ [T1, T2]. By Theorem 3, the set of m
systems Āj derived from E′ fulfills

ĀT
j PĀj − P ≤ (α−2 − 1)P

for some α > 1. In addition, if the rate of events in interval
Tk ∈ [T1, T2] is sufficiently large, the condition (11) in
Theorem 3 will be fulfilled and the EBC system is stable.

A particular case derived of this Corollary is when the
interval considered is [Tmin, Tmax]. In this case, the second
condition is always fulfilled, but the obtaining of a controller
fulfilling the first condition can be hard.
Remark 5. The event rate in a particular interval is directly
related with the selection of δlimit in each case.
Remark 6. The sampling mechanism can be enforced to
assure the necessary rate in any interval.

The next section presents a design process valid for the
proposed EBC system.

IV. CONTROLLER DESIGN AND LMI BASED STABILITY
ANALYSIS

Consider a continuous controller and its discretization for
a sampling rate interval Tk ∈ [T1, T2], under event-triggered
sampling (14). This scheme leads to a discrete representation
of the controller changing at every event tk. If all the interval
[Tmin, Tmax] is considered, the n possible system matrices
in equation 8for each Tk ∈ Ts are:

Āi =

[
φi − ΓiDc

iC ΓiC
c
i

−Bc
iC Ac

i

]
i = 0, . . . , n

where matrices (Ac
i , B

c
i , C

c
i , D

c
i ) are obtained by discretiza-

tion, following equivalent equations to (6). Let us consider
Vk = xTk Pxk , for some P > 0. The system will be stable
if the equations

ĀT
i PĀi − P ≤ −Qi

are fulfilled for i = 0, . . . , n and Qi > 0. However,
by continuity in the discretization process, if the equations
corresponding to Tmin and Tmax are fulfilled, the equivalent
equation of every sampling time in interval [Tmin, Tmax] ∈
Ts will be fulfilled.

A more general scheme can be considered. The interval
can be subdivided into NI intervals [Tl, Tl+1] ⊂ Ts with
l = 0, . . . , NI − 1, covering the full interval [Tmin, Tmax],
being T0 = Tmin and TN = Tmax. Then, controllers which
stabilize the closed-loop for any Tk ∈ [Tl, Tl+1] for each such
interval [Tl, Tl+1] are enough, if the conditions of Corollary
4 are fulfilled. Therefore, N design problems must be solved,
one for each time interval [Tl, Tl+1] , which can be expressed
as the next LMIs

ĀT
l PlĀl − Pl ≤ −Ql

ĀT
l+1PlĀl+1 − Pl ≤ −Q′

l l = 0, . . . , NI − 1 (15)

with Pl > 0, Ql > 0 and Q′
l > 0. The simplest way to fulfill

Corollary 4 is to force a unique P matrix, i.e. Pl = P > 0
l = 0, . . . , NI − 1,. This design problem can be expressed
by mean of a set of LMIs to fulfill some specification.

However, the feasibility of the LMI problem considering
an unique P matrix can be difficult to satisfy in general.
A more open problem is to relax this condition allowing
multiple Pl matrices. In such case, in order to achieve the
second condition in Corollary 4, a supervisor assuring a
minimum rate in each interval [Tl, Tl+1], a dwell time, [18],
is required. Note that several politics can be followed by this
supervisor.

V. EXAMPLE OF APPLICATION

In this section, an example of application of the tools
described in the previous section is presented. The procedure
applied in this example is summarized as follows:

• Considering the plant to control and the basic specifi-
cations, the parameters for the event sampling approach
(14) are selected: interval [Tmin, Tmax], n, δlimit, Ks

p

and Ks
i .

• Selection of the NI intervals [Tl, Tl+1] ⊂ Ts covering
the full interval [Tmin, Tmax].

• Perform a controller design in the continuous domain
applicable for each interval. A reasonable design con-
strain is that the bandwidth of the closed-loop system
in each interval is directly related to the sampling
times involved, that is, for higher sampling rates, larger
bandwidth.

• Solve the LMI feasibility problem derived from equa-
tions (15). Note that those problems are solved in the
discrete domain and the controller must be conveniently
discretized, using a kind of emulation technique.

Resolving satisfactorily the last point, the EBC system can be
implemented and performance tests done. Now, details about
the example are presented.

A. Controller Design

The plant used in current analysis consist of a DC motor
connected to a rotational-to-translational motion converter.
The continuous plant dynamics relating the input voltage
and the position has been modeled approximately by the
following transfer function:
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G(s) =
1

s

K

(τms+ 1)
(16)

where, K = 6536mmvol−1 and τm = 1/4.3. So, a state-
space representation is given by the following equations:

Ap =

(
0 1
0 −1/τm

)
Bp =

(
0

K/τm

)
(17)

Cp =
(
1 0

)
(18)

A standard PID controller can be enough for controlling
this second order system. After design, the standard version
must be rewritten as the equivalent representation in the state-
space.

For a first example of application, the sampling interval
defined by the event-based sampling scheme (14) is split in
three zones, NI = 3:

controller 1︷ ︸︸ ︷
[Tmin, T1]

⋃ controller 2︷ ︸︸ ︷
[T1, T2]

⋃ controller 3︷ ︸︸ ︷
[T2, Tmax] (19)

being Tmin = 0.5msec. , T1 = 1msec., T2 = 3msec.,
Tmax = 50msec.. In addition, the other parameters needed
in (14) are Ks

p = 0.1, δlimit = 0.01 and Ks
i = 100. The last

one has been selected as reference, since an analysis of the
effect of this parameter in the behavior of the EBC system
has been done. This is presented below.

The EBC sampling scheme leads to a changing variable
time between consecutive control actions, depending on
the speed of the changes on the error signal. Therefore,
three different controllers are proposed for different sampling
times, corresponding to the three intervals in (19). For high
sampling rates, faster controller is preferred, with a higher
bandwidth. On the contrary, for low sampling rates, a control
system with a lower bandwidth is enough for leading the
system to the desired state.

The overall methodology for the full controller design
procedure is presented in Figure (2), starting from the
model of the system to be controlled. After obtaining a
valid controller for each different region, the LMI feasibility
problem is analyzed. The implementation consist on the use
of event sampling strategy (14), followed by a decision algo-
rithm which chooses the correct controller for each interval.
Depending on the different sampling times Tk, appropriate
discrete controller is used when applying the event sampling
policy.

For each region, the next controller parameters are ob-
tained, requiring in the design process different closed-loop
bandwidths:

K
(1)
p = 0.0016737 K

(1)
i = 0.0002193 K

(1)
d = 0.0010633

K
(2)
p = 0.0072328 K

(2)
i = 0.0011645 K

(2)
d = 0.0095654

K
(3)
p = 0.0163627 K

(3)
i = 0.0020823 K

(3)
d = 0.0325810

(20)

Plant model

Discretization

Ts1 , Ts2 , . . .

Event based 
sampling

ek Ts ?
C1(Ts1)

Cni(Tsni )
uk

...
...

Continuous-time 
Controller Design

C1(t)

Cni(t)

Discrete-time 
Controllers

Cni(Tsni )

C1(Ts1)

Figure 2. Proposed controller design methodology for the presented Event
Based control.

Since the presented event based methodology implies the
use of discrete domain controllers, the PID is approximated
using the backward approximation of the derivate as

Gpid(z) = Kp +Kd
(1− z−1)

Tk(1− αz−1)
+Ki

Tk
(1− z−1)

which can be represented in the state-space

Ac =

(
1 + α −α
1 0

)
Bc =

(
1
0

)
Cc =

(
Kc

1 Kc
2

)
Dc = Kp +

Kd

Tk
(1− α) +KiTk

Kc
1 = −

(
(1 + α)Kp + 2(1− α)

Kd

Tk
+ αKiTk

)
Kc

2 = αKp + (1− α)KiTk

The parameter α is introduced to solve possible numerical
issues. Now, three LMI feasibility problems following (15)
can be proposed. Those equations admits some variations.

Indeed, the overall control design can be proposed as a
LMI, [19]. In fact, the control representation in the state-
space has been selected to facilitate this possibility. In any
case, the controllers 20 fulfill the first condition of Corollary
4.

The switching between the different controllers is facil-
itated for the use of the same structure in all the cases.
When an event is received, Tk is known and the appropriated
controller gains can be applied. A supervisor acts in parallel
in order to prevent continuous switching between different
control intervals (second condition in Corollary 4). A mini-
mum dwell time can be established if necessary.

For a first implementation of the proposed control ap-
proach, the choice of designing just three different regions
is considered enough for comparison purposes. In addition,
obtained results show better performance comparing to a
single controller solution. The values of parameters Tmin,
Tmax and Ti (i = 1, 2) comes from the fact that the obtained
discrete controllers must be stable, but also the performance
of the system must be maintained inside reasonable limits.

B. Simulations results

In order to perform a correct study under a simulation test,
the hybrid nature of the overall system must be adequately
described. In this case, the tool used is Ptolemy II, a Java
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based software system valid for the use of heterogeneous
mixtures of models of computation, [20]. This software
allows the definition of components for the event based
scheme proposed in this paper, including switching between
different controllers, in addition to the continuous plant.

Using this simulation framework, the performance of the
system when using a multiple EBC controller scheme has
been compared to a single EBC controller solution. Both
solutions use the same parameter values when applying (14).

The results of the simulations show the evolution of the
Mean Sampling Time, the Mean Error, defined as 〈|r − y|〉,
and the Event Ratio (Event ratio is defined as the mean
number of produced control events for a given time interval).
As long as event occurrences increases, this value will also
increase.

While most parameters are maintained constant, the inte-
gral part of the event triggering level has been varied in the
range Ks

i ∈ [50, 200] (Figures 3, 4 and 5).
As can be expected, increasing Ks

i , which rises the effect
of the integral part of the event sampling, the number of
event occurrences increases. Thus, more control actions are
generated, reducing the system error.

The multi-controller case presents higher mean sampling
time and lower error and event ratio. In addition, as Figures 6
and 7 show, the multi-controller scheme presents an improved
system behavior, for same event sampling parameters (Ks

p =
0.1, δlimit = 0.01 and Ks

i = 100). The oscillations are
reduced by switching to a more suitable controller for higher
sampling times. Therefore, the use of multiple controllers
allows a better definition of the closed-loop dynamics, adding
more degree of freedom.
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Figure 3. Mean Sampling Time vs parameter Ks
i , for both control schemes

A remarkable fact is that, in both cases, those results are
qualitatively similar to the ones presented in previous works
(e.g. [4]). They show a reduction in the needed resources,
specially mean sampling time, without a notorious system
performance reduction comparing to a pure periodic case.

Increasing the number of controllers, i. e., increasing the
number of ranges in (19), the performance of the system is
improved, but it also requires a more complex implemen-
tation. For the system under control, presented results are
considered good enough and the addition of extra regions
does not give significant advantages.
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Figure 4. Mean Error vs parameter Ks
i , for both control schemes
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Figure 5. Event Ratio vs parameter Ks
i , for both control schemes
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Figure 6. System output and event occurrences for single controller
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Figure 7. System output and event occurrences for multiple controller
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VI. CONCLUSIONS

In this work, a design methodology for a class of event
based controllers has been presented. The stability of the
closed-loop system is guaranteed by applying ADS theory
and solving several LMI problems Moreover, the proposed
scheme allows the use of different controllers depending
on the event rate, leading to a better closed-loop dynamics
definition. So, desired dynamics specifications can be met
more efficiently.

The principal advantage of the resulting closed-loop sys-
tem is that the EBC control structure lets a reduced control
rate. This characteristic makes the proposed scheme very
adequate for networked environments, for saving energy and
for reducing actuators’ stress. In fact, this methodology has
been chosen since LMI and ADS theory have been success-
fully applied to NCS systems in the literature. Therefore, the
extension of the approach for EBC systems in a networked
environment will follow a natural way.

In addition, the simulations in the example show that an
improved system performance can be obtained by designing
different controllers for several sampling time intervals, as
opposed to use a single controller independent of the sam-
pling period of each control action. The reduction of the num-
ber of control actions, comparing with a periodic sampling
scheme, is still guaranteed. However, the improvement of the
dynamics obtained with multiple EBC controllers requires, in
general, an increased event rate, comparing with the single
EBC controller case.

Future work will consist in the extension of the presented
control strategy to a networked environment.
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Abstract—This paper describes a systematic sensitivity analysis
of optimal operation conducted on an activated sludge process
model based on the test-bed Benchmark Simulation Model No. 1
(BSM1). The objective is to search for an operational structure
that leads to optimal economic operation, while promptly rejecting
disturbances at lower layers in the control hierarchy avoiding thus
violation of the more important regulation constraints on effluent
discharge. We start by optimizing a steady-state nonlinear model
of the process. The resulting active constraints must be chosen
as economic controlled variables. These are the effluent ammonia
from the bioreactors and the final effluent total suspended solids
at their respective upper limits, as well as the internal recycle flow
rate at its lower bound. The remaining degrees of freedom need to
be fulfilled, and we use several local (linear) sensitivity methods to
find a set of unconstrained controlled variables that minimizes the
loss between actual and optimal operation; particularly we choose
to control linear combinations of readily available measurements
so to minimize the effect of disturbances and implementation
errors.

I. INTRODUCTION

Much to the authors’ surprise, optimization of wastewater
treatment plants has not received much attention in the WWTP
research community given the small number of contributions
found in the literature. Only few articles discuss the subject
from a heuristic economic point of view[1], [2], [3] to formal
optimization using an explicit mathematical model of the
process[4], [5], [6] for optimal design and operation. However,
none of the publications define an optimal operation policy
from a systematic prism. Araujo et al.[7] applied a systematic
procedure for control structure design of an activated sludge
process in which optimization for various operational condi-
tions were carried out on a mathematical model of the process.

In this communication a systematic sensitivity analysis of
optimal operation of an activated sludge process model based
on the Benchmark Simulation Model No. 1 (BSM1) [8] is
conducted. It must be clear that all analysis, and hence all
conclusions, from this work are based on the underlying math-
ematical model of the process, and should not be considered
as definite guidelines for actual plant operation since the
mathematical model may not be able to reproduce many oper-

Fig. 1. Schematic representation of the BSM1 activated sludge process.

ational situations. However, the results can be used in practice
as general rules-of-thumb to be tested in actual wastewater
treatment plants of the kind discussed here.

II. PROCESS DESCRIPTION

The BSM1 [8] represents a fully defined protocol that
characterizes the process including the plant layout, influent
loads, modeling and test procedures as well as evaluation
criteria. Figure 1 shows a schematic of the process consisting
of a bioreaction section divided into five compartments, which
can be anoxic or aerobic, and a secondary settling device. In
order to maintain the microbiological population, sludge from
the settler is re-circulated into the reaction section (returned
activated sludge, Qr). Also, part of the mixed liquor leaving
the last reactor can be recycled to the inlet of the bioreactor
(internal recycle, Qa) to enhance nitrogen removal. Moreover,
excess sludge at a rate Qw is continuously withdrawn from the
settler underflow.

From a modeling point of view, the original BSM1 is based
on two widespread accepted process models: the celebrated
Activated Sludge Model No.1 (ASM1) [9] used to model the
biological process, and a non-reactive Takacs one dimensional
layer model for the settling process [10], [11]. The full model
equations as well as kinetic and stoichiometric parameters are
given within the benchmark description [8]. In addition, influent
data are provided in terms of flow rates and ASM1 state
variables over a period of 14 days with 15 minutes sampling
time.

Each reactor is modeled as a perfectly-mixed, constant-
volume tank within which complex biological reactions give
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rise to component mass balance equations, generating a system
of (coupled) ordinary differential equations. The ASM1 is a
well establish and reliable model widely used among WWT
modelers, and further discussion on its known capabilities of
reproducing with fidelity the behavior of the reaction section of
an activated sludge process can be found in the vast wastewater
literature.

However, the same cannot be said about the settler model,
though, for the reason that these units display very complex
mechanisms that are not still fully understood [12]. Never-
theless, much progress has been made towards building a
physically sound model for the secondary clarifier based on the
theory of partial differential equation applied to conservation
law with discontinuous fluxes [13], [14], [15], [16]. While
these more meaningfully grounded mathematical models satis-
fying fundamental physical properties [17] still have not found
widespread application in the WWT field, it is a commonplace
to resort to approximate models of the settler, and the one due to
Takacs [10], [11] is the most widely used representation of the
secondary settler in published studies and commercial software
environments. Some authors [18], [19], [20], however, pointed
out many setbacks related to this model, among which is the
fact that the number of discretization layers is not in agreement
with numerical convergence and without distinguishing model
formulation and numerical solution, but instead it is used
solely as a model parameter in order to match experimental
observations [21]. Numerical simulations have showed [17] the
failure of Takacs’ model to represent the complex behavior of
secondary settlers under certain conditions, and this has led
researchers to switch to more reliable physically meaningful
sedimentation models. One such development is described by
Diehl [13] who formulated and analyzed dynamically the settler
model based on the one-dimensional scalar mass conservation
law (1)

∂X(z, t)
∂t

+
∂

∂z
(F (X(z, t), z)) = s(t)δ(z) (1)

where X is the flocculated solids concentration, δ is the Dirac
measure, s is a source, and F is a flux function, which is
discontinuous at three points in the space coordinate z, namely
at the inlet and the two outlets. Details are fully given in the
cited references. We here are interested in the sensitivity of
the static optimum of the settler coupled with the biological
reaction section, and the steady-state solutions of the above
equation provide the basis for our analysis.

A simple analysis of the model described in [15], shows
that the steady-state model of the settler that must hold for
optimization purposes is given by (2)

Xe =
s − f(XM )

qe
(2)

Xu =
f(XM )

qu

XM = M(qu)
Xf ∈ (Xm, XM )

where Xe and Xu are the solids concentration in the effluent
and in the wastage streams, respectively; s is the feed flux
given by s = qfXf , where qf is the feed flux and Xf is
the solids concentration in the feed; f(X) is a flux function
given by f(X) = Xvs(X)+ quX , where vs(X) is the settling
velocity law given by the double exponential equation [10];
XM is a minimizer of f(X); Xm is a value strictly less
than XM satisfying f(Xm) = f(XM ); qe and qu are the
effluent and wastage fluxes, respectively; M is a function that
computes the local minimizer of f(XM ). In addition, we can
also calculate the steady-state concentration of suspended solids
in the clarification (Xcl) and thickening zones (Xth) as in (3)
[15]

g(Xcl) + s = f(XM ) (3)
Xth = XM

where g(Xcl) = Xclvs(Xcl) − qeXcl.
Note that, although in this communication a nonreactive

settler is considered, we here follow [14] and treat the dissolved
oxygen in the settler in a special way. We assume that the
oxygen is consumed within the settler and, consequently, the
oxygen concentration at the settler’s outlets is set to zero,
which is indeed a realist assumption. This results in a more
conservative computation of the oxygen demand in the reaction
section.

III. SYSTEMATIC SENSITIVITY ANALYSIS METHODOLOGY

The methodology is mainly based on the first 4 steps,
known as “top-down analysis”, of the more general procedure
described in [22], where economic variable selection is the key
issue. The analysis conducted is of local nature, i.e., we use
linearized models of the process to develop the methodology.

In this communication we use optimal measurement com-
binations [23] for unconstrained variable selection, i.e. the
ones left after choosing the active constraints as “primary”
economic variables. The basic idea is to select combinations
c of the measurements y such that c = Hy, where H is
a (static) selection matrix. To determine H , two approaches
are developed based on a linearized model of the process and
a second-order Taylor series expansion of the cost function
used for optimization; two sources of uncertainty are assumed
which are represented by (1) external disturbances (d) and
(2) implementation (measurement) errors (n). The first of two
approaches combines these uncertainties in one single scaled
vector to minimize the worst case economic loss (L), defined as
the difference between actual operation (with a given control
structure in place) and operation under optimal control. The
second approach is to first minimize the loss with respect to
external disturbances, and then, if there are still available mea-
surements, minimize the loss with respect to implementation
(measurement) errors.

The steps to be followed are:
1. Define operational objectives: We first quantify the

operational objectives in terms of a scalar cost function (here
denoted J) as given in (4) that should be minimized
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J = cost of feed + cost of utilities (energy) (4)
−revenue from valuable products

Constraints can then be added to the process as inequality
equations of the form g ≤ 0.

2. Determine the steady-state optimal operation: Using a
steady-state model of the process, identify degrees of freedom
and expected disturbances, and perform optimizations to assess
sensitivity for the expected disturbances.

Usually, the economics of the plant are primarily determined
by the (pseudo) steady-state behavior [24], so the steady-state
degrees of freedom (u0) are usually the same as the economic
degrees of freedom. Which variables to include in the set u0 is
immaterial, as long as they make up an independent set. The
important disturbances (d) and their expected range for future
operation must then be identified. These are generally related
to feed rate and feed composition, as well as external variables
such as temperature and pressure of the surroundings. We
should also include as disturbances possible changes in speci-
fications and active constraints (such as product specifications
or capacity constraints) and changes in parameters (such as
equilibrium constants, rate constants and efficiencies). Finally,
we need to include as disturbances the expected changes in
prices of products, feeds and energy.

In order to achieve near optimal operation without the need
to re-optimize the process when disturbances occur, one needs
to minimize the loss in (5)

L = J0(c, d) − J0(copt(d), d) ≥ 0 (5)

where J0(c, d) is the value of the cost for a chosen set of
constant setpoint variables c that fulfill all remaining degrees
of freedom and J0(copt(d), d) is the value of the cost after re-
optimization. Clearly, the loss in (5) depends on the objective
function as well as on the measurements through c, since c is
a function of the available y. We then need to learn about the
sensitivity to disturbances not only of the cost function, but
also of the measurements.

At last, the steady-state optimization problem can be formu-
lated as in (6)

min
u0

J0(x, u0, d) (6)

subject to
Model equations: f(x, u0, d) = 0
Operational constraints: g(x, u0, d) ≤ 0

where x are internal variables (states). In f(x, u0, d) = 0
possible operational equality constraints (like a given feed flow)
is also included. The main objective is to determine the optimal
nominal operating condition to be used in the variable selection
step.

3. Select “economic” (primary) controlled variables: In
this step, the issue is the implementation of the optimal
operation point found in the previous step in a robust and,

most importantly, simple manner. We need to identify as many
economic controlled variables (c) as there are economic de-
grees of freedom (u0). For economic optimal operation, active
constraints must be selected [25], which in turn consumes part
of the degrees of freedom (u′). For the remaining degrees of
freedom u (with nu = nu0

−nu′ ), we select variables for which
close-to-optimal operation is achieved with constant nominal
setpoints, even when there are disturbances [26]. Because our
considerations in this communication are of local nature, we
assume that the set of active constraints does not change
with changing disturbances, and we consider the problem in
reduced space in terms of the remaining unconstrained degrees
of freedom u, which can be expressed as in (7) [27]

min
u

J0(x, u, d) (7)

subject to
Model equations: f(x, u, d) = 0
Active constraints: gactive(x, u, d) = 0

where we consider as active constraints a subset gactive(x, u, d)
of g(x, u0, d) for which optimal values are always at bounds
for all disturbances. By eliminating the states using the equality
constraints in (7), the unconstrained optimization problem can
be expressed simply as in (8)

min
u

J(u, d) (8)

Ensuring active constraint operation consumes part of the
degrees of freedom for optimization. The remaining degrees of
freedom need to be fulfilled, and we select variables such that
when kept at optimal setpoints leads to near optimal economic
operation despite of disturbances, i.e., the deviation (loss L in
(5)) from re-optimization as a function of disturbances should
be small. The optimal setpoints of c are then determined from
the optimization at the nominal operating point. This is the
celebrated “self-optimizing” control technology [26]. It can be
shown that the loss in (5) can be expressed in its worst case
form (Lwc) as in (9) [23]

Lwc = max∥∥∥∥[ d′

ny ′

]∥∥∥∥
2

≤1

L =
1
2
σ̄2(M) (9)

where d′ and ny ′ are the scaled disturbance and measurement
error variables related by d = Wdd

′ and ny = Wnyny ′ (Wd

and Wny are scaling matrices), and M = −MnHF̃ , where
F̃ = [FWdWny ] being F = ∂yopt

∂d the optimal measurement
(yopt) sensitivity with respect to the disturbances and Mn any
nonsingular nu×nu matrix. In other words, we need to find H
that minimizes σ̄(M), i.e., H = arg minH σ̄(M).There are ba-
sically two approaches to solve for this minimization problem.
The first one solves the minimization at once by combining
disturbances and measurement errors, and an explicit formula
for H is given by (10) [23]
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HT = (F̃ F̃T )−1Gy(GyT (F̃ F̃T )−1Gy)−1J1/2
uu (10)

where Gy is the static model of the process from the uncon-
strained inputs u to the measurements and Juu =

(
∂2J
∂u2

)
uopt

is the Hessian of J with respect to u evaluated at uopt (uopt is
the optimal value of the manipulated variables).

The second approach, called the extended nullspace method
[23], solves the problem by first minimizing the loss with
respect to disturbances, and then, if there are still enough mea-
surements left, minimize the loss with respect to measurement
errors. It can be shown that the explicit expression for H in
this case is given in (11)

H = M−1
n J̃(W−1

ny G̃y)†W−1
ny (11)

where J̃ = [J1/2
uu J

1/2
uu J−1

uu Jud] (Jud = ∂2J
∂u∂d ) and G̃y =

[Gy Gy
d] (Gy

d is the static model from disturbances d to y).
There are four cases where (11) can be applied:
3a. “Just-enough” measurements, i.e., ny = nu + nd. Here,

the expression for H becomes (12)

H = M−1
n J̃(G̃y)−1 (12)

which is the same as having H in the left null space of F , i.e.,
H ∈ N(FT ).

3b. Extra measurements (select just enough measurements),
i.e., ny > nu + nd, and we want to select a subset of the
measurements y such that ny = nu + nd. The solution is to
find such a subset that maximizes σ(G̃y) using, e.g. existing
efficient branch-and-bound algorithms [28]. The resulting G̃y

is then used to compute H in (12).
3c. Extra measurements (use all available measurements),

i.e., ny > nu +nd. H is calculated using (11), where † denotes
the left inverse, calculated as A† = (AT A)−1AT for any given
matrix A.

3d. “Too few” measurements, i.e., ny < nu + nd. In this
case, the optimal H in (11) is not affected by the noise weight
and therefore becomes

H = M−1
n J̃(G̃y)† (13)

where † denotes the right inverse, calculated as A† =
AT (AAT )−1.

The above procedure boils down to selecting suitable can-
didate measurements, i.e. identify ny vis-a-vis nu + nd, and
find that linear combination (matrix H) of all, or a given
subset, which results in the smallest loss among all possible
solutions. One big hurdle to be surmounted is the numerical
calculation of Juu and Jud. For some ill-posed problems, it may
become an intractable task, and one solution is to compute F

numerically instead, since F = dyopt

dd . Particularly, the extended
nullspace general formula (11) can, after some matrix algebra,
be reformulated as in (14)

H = Ms(Gy)†[Gy (Gy
d − F )](W−1

ny G̃y)†W−1
ny (14)

where Ms = (J−1/2
uu Mn) can be any non-singular nu × nu

matrix. In this case, we could select Mn = J
1/2
uu so that (10)

and (11) are independent of Hessian information.

IV. SENSITIVITY ANALYSIS RESULTS

A. Step 1. Operational objectives

The operational costs in a wastewater treatment plant de-
pend on the wastewater system itself and can be divided into
manpower, energy, maintenance, chemicals usage, chemical
sludge treatment, and disposal costs. However, in this work, the
objective is to reduce the cost of energy and sludge disposal as
much as possible. Therefore, the following costs are considered:

• Required pumping energy (EP expressed in kWh/d);
• Required aeration energy (EA expressed in kWh/d);
• Required mixing energy when the aeration is too low (EM

expressed in kWh/d);
• Sludge disposal (CD expressed in $ /d).
The mathematical expressions for all these quantities can

be found in [8], and by assuming a constant energy price of
kE = 0.09 $ /kWh and a sludge disposal price of kD = 80 $
/ton, the total cost in $/d can be calculated as:

Cost = kE(EP + EA + EM ) + kDCD [$/d] (15)

The overall cost function in (15) is then minimized subject to
environment regulations for the effluent and some constraints
related to process operability, as listed in Table I.

TABLE I
CONSTRAINTS TO THE PROCESS.

Constraint Unit Status
COD(eff) ≤ 100 gCOD/m3 Regulation constraint
TSS(eff) ≤ 30 gSS/m3 Regulation constraint
TN(eff) ≤ 18 gN/m3 Regulation constraint
BOD

(eff)

5
≤ 10 gBOD/m3 Regulation constraint

S
(eff)

NH ≤ 4 gN/m3 Regulation constraint
Qw ≤ 1845 m3/d Manipulation constraint
Qr ≤ 36892 m3/d Manipulation constraint
Qa ≤ 92230 m3/d Manipulation constraint
KLa(1−5) ≤ 360 d−1 Manipulation constraint

B. Step 2. Steady-state optimal operation

There are 8 manipulated variables (last four entries in Table
I), which correspond to 8 steady-state degrees of freedom (u).
The liquid levels in the reactor tanks are assumed constant at
maximum capacity due to the overflow layout considered for
the plant.

Compared to other process industries, a wastewater treatment
plant is subject to very distinct operation modes because of
daily, weekly and seasonal variation in the incoming wastew-
ater. In this paper we consider the influent load data as given
by the IWA Task Group in the benchmark website. The data

262



are presented in terms of ASM1 state variables and influent
flow rates. In general, these data reflect expected diurnal trend
variations in weekdays which are typical for normal load be-
havior at a municipality treatment facility. Table II summarizes
the given disturbances in terms of influent flow rate and load.
The average composition and flow rate and the average values
for the process inputs are taken from the various weather data.

TABLE II
WEATHER PROFILES EVENTS.

Q0 COD(in) TSS(in) TN(in) T
[m3/d] [gCOD/m3] [gSS/m3] [gN/m3] [oC]

e0 18446 381 211 54 15
e1 21320 333 183 48 15
e2 40817 204 116 28 15
e3 19746 353 195 50 15
e4 34286 281 101 37 15
e5 20850 347 199 41 15
e5,min 20850 347 199 41 9
e5,max 20850 347 199 41 21

C. Step 3. Variable selection

The results of the optimization shows that three constraints
are active, namely, TSS(eff) (upper limit), S

(eff)
NH (upper

limit), and Qa (lower limit). As expected, TSS(eff) is at
its maximum to make Qw small. In general, the reason why
free ammonia (S(eff)

NH ) is active at its upper bound is that, as
nitrification is an oxygen demanding process and because the
transfer efficiency of oxygen from gas to liquid is relatively
low so that only a small amount of oxygen supplied is used by
the microorganisms, the aeration demand (EA), which is the
major cost contributor in a wastewater treatment plant, is high.
One interesting fact is that the process is optimally operated
aerobically, that is to say, with no anaerobic zone. The possible
reason is due to the attempt to minimize the high aeration costs
and to the fact that the effluent total nitrogen and ammonia
constraints are quite easily reached for the given influent loads.

As those 3 active constraints must be implemented to ensure
optimal operation [25], we are left with 5 degrees of freedom,
and we use the local methods described in step 3 of the
procedure to decide for the best (optimal) set of unconstrained
self-optimizing control variables to fulfill the available degrees
of freedom. We consider ny = 28 measurements (the list is
not shown here for the sake of compactness), nu = 5 manip-
ulated variables, and nd = 5 disturbances, and clearly with
ny > nu + nd one can expect to substantially reduce the loss
for disturbances and measurement errors. As there are as many
measurements as there are manipulations and disturbances, one
can compute various H matrices and their respective local
losses. The methods considered in this communication are

1. The combined disturbances and measurements errors
using all available measurements, where H is computed
by (10). In this case, H1 is a 5× 28 combination matrix.

2. The extended nullspace using all measurements, with H
computed by (14). In this case, H2 is also a 5 × 28
combination matrix.

3. The extended nullspace using just enough measurements,
where G̃y in (14) is found by a branch and bound
algorithm [28]. In this case, H3 is a 5× 10 combination
matrix.

For the sake of compactness only the resulting local losses
calculated using (9) are reported, and they are LH1

wc = 0.1184,
LH2

wc = 0.1291, and LH3

wc = 0.0761, and one should expect to
have actual (nonlinear) losses of the same magnitude for any
of the calculated H matrices. In the last case, where the loss is
expected to be the smallest, the variables chosen by the branch
and bound algorithm that maximized the minimum singular
value of G̃y were S

(3)
O , S

(4)
O , S

(4)
NO, MLSS, KLa(1), KLa(2),

KLa(3), KLa(4), COD(in) and T (in).

V. DISCUSSION

The nominal optimization results showed that it is econom-
ically optimal to keep effluent suspended solids and ammonia
concentrations at their respective upper bounds, and that no
internal recirculation of sludge should be used, at least under
the steady-state assumption. This fact is surprising but quite
realistic. Indeed, the main purpose of the internal recirculation
is to provide enough nitrate to enhance denitrification in the
bioreactor anoxic zones and from an economical point of view
this can be efficiently achieved by the return sludge (Qr) only
which brings back sufficient nitrate for denitrification reducing
the pumping costs due to Qa. However, when operating the
process dynamically, one may consider using Qa to control
some internal variable so as to improve the disturbance rejection
capability of the process.

If these variables are controlled at their respective optimal
setpoints (active constraint control), a choice had to be made
on the selection of the remaining 5 degrees of freedom, and
we use the sensitivity analysis based on a plantwide procedure
to decide on which 5 variables to fix/control at their respective
nominal optimum values. The exact local (linear) method and
the extended nullspace method based on the concept of self-
optimizing control were used to systematically select those
variables such that the cumbersome combinatorial curse of
choosing and testing 5 out of 28 possible variable combinations
is avoided. The resulting combination matrices H were easily
computed using elementary matrix algebra, as described by
the formulas (10), (11), and (12). The only burden with those
calculations lies on the computation of the optimal matrices
Juu, Jud, and F . Since accuracy of second order information
found numerically is known to be difficult to guarantee, in
addition to assuring positive definiteness of Juu, calculation of
F might become more attractive, and a replacement formula for
(11) was derived as in (14). Mn in this equation can be freely
selected, as long as it is a non-singular matrix, and we chose
Mn = J

1/2
uu so to avoid the need to compute Juu. Moreover,

since the solution for H in (10) is not unique [23], we can also
find a non-singular nu × nu D matrix such that Hnew = DH
is another yet solution, and we can select D as a function of
J

1/2
uu ; in this paper we assumed D = J

−1/2
uu .

The above derivations are local since we assume a linear
process and a second-order objective function in the inputs and
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the disturbances. Thus, the proposed controlled variables are
only globally optimal for the case with a linear model and a
quadratic objective. In this article, for a final validation, the
actual losses are checked using the nonlinear model of the
process. Table III shows that the losses are about the same
order of magnitude for a given disturbance. Note also that
feasibility is not always guaranteed for all alternatives, and
indeed only the alternative where H was computed using the
extended nullspace method with “just-enough” measurements
is feasible for all disturbance spectrum.

TABLE III
NONLINEAR LOSS CALCULATION FOR VARIOUS DISTURBANCES.

e1 e2 e3 e4 e5 e5,min e5,max

Jopt 426.78 490.09 420.56 599.36 419.83 491.28 357.96
JH1 427.08 507.18 420.62 602.53 420.36 494.37 Inf
%LH1 0.07 3.49 0.014 0.53 0.13 0.63 Inf
JH2 426.97 495.86 420.59 608.95 420.37 492.82 358.71
%LH2 0.04 1.18 0.01 1.60 0.13 0.31 0.21
JH3 427.07 Inf 420.60 Inf 419.94 507.74 359.40
%LH3 0.07 Inf 0.01 Inf 0.03 3.35 0.40

VI. CONCLUSION

This paper discussed the application of a sensitivity proce-
dure for optimal operation of a wastewater treatment plant. For
the given modified mathematical model of the process, where
the settler is modeled based upon the static one-dimension
scalar mass conservation law with discontinues fluxes theory,
keeping the active constraints (S(eff)

NH , TSS(eff), and Qa)
at their optimal values and using linear combinations of the
measurements as the five remaining unconstrained degrees of
freedom can guarantee near-optimal operation with minimum
loss when operating at the nominal optimal mode despite the
severe disturbances that affect the process.
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Abstract—In order to meet tight product quality specifications
for batch/fed-batch processes, it is vital to monitor and control
batch product quality throughout the batch duration. The ideal
strategy is to control batch product quality through trajectory
tracking of a desirable batch product quality evolution during
the batch run. However, due to the lack of in-situ sensors
for continuous measurements of batch product quality, the
measurement of batch product quality is usually implemented
by laboratory assay of samples and thus these measurements
are generally intermittent. Therefore direct trajectory tracking
of batch product quality is not feasible for such scenarios with
intermittent measurements. This paper proposes an approach
to use intermittent measurements to realize trajectory tracking
control of batch product quality through moving window estima-
tion. The first step of the approach is to identify a partial least
squares (PLS) model using intermittent measurements to relate
process variable trajectories and batch product quality. Then
the identified PLS model is further applied to predict product
quality trajectory during the batch run so as to realize trajectory
tracking of a desirable product quality evolution. An example
from fed-batch fermentation for penicillin production is used
to illustrate the principle and the effectiveness of the proposed
approach.

I. INTRODUCTION

Batch processes are widely used in industry for manu-
facturing low-volume and high-value added products such
as specialty chemicals, polymers and pharmaceuticals [1].
The popularity of batch operation in industry has two main
reasons [2]: one is that batch processes are easier to set up
and operate with the possibility of continuous improvements
from earlier batch runs; the other is that batch operation is
more efficient than continuous operation for frequent product
changes and the production of small quantities with little or no
hardware modification at all, which is especially attractive for
starting commercial productions of novel materials to recover
research and development costs before competing products
affect prices.

The ultimate task for batch processes is to ensure consistent
and desirable batch end-product quality for each batch run.
This is not easy to fulfil in practice as batch processes
are usually complex physical-chemical processes with time-
varying and nonlinear dynamics. Furthermore, there still lack
reliable in-situ sensors to monitor batch product quality during
the batch run. Batch-to-batch variations resulting from changes

to raw material properties and operating conditions also ren-
der robust control of batch end-product quality even more
challenging. Many process monitoring and control schemes
have been proposed in the literature to confront the issues
encountered in batch operations [3], [4], [5], [6], [7]. Initial
studies for the control of batch processes were based on
mechanistic process models and traditional control methods
[8], [9], [10], [11], [12], [13]. However, the identification of
an accurate mechanistic model for a batch process is often
difficult and time-consuming. Therefore multivariate statistical
process control methods, which are based on process history
data to develop empirical models, become a popular technique
for modern process monitoring and control [14], [1], [15], [4],
[16], [7], [17]. Among them, multi-way principal components
analysis (PCA) and multi-way projection to latent structures
(PLS), which are the extensions of PCA and PLS, enabling
them handle three-dimensional matrices, are most widely used
[18], [19], [20], [21], [7].

Using latent variable models such as multi-way PCA and
PLS, currently there are two control approaches for batch pro-
cesses: batch end-product quality control and trajectory track-
ing. The typical batch end-product quality control approach is
addressed in [19], [22], where a PLS model relates process
variable trajectories to batch end-product quality. Manipulated
variable trajectories (MVTs) are determined such that they
minimize the difference between the predicted and the target
batch end-product quality. Since there is no measurement of
batch product quality during the batch running period, the
effectiveness of the approach relies heavily on the accuracy
of the identified PLS model. The typical trajectory tracking
approach is addressed in [21], [7], where a PCA model
is identified to model the process dynamics of all process
variable trajectories and MVTs are deduced from feeding
future process variable trajectories with the target trajectories.
Due to the difficulty of on-line measurements of batch product
quality during the batch run, the target trajectories are usually
some key process variable trajectories such as temperature set-
points rather than the target batch product quality trajectories
and thus the assumption is that the batch end-product quality
can be guaranteed if these key process variable trajectories
follow their pre-determined set-points. However, such an as-
sumption is not always true as the batch end-product quality
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can deteriorate in the case of disturbances even if the pre-
determined process variable trajectories are perfectly tracked.

Although batch product quality cannot typically be mea-
sured continuously along with other process variables due to
the lack of in-situ sensors for quality measurement, it can often
be measured intermittently through laboratory assay of sam-
ples taken during the batch run. Making use of the intermittent
measurement data, a PLS model can be identified according to
the method proposed in [5], where a series of created pseudo
batches are synchronized to their batch endpoints and a PLS
model is identified upon the synchronized pseudo batch data.
The identified PLS model can further be applied to predict
future batch product quality trajectories using moving window
estimation. Thus it is possible to realize trajectory tracking of
a pre-determined product quality trajectory directly rather than
trajectory tracking of other process variable trajectories for a
new batch run.

This paper proposes a practical approach to realize trajec-
tory tracking control of batch product quality using intermit-
tent measurements and moving window estimation. The paper
is organized as follows: Section 2 details the methodology
of the proposed trajectory tracking control of batch product
quality; a case study of penicillin fermentation is described
in Section 3; some conclusions and remarks are provided in
Section 4.

II. TRAJECTORY TRACKING CONTROL OF BATCH PRODUCT
QUALITY

In order to realize trajectory tracking control of batch
product quality using intermittent measurements and moving
window estimation, three steps are to be fulfilled: the first step
is to identify a PLS model using intermittent quality measure-
ments and a PCA model without any data from intermittent
quality measurements; the second step is to predict future
quality trajectories using the identified PCA&PLS models and
the strategy of moving window estimation; and the third step
is to compute the MVTs and implement them in a receding
horizon manner. These three steps are to be described in detail
in the following subsections.

A. Model identification

For PLS, process variables are divided into two groups: the
predictor values such as measured process variable trajectories
and manipulated variable trajectories; the response values such
as measured batch product quality variables. The method for
identifying the PLS model using intermittent measurements is
similar to the approach proposed in [5], where pseudo batches
are created at those measurement points and they are further
aligned toward their end-points for identifying the PLS model
based on a selected modeling window.

Taking two batches shown in Figure 1 as an example,
each batch has three intermittent measurements for product
quality during the batch run. Therefore a total of six pseudo
batches are created and they are aligned toward their end-
points as shown in Figure 1. Then a modeling window is
selected to identify the PLS model with the intermittent

Fig. 1. Model building using intermittent measurements

measurements as the response values and all other process
variable measurements including the manipulated variables as
the predictor values. The predictor and response values are
generally three-dimensional matrices of size I×J×K, where
I is the number of pseudo batches for which data are available,
J is the number of variables that are measured and K is the
number of samples collected during the time period of the
modeling window. These three dimensional matrices of data
can be unfolded in a batch-wise way to model differences
among batches [7]. The batch-wisely unfolded data are further
mean-centered and scaled to be unit variance and performing
PLS on the obtained data results in a latent variable model of
the form:

X = TPT + E, (1)
Y = UQT + F, (2)

where X is a matrix of I × JxKx for the predictor variables,
Y is a matrix of I × JyKy for the response variables, P of
JxKx × A and Q of JyKy × A are the loading matrices,
respectively. Here A is the number of latent variables. The
scores T and U are related by a diagonal matrix B of
proper dimensions with U = TB. T = XW(PT W)−1,
where W is the weight matrix. Finally, E and F are residual
matrices. In practice, the PLS model is often expressed as
a predictive model relating the predictor variables and the
response variables directly [23]:

Y = XW(PT W)−1BQT + F∗, (3)
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where F∗ is a residual matrix.
Without considering the intermittent measurements for

product quality variables, multi-way PCA can be identified
instead to model the correlation structure for all predictor
variables:

X = TcPT
c + Ec. (4)

B. Moving window estimation

Once the PCA and PLS models have been identified from
past batch data, they can be further used to predict future batch
product quality for a new batch run through the strategy of
moving window estimation. The principle of moving window
estimation can be described in Figure 2, where the length of
the modeling window for the identified PCA&PLS models is
assumed to be l and the current time instant is θi. The first
step for moving window estimation is to place the modeling
window to cover the measured l − 1 samples of predictor
variables, which are uθi−l+1→θi−1 for the manipulated vari-
able xθi−l+2→θi

and for all other measured process variables.
Assume that the future manipulated variable trajectory is
known in advance, then the future process variables xθi+1

can be estimated using the identified PCA model and missing
data algorithms. Several missing data imputation methods have
been proposed in the literature [24], [25]. The common idea
of them is to make use of the underlying data pattern to
deduce the missing part from the known part. Taking the
missing data algorithm called Projection to the Plane as an
example, the predictor variables x are grouped into two parts
xT = [x∗T

x�T

], where x∗T

= [xT
θi−l+2→θi

uT
θi−l+1→θi

]
contains the known data and x� = xθi+1 contains the missing
data. The loading matrix P from the identified PCA model
can also be grouped into two corresponding parts P∗

c and P�
c.

Then the missing data can be deduced from the optimal score
vector τ̂ , which is obtained from minimizing the following
objective function [21]:

J =
1
2
(x∗ − P∗

cτ)T (x∗ − P∗
cτ). (5)

The optimal solution for Eq. (5) is τ̂ = (P∗T

c P∗
c)

−1P∗T

c x∗

and thus the missing data x� can be deduced from it straight-
forwardly:

x� = P�
cτ̂ . (6)

Therefore the estimation of the future process variable xθi+1,
denoted as x̂θi+1, can be expressed as a function of the
measured process variable trajectories xθi−l+2→θi and the
manipulated variable trajectories uθi−l+1→θi

:

x̂θi+1 = P�
c(P

∗T

c P∗
c)

−1P∗T

c [xT
θi−l+2→θi

uT
θi−l+1→θi

]T . (7)

Using the estimated x̂θi+1 and the identified PLS model, the
product quality at the time instant θi + 1, denoted as ŷθi+1,
can be predicted as follows according to Eq. (3):

ŷθi+1 = [xT
θi−l+2→θi

x̂T
θi+1 uT

θi−l+1→θi
]W(PT W)−1BQT .

(8)
After the process variable values and the product quality

value at the time instant θi + 1 have been estimated using

Fig. 2. Moving window estimation

the identified PCA&PLS models, the modeling window is to
be moved forward as shown in Figure 2. Then the process
variable values and the product quality value at the time
instant θi + 2 can be deduced in a similar way, where the
value of xθi+1 is assumed to be known in advance as the
formerly estimated value x̂θi+1. The whole estimation process
is repeated sequentially up to the end of the control horizon
θc. So the estimated process variable trajectories x̂θi+1→θc

and
the estimated product quality trajectories ŷθi+1→θc

can both
be expressed as a function of the future manipulated variable
trajectories uT

θi→θc−1.

C. Trajectory tracking control

The proposed trajectory tracking control is performed in
a typical receding horizon manner: the future manipulated
variable trajectories with the horizon of c are optimized to
minimize the difference between the predicted future quality
trajectory and the target future quality trajectory at each con-
trol decision point; the optimized future manipulated variable
trajectories are implemented into the process up to the next
control decision point and the whole process is repeated until
the operation ends. Assume that the control decision point
is at the current time instant θi and the target future quality
trajectory is ȳθi+1→θi+c, the predicted future quality trajectory
ŷθi+1→θi+c can be obtained using moving window estimation.
According to the moving window estimation procedure de-
scribed in Eqs. (7-8), the predicted future quality trajectory
ŷθi+1→θi+c can be illustrated as a function of the future
manipulated variable trajectory uθi→θi+c−1, i.e.,

ŷθi+1→θi+c = f(xθi−l+c+1→θi ,uθi→θi+c−1). (9)
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The corresponding optimization for the optimal future manip-
ulated variable trajectory ũθi→θi+c−1 can then be formulated
as follows:

min
uθi→θi+c−1

(ŷθi+1→θi+c − ȳθi+1→θi+c)T Q1

(ŷθi+1→θi+c − ȳθi+1→θi+c) +
ΔuT

θi→θi+c−1Q2Δuθi→θi+c−1,

s.t. Ulb ≤ uθi→θi+c−1 ≤ Uub (10)

where Q1 and Q2 are the weight matrices for trajectory errors
and control rates, respectively; Ulb and Uub are the lower and
upper bound for uθi→θi+c−1, respectively.

III. CASE STUDY

In order to assess and validate the proposed approach for
trajectory tracking control of product quality, a benchmark
simulation for fed-batch fermentation of penicillin is used. The
simulator, called Pensim, is based upon a series of detailed
mechanistic models that describe the fermentation process
[26]. The following process variables are collected hourly
during the fermentation process: aeration rate, agitator power,
substrate feed temperature, substrate concentration, dissolved
oxygen concentration, culture volume, carbon dioxide con-
centration, pH, fermenter temperature, generated heat and
substrate feed rate. The substrate feed rate is the manipulated
process variable and the batch product quality is the biomass
concentration that is measurable intermittently through labo-
ratory assay during the batch run. Ten batch data are collected
for model building and each batch has a duration time of 200
hours. It is further assumed that the biomass concentration is
measured four times at a time interval of 50 hours during the
batch running for each batch and therefore a total of 40 pseudo
batches are created according to Figure 1. The validation of the
proposed approach is performed in two steps: the first step is
focused on building the PCA&PLS models and validating their
accuracy for the strategy of moving window estimation; the
second step is focused on realizing trajectory tracking control
of batch product quality using the identified PCA&PLS models
and the strategy of moving window estimation. These two
steps are detailed in the following two subsections.

A. Building the PCA&PLS models and validating their accu-
racy using moving window estimation

The PCA&PLS models are identified using the created 40
pseudo bath data, where the length for the modeling window is
selected to be 50 hours and the number of latent variables for
the identified PCA&PLS models is selected to be 12 through
cross-validation [27]. Taking a new batch run for an example,
the control decision point is set at 50th hour and the future
substrate feed rate is also assumed to be known. Then the
future process variables such as the future carbon dioxide
concentration can be estimated recursively using the identified
PCA model according to Eq. (7). The estimated future carbon
dioxide concentration from 50th hour to 90th hour is shown in
Figure 3, where the estimated values are compared with their

Fig. 3. Moving window estimation of the future carbon dioxide concentration

actual values. It can be seen that the estimated values are close
to their actual values and thus the identified PCA model can be
used to estimate the future process variable trajectories using
the strategy of moving window estimation.

Using the same known future substrate feed rate and the es-
timated future process variable trajectories, the future biomass
concentration can also be predicted using the identified PLS
model and the strategy of moving window estimation accord-
ing to Eq. (8). The predicted future biomass concentration
from 50th hour to 90th hour is shown in Figure 4, where the
predicted values are compared with their actual values. It can
be seen that the identified PLS model can also successfully
apply to predict the future product quality trajectory. These
results shown in Figures 3 and 4 have demonstrated the
accuracy of the identified PCA&PLS models as well as the
effectiveness of moving window estimation and therefore they
can be used for the following trajectory tracking control of
batch product quality.

B. Trajectory tracking control using the identified PCA&PLS
models and moving window estimation

For the same new batch run, the task of the proposed con-
troller is to track a pre-determined product quality trajectory
during the batch run. Taking a pre-determined biomass concen-
tration trajectory under nominal conditions as an example, the
control result of tracking the predetermined trajectory is shown
in Figure 5, where the control horizon is selected to be 10
hours and the controller is switched on at 50th hours. It can be
seen that the target product quality trajectory has been tracked
approximately. However, there are some oscillations for the
controlled quality trajectory. This is due to the oscillatory
trajectory of the computed substrate feed rates, as shown in
Figure 6. Additional measures such as adding extra constraints
on control input sequences are to be taken to reduce such
oscillatory behavior for a smoother trajectory tracking in the
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Fig. 4. Moving window prediction of the future biomass concentration

Fig. 5. Tracking an ideal product quality trajectory using the controller

future work [22].
The proposed control approach for trajectory tracking of

batch product quality is further compared to the traditional
end-point control approach of batch product quality [19]. In
order to demonstrate the benefits of considering intermediate
product quality trajectory rather than just the batch end-
product quality, the fed-batch process is assumed to be subject
to un-modeled disturbances. The added disturbance is chosen
to be a step change in the concentration of the substrate feed
from its nominal value of 600 g/l to 570 g/l occurring at
the 30th hour. As shown in Figure 7, the traditional batch
end-product quality control approach lacks the capability to
detect the occurred disturbance and thus generates a much
lower batch end-product quality than the proposed control
approach. The proposed control approach manages to track

Fig. 6. The computed manipulated variable trajectory from the controller

Fig. 7. Tracking product quality trajectory subject to un-modeled disturbances

the target product quality trajectory approximately despite the
occurrence of the added disturbance and thus it can generate
a much better batch end-product quality as well.

IV. CONCLUSIONS

Due to the lack of in-situ sensors for continuous measure-
ments of batch product quality, it is hard to realize trajectory
tracking control of product quality directly. Making use of
intermittent measurements for batch product quality, this paper
proposes a practical approach for tracking a desirable quality
trajectory during the batch runs. The proposed approach is
based on the strategy of moving window estimation for online
prediction of future product quality trajectory. The benchmark
simulation results have demonstrated the accuracy of the iden-
tified PCA&PLS models using intermittent measurements and
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Fig. 8. The computed manipulated variable trajectories subject to un-modeled
disturbances

the effectiveness of the proposed trajectory tracking scheme
for batch product quality control, especially in the case of
un-modeled disturbances. The obtained manipulated variable
trajectory tends to be oscillatory and measures are to be taken
to reduce such oscillatory behavior in the future work.
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[2] A. Çinar, S. J. Parulekar, C. Ündey, and G. Birol. Batch Fermentation:
Modeling, Monitoring, and Control. Marcel Dekker, Inc., 2003.

[3] E. B. Martin and A. J. Morris. An overview of multivariate statistical
process control in continuous and batch process performance monitoring.
Transactions of the Institute of Measurement & Control, 18:51–60, 1996.

[4] T. Kourti. Application of latent variable methods to process control and
multivariate statistical process control in industry. International Journal
of Adaptive Control and Signal Processing, 19:213–246, 2005.

[5] O. Marjanovic, B. Lennox, D. Sandoz, K. Smith, and M. Crofts. Real-
time monitoring of an industrial batch process. Computers and Chemical
Engineering, 30:1476–1481, 2006.

[6] J. Chen and K. C. Lin. Integrated batch-to-batch control and within-batch
online control for batch processes using two-step MPLS-based model
structures. Industrial & Engineering Chemistry Research, 47:8693–
8703, 2008.

[7] M. Golshan, J. F. MacGregor, M. J. Bruwer, and P. Mhaskar. Latent
variable model predictive control (LV-MPC) for trajectory tracking in
batch processes. Journal of Process Control, 20:538–550, 2010.

[8] A. Jutan and A. Uppal. Combined feedforward-feedback servo control
scheme for an exothermic batch reactor. Industrial & Engineering
Chemistry Process Design and Development, 23(3):597–602, 1984.

[9] P. L. Lee and G. R. Sullivan. Generic model control (GMC). Computers
& Chemical Engineering, 12(6):573 – 580, 1988.

[10] C. Kravaris and M. Soroush. Synthesis of multivariable nonlinear
controllers by input/output linearization. AIChE Journal, 36(2):249–
264, 1990.

[11] D. Ruppen, D. Bonvin, and D. W. T. Rippin. Implementation of adaptive
optimal operation for a semi-batch reaction system. Computers and
Chemical Engineering, 22:185–199, 1997.

[12] N. Aziz, M. A. Hussain, and I. M. Mujtaba. Performance of different
types of controllers in tracking optimal temperature profiles in batch
reactors. Computers and Chemical Engineering, 24:1069–1075, 2000.

[13] M. Joly and J. M. Pinto. Optimal control of product quality for batch
nylon-6,6 autoclaves. Chemical Engineering Journal, 97:87–101, 2004.

[14] A. Y. D. Tsen, S. S. Jang, D. S. H. Wong, and B. Joseph. Predictive
control of quality in batch polymerization using hybrid ANN models.
AIChE Journal, 42(2):455–465, 1996.

[15] J. Flores-Cerrillo. Quality control for batch processes using multivariate
latent variable methods. Ph.D thesis, McMaster University, Hamilton,
ON, Canada, 2003.

[16] I. M. Mujtaba, N. Aziz, and M. A. Hussain. Neural network based
modelling and control in batch reactor. Chemical Engineering Research
and Design, 84(8):635–644, 2006.

[17] D. Laurı́, J. A. Rossiter, J. Sanchis, and M. Martnez. Data-driven
latent-variable model-based predictive control for continuous processes.
Journal of Process Control, 20(10):1207–1219, 2010.

[18] P. Nomikos and J. F. MacGregor. Monitoring batch processes using
multiway principal component analysis. AIChE Journal, 40:1361–1375,
1994.

[19] J. Flores-Cerrillo and J. F. MacGregor. Control of batch product quality
by trajectory manipulation using latent variable models. Journal of
Process Control, 14:539–553, 2004.

[20] H. Zhang and B. Lennox. Integrated condition monitoring and control of
fed-batch fermentation processes. Journal of Process Control, 14:41–50,
2004.

[21] J. Flores-Cerrillo and J. F. MacGregor. Latent variable MPC for
trajectory tracking in batch processes. Journal of Process Control,
15:651–663, 2005.

[22] J. Wan, O. Marjanovic, and B. Lennox. Disturbance rejection for
the control of batch end-product quality using latent variable models.
Journal of Process Control, 22(3):643–652, 2012.

[23] A. Ferrer, D. Aguado, S. Vidal-Puig, J. M. Prats, and M. Zarzo. PLS:
A versatile tool for industrial process improvement and optimization.
Applied Stochastic Models in Business and Industry, 24(6):551–567,
2008.

[24] P. R. C. Nelson, P. A. Taylor, and J. F. MacGregor. Missing data methods
in PCA and PLS: Score calculations with incomplete observations.
Chemometrics and Intelligent Laboratory Systems, 35:45–65, 1996.

[25] F. Arteaga and A. Ferrer. Dealing with missing data in MSPC:
several methods, different interpretations, some examples. Journal of
Chemometrics, 16:408–418, 2002.
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Abstract— This paper presents batch-to-batch iterative learning 
control (ILC) of a fed-batch fermentation process using batch-
wise linearised models identified from process operation data. 
The newly obtained process operation data after each batch is 
added to the historical data base and an updated linearised 
model is adaptively identified. In an effort to adapt to the current 
process environment, the updated model is identified from a 
moving window of the most recent historical batches. The new 
model is used to compute control policy for the next batch. The 
control policy at different batch stages are generally correlated as 
the overall control policy is obtained to maximize the amount of 
product at the end of a batch. To address the colinearity issue, 
partial least square (PLS) is used in estimating the linearised 
model parameters. The proposed strategy is applied to a 
simulated fed-batch fermentation process and the performance is 
evaluated. The effect of window sizes was studied. Simulation 
results show that the proposed approach improves the batch-to-
batch ILC performance. 

Keywords-batch-to-batch control; iterative learning control; 
partial least square; fermentation process 

I.  INTRODUCTION  
Fed-batch fermentation is vital in manufacturing high value 

added pharmaceutical and biochemical products. Fed-batch 
process is an evolution from batch reactor. The only difference 
between batch and fed-batch reactor is the feeding technique.  
In a batch reactor the substrate is only fed at the beginning of 
the process while in a fed-batch reactor it is fed over a few 
intervals with varying feed rates if necessary depending on the 
cell growth curve. The objective of using fed-batch in a 
fermentation process is to feed the substrate at the same rate 
that the organism utilizes it. That way, fed-batch fermentation 
increases input-yield ratio compared to the batch fermentation. 

A core issue in fed-batch fermentation is the inability to 
sustain end-product quality specification due to the presence of 
model plant mismatches and unknown disturbances. Although 
every single batch repeats with exactly the same nominal initial 
parameters, somehow the end-product concentration varies due 
to unknown process variations. At present, the optimal control 
policy (feed rate) to obtain desired product quality in fed-batch 
fermentation is calculated off-line. The off-line calculated 
control policy may not be optimal when implemented to the 

real process due to model-plant mismatches and presence of 
unknown disturbances. 

The repetitive nature of batch processes allows information 
from previous batches being used in modifying the control 
policy of the next batch in the framework of iterative learning 
control (ILC). ILC exploits every possibility to incorporate past 
control information into construction of present control action 
through memory based learning. The basic idea of ILC is to 
update the control trajectory for a new batch run using 
information from previous batch runs so that the output 
trajectory converges asymptotically to the desired reference 
trajectory [1],[2],[3]. The concept of ILC was first developed in 
the robotics industry to render a high precision in performing 
repetitive action of a given task [4], [5], [6]. In the recent years, 
ILC have been actively studied for application in injection 
moulding, batch reactor, chemical batch process, extrusion and 
batch distillation [7], [8], [9]. 

In a batch reactor, final product quality is usually controlled 
through controlling measurable variables such as pH, 
temperature and feed rate. The optimal trajectory of the 
measured variable is set and every batch run for the same 
process follows the same fixed trajectory [10]. This strategy 
fails when process disturbance in non-measured variables such 
as feedback condition, raw material properties, impurities and 
catalyst activities is present and affects the product quality [1]. 
This means a consistent input trajectory will not ensure product 
quality especially when unknown disturbances are present. 
This setback brings about the idea to update and re-optimize 
the input trajectory after every run to achieve desired product 
quality iteratively [10]. In a recent development, batch to batch 
ILC based on linearized perturbation model identified using 
multiple linear regressions (MLR) is reported [10]. In that work 
[10], the perturbation model is obtained using deviations of 
process input and output from their nominal trajectories and is 
updated after every batch by using the immediate previous 
batch as the nominal batch. This way, the unexpected process 
and parametric disturbances is expected to be captured and 
removed to render a more precise model prediction. 

This paper presents an ILC strategy for a fed-batch 
fermentation process using linearised models identified from 
process operational data. The control policy updating is 
calculated using a model linearised around a reference batch.   
In order to cope with process variations and disturbances, the 
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reference batch can be taken as the immediate previous batch. 
In such a way, the model is a batch wise linearised model and 
is updated after each batch. The newly obtained process 
operation data after each batch is added to the historical data 
base and an updated linearised model is re-identified. In order 
to overcome the colinearity among the predictor variables, this 
paper proposes that the linearised model can be identified using 
partial least square regression (PLS) [11].  

In order for the updated model to capture the process 
behavior in the face of process variations, a new technique 
using a moving window of the historical batches to update 
batch-wise linearised models is developed in this paper. The 
historical batches were updated after every batch run but using 
only the M recent number of batches. In other words, after 
every run the “oldest” batch is forgotten and the new batch is 
included into the sliding “window” of historical batches. 

The proposed strategy is applied to a simulated fed-batch 
fermentation process. The results show that enhanced control 
performance is obtained under the proposed approach. Model 
updating using PLS leads to better control performance than 
model updating using MLR. Different window sizes were 
studied and the performances were evaluated. 

The paper is organized as follows. Section II presents 
batch-to-batch ILC with updated linearised model. Application 
to a simulated fed-batch fermentation process is presented in 
Section III. Section IV concludes this paper. 

II. BATCH-TO-BATCH ITERATIVE LEARNING CONTROL 
WITH UPDATED LINEARISED MODEL 

A. Linearised Models for Batch Processes 
Consider batch processes where the batch run length (tf) is 

fixed and consists of N control intervals. For simplicity in 
implementation, the manipulated variable, u∈Rm (m=1 in this 
work), is kept constant within each control interval and, thus, 
the control policy for a batch is a vector with N elements. 
Product quality variables (outputs), y∈Rn (nº1), can be 
obtained off-line by analysing the samples taken during the 
batch run. The product quality and control trajectories are 
defined, respectively, as 

 
Yk=[yk

T(1), yk
T(2),…, yk

T(N)]T   (1) 
 

Uk=[uk(0), uk(1),…,uk(N-1)]T   (2) 
 

where the subscript k denotes the batch index. The desired 
reference trajectories of product quality are defined as 
 

Yd=[yd
T(1), yd

T(2),…, yd
T(N)]T   (3) 

 
A batch process is typically modelled with a dynamic 

model, but it would be convenient to consider a static function 
relating the control sequence to the product quality sequences 
over the whole batch duration [10]. 

 
Yk = F(Uk) + vk       (4) 

 
where F(⋅) represents the non-linear static functions between 
Uk(t) and yk(t) at different sampling times and 
vk=[vk

T(0),vk
T(1),…, vk

T(N-1)]T is a vector of measurement 
noises. Linearising the non-linear batch process model 
described by Eq(4) with respect to Us around the nominal 
trajectories (Us, Ys), the following can be obtained. 
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where wk=[wk

T(1), wk
T(2), …, wk

T(N)]T is a sequence of model 
errors due to the linearization (i.e., due to neglecting the 
higher order terms) and vk represents the effects of noise and 
unmeasured disturbances. Define the linearised model Gs as 
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The structure of Gs is restricted to the following lower-

block-triangular form due to the causality. 
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The linearised model can be identified from historical 

process operation data using MLR [10]. Let X and Y be the 
deviations from the reference trajectories of historical data in 
the manipulated variables and product quality variables 
respectively, then Y = GsX and the linearised model Gs can be 
obtained through MLR as 

 
Gs = (XTX)-1XTY      (8) 

 
To cope with process drift, the linearised model can be re-

identified after each batch run with data from the most recent 
batch added to the historical process data. Furthermore, the 
control trajectory and quality variable trajectory from the most 
recent batch can be used as the reference trajectories. 

B. Partial Least Squares 
PLS projects the X and Y matrices to a subset of latent 

variables, t and u, respectively. 
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=
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                                                (10) 

 
In the above equations, E and F are residual matrices of 

unfitted variations in the X and Y data respectively. If 
sufficient numbers of latent variables (sufficiently large k) are 
used, then both E and F can be made zero or close to zero if the 
modeled relationship is linear. The objective is to fit a linear 
relationship between X and Y by performing least square 
regression between each pair of corresponding t and u latent 
vectors while making ¼F¼ as small as possible. 

 

jjj btu =ˆ                 j=1,2,…k        (11) 
  
where bj is the coefficient from the inner linear regression 
between the jth latent variables  uj and tj which is 
 

j
T
jj

T
jj utttb 1)( −=                              (12)                                   

           
PLS provides a bilinear decomposition of the X and Y 

matrices into a number of rank-one matrices. The 
decomposition can be defined as the product between each pair 
of input scores vector, t, and predicted output scores vector, 

jû , and a set of corresponding input and output loading 
vectors p and q.  

The number of latent variables, k, to be retained in the 
model for PLS is usually determined through cross-validation 
[12].  The data set for building a model is partitioned into a 
training data set and a testing data set. PLS models with 
different number of principal components are developed on the 
training data and then tested on the testing data. The model 
with the smallest testing errors is then selected. 

C. Model Updating Using a Sliding Window of Historical 
Batches 

 
Let M be the size of a sliding window of the past batches 

and use the immediate previous batch, the (k-1)th batch, as the 
nominal  batch, then the deviations of the process input and 
output trajectories from their nominal trajectories in the sliding 
window can be represented as: 
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The updated model parameters can be obtained using MLR 
or PLS. If correlations exist among the control actions at 
different stages of a batch, then PLS will give robust and 
reliable estimation of the model parameters.  

 

D. Iterative Learning Control 
 

The batch to batch iterative learning control strategy was 
developed in [10] and is briefly introduced here. 

The prediction of perturbation model is defined as       

ksk UGY ˆˆ =       (15) 
and the absolute model prediction is defined as       

kssksk UGYYYY ˆˆˆ +=+=     (16) 
 

After completion of the kth batch run, prediction errors 
between off-line measured or analysed product qualities and 
their model predictions can be calculated as 

kkkkk YYYY ˆˆ	 −=−=   (17) 
Based on the prediction errors of the kth batch run, the 

modified prediction of perturbation model in the (k+1)th batch 
run is obtained as      

kkk 	ˆ~
11 += ++ YY    (18) 

 
The absolute modified model prediction is defined as 

kkskkk 	ˆ	ˆ~
111 ++=+= +++ YYYY  (19) 

 
The modified prediction error is defined as 

11111
~~	~ +++++ −=−= kkkkk YYYY  (20) 

 
From the definitions in Eq(17) and Eq(18), we have  

kkk 			~ 11 −= ++     (21) 
 

We assume that the prediction error of the perturbation 
model is bounded by a certain small positive constant Bm such 
that 

mk B<|	|     (22) 
 

The prediction error bound Bm is a measure to represent the 

deviation of kŶ from kY or kŶ from kY . The higher the value 
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of Bm is, the poorer the identified model is. The modified 
prediction error is bounded by 2Bm as follows 

|	~| k < |	| k + |	| 1−k < 2Bm   (23) 
 

The tracking errors of process and perturbation model are 
respectively defined as 

kdkdk YYYYe −=−=    (24) 

kdkdk YYYYe ˆˆˆ −=−=      (25) 

where dY is the deviated desired trajectory and defined as     

dY =Yd -Ys     (26) 
 

The tracking errors of modified prediction of perturbation 
model is defined as 

kdkdk YYYYe
~~~ −=−=    (27) 
 

From the definitions in Eq(17), Eq(24) and Eq(27), the 
following relationship among these three tracking errors can be 
obtained 

kkk ee −= ˆ	      (28) 

1ˆ~
−−= kkk �ee      (29) 

 
From Eq(25) and Eq(15), an iterative relationship for 

kê along the batch index k can be obtained as 

11
ˆˆˆ ++ −= kskk UGee Δ     (30) 

where 1+kUΔ  is defined as   

kkk UUU −=Δ ++ 11     (31) 
 

From the definition of perturbation variables, we can have 

kkkkk UUUUU −=−= +++ 111Δ   (32) 
 

Substitute Eq(28) and Eq(30) to Eq(29), we have  

111
ˆ)ˆ(ˆ~

+++ −=−−= kskkkkk UGeeeee Δ  (33) 
 

On the other hand, Eq(28) can be rewritten as  

kkk 	ˆ −= ee      (34) 

 
From Eq(34) and Eq(30), an iterative relationship for ek 

along the batch index k can also be obtained as 

111 	~ˆ
+++ −−= kkskk UGee Δ   (35) 

 
Given the error transition model in the form of Eq(33) and 

Eq(35), the objective of ILC is to design a learning algorithm 
to manipulate the control policy so that the product qualities 
follow the specific desired reference trajectories. The following 

quadratic objective function based on the modified prediction 
errors upon the completion of the kth batch run is minimised to 
update the input trajectory for the (k+1)th batch run 
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where Q and R are positive definitive matrices. Note that the 
objective function, Eq(36), has a penalty term on the input 
change 1+Δ kU  between two adjacent batch runs, the algorithm 
has an integral action with respect to the batch index k [10]. 
The weighting matrices Q and R should be selected carefully. 
A larger weight on the input change will lead to more 
conservative adjustments and slower convergence. There are 
also other variants of the objective function. For example, the 
weighting matrices Q and R may be set as Q = diag{Q(1), 
Q(2), …, Q(N)}, R = diag{R(0), R(1), …, R(N-1)}, where Q(i) 
and R(j) increase with respect to the time intervals t in 
proportion to its effect of the final product quality. For the sake 
of simplicity, Q and R are selected in this study as Q=λq⋅IN and 
R=λr⋅IN. 

By finding the partial derivative of the quadratic objective 
function Eq(36) with respect to the input change 1+Δ kU  and 
through straightforward manipulation, the following ILC law 
can be obtained 

kk eKU ˆ
1 =+Δ      (37) 

where K̂ is defined as the learning rate 

QGRGQGK T
ss

T
s

ˆ]ˆˆ[ˆ 1−+=    (38) 
 

From Eq(32) and Eq(37), the ILC law can be written as 

kkk eKUU ˆ
1 +=+     (39) 

 

III. APPLICATION TO A FED-BATCH FERMENTATION 
PROCESS 

A. A fed-batch Fermentation Process 
The process considered in this paper is a fed-batch yeast 

fermentation process taken from [14], where a detailed kinetic 
and dynamic model is presented. The kinetic model of yeast 
metabolism is based on the bottleneck hypothesis by [15] and a 
dynamic model is developed based on mass balance equations 
for glucose, ethanol, oxygen and biomass concentrations. In 
this study, a simulation programme is developed in MATLAB 
using the kinetic and dynamic model and is verified with the 
results presented in [14]. The operation objective is to produce 
maximum amount of biomass by adjusting the glucose feed 
rate subject to operation constraints.  

In this case study, each batch had a finite run time of 
16.5hrs. The batch duration was divided into 10 equal stages 
and the feed rate remains constant within each stage.  An initial 
feed rate profile was obtained from [14]. Then, 20 historical 
batches were generated by adding random variations to the 
initial feed rate profile. The end-batch biomass concentration of 
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the historical batches ranged between 45-60g/L. Then, MLR 
and PLS regression methods were used in estimating the 
linearised model parameters from these historical process data. 
Batch –to-batch iterative learning control with updated 
historical batches was applied to the simulation. The Q and R 
values were fixed at 1I and 0.0001I respectively. The R and Q 
weighting were decided using a trial and error method.   

B. Results for Batch to Batch ILC with Updated Models 
 

A batch-to-batch control study using linearised models 
from updated historical batches was conducted. The number of 
historical bathes used to develop a current batch process model 
keeps building up after every batch run. In other words, after 
every batch trial, the data is added into the pile of historical 
batches. Then all previous batches are used to identify a new 
process model which is used to generate a new control policy 
for the current batch. The cycle repeats and the process model 
is developed using both old and new batch data. 
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Figure 1. End of batch biomass concentration under ILC with batch-wise 
updated models 
 

Figure 1 shows the performance of batch to batch ILC 
using updated MLR and PLS models identified from growing 
number of historical batches. The desired final biomass 
concentration was set at 74g/L. Batch 0 represents the last 
historical batch before implementing ILC. It is used as 
reference point to show process improvements due to the 
implementation of ILC. Batches 1 to 10 were used to test the 
ability of tracking desired trajectory without the presence of 
disturbances. From batch 11, a disturbance was introduced in 
that the initial substrate concentration was changed to 305g/l 
from its nominal value of 325g/l. Note that the initial substrate 
concentration is not measured and, hence, this is an 
unmeasured disturbance. Overall, MLR and PLS model 
revealed improving process operation with slight instability for 
both with and without disturbances. Comparing MLR and PLS 
models, it is evident that ILC based on the PLS model 
delivered higher biomass concentration for almost all the 
batches. This is due to the ability of PLS model to alleviate co-
linearity issue. Although PLS model resulted in higher biomass 
concentration in the presence of disturbance, the convergence 
rate and stability was quite unsatisfactory. MLR model 
exhibited steadier performance from batch 11 to batch 20 
because larger number of historical batches is favourable to 
obtain a better MLR model, thus better performance. The PLS 

model based ILC gives higher biomass but it does not always 
improve from batch to batch.  

C. Results for Batch to Batch ILC with Updated Models and 
Moving window Historical Batches 
Further improvement was done for PLS model using a 

sliding window of historical batches to develop process 
models. After each batch run, the new batch data is added into 
the window of historical batches. The oldest batch in the 
window is removed. The idea is to use latest information to 
update the model and calculate the control policy for the 
current batch. Three sliding window sizes of 10, 15 and 20 
historical batches were studied. 
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Figure 2. End of batch biomass concentration under ILC with batch-wise 
updated models using a sliding window of historical batches  

 
Figure 2 shows that all three windows sizes exhibit 

improving results with varying stability before and after the 
disturbance was introduced. Performances of different window 
sizes (N) were compared with the one without using sliding 
window.  For window size of 20, the convergence rate and 
stability were better and satisfactory when there is no 
disturbance. In the presence of disturbance, the results 
fluctuated and were not any better compared to ILC without 
using a sliding window.  As for window size of 15, the biomass 
concentrations were lesser for most of the batches with no 
disturbances but in the presence of disturbance, the 
convergence rate were improving steadily from batch 11 to 
batch 15. From batch 16 to batch 20 slight fluctuations were 
noticed though the biomass concentrations were higher than the 
plot with no window. For window size of 10, the performance 
with no disturbance is as good as window size of 20. For batch 
12 and 13 the biomass yield was lesser than that under ILC 
without using sliding window, but in the following 7 batches 
the performance improved steadily. The convergence rate was 
very satisfactory. The PLS model was able to attain final 
output almost as good as without disturbance within 10 
batches. Amongst the three window sizes, window size of 10 
gave the most stable and fastest converging performance. It is 
shown in the results that PLS method does not need a growing 
number of historical batches to develop a reliable model. An 
updated historical batch data with window size equal to the 
number of control policies used in the fed-batch fermentation 
process is able to generate optimal process model by using the 
PLS method. 
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IV. CONCLUSIONS 
An ILC technique with model adaptation using a sliding 

window of historical batches is developed in this paper. PLS is 
used to estimate model parameter in order to address the 
colinearity issues. The proposed method is applied to a 
simulated fed-batch fermentation process. Application results 
show that ILC based on batch-wise updated model using a 
sliding window of recent historical batches improves the 
control performance with and without disturbance. The effect 
of window sizes is studied. It is shown that model updating 
using PLS does not need large window size in providing 
enhanced control performance.  
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Abstract—Industrial processes can be divided into two main
areas : upstream processing; involving the manufacture of prod-
uct and downstream processing; product separation and purifi-
cation. Although both of these operations are necessary to obtain
the final product; optimisation and improvement efforts are
generally biased towards upstream processing. The importance of
downstream processing can often be neglected to concentrate on
the “more important”aspect of upstream processing. However, if
the purification and separation steps aren’t controlled effectively
it can result in a significant reduction in the overall process yield.
This investigation focuses on the control of a two stage counter
current liquid-liquid extraction unit downstream of a batch
process. A reduced separation capacity of this process is observed
due to a flow oscillation in the solvent stream. The cause of this
oscillation is investigated by analysing process variable behaviour,
paying particular attention to the interplay between the control
strategy and disturbances of the process. The effect on separation
efficiency is shown through high frequency analysis of product
concentrate in the output stream.
The aim of this work is to highlight the importance of the process
control strategy. Reviewing the linkages between the process
controls, product yield and quality are essential as part of a
continuous improvement strategy. Such reviews can highlight
opportunities for significant increases in yield that are often
masked out through infrequent sampling procedures.

I. INTRODUCTION

Downstream processing is an integral and essential aspect of
many industrial processes. Its application can be varied from
industry to industry but the goal remains the same: to separate
and purify a product. The downstream processing operation of
concern here is liquid-liquid extraction. This is used across a
large range of industries; including the biotechnology sector to
separate out enzymes [1] and antibotics [2], removal of toxic
metals from waste water systems [3], and in the reprocessing
of nuclear fuel waste [4]. Generally liquid-liquid extraction
processes involve the extraction of a product from an aqueous
phase into a solvent phase. This is achieved through the
physical contact between the two liquids. There are many
different types of liquid-liquid extraction equipment; but the
centrifuge extractor will be the focus here. This work will
look at the current control strategy implemented on a liquid-
liquid extraction process on a large scale manufacturing plant,
depicted in Fig. 1. The unit operation is a batchwise continuous
process with each batch lasting approximately 15 hours. The
aqueous stream flows in the direction of Pod-A to Pod-B

Fig. 1. Schematic of liquid-liquid extraction unit operation

and the solvent phase flows counter currently in the direction
of Pod-B to Pod-A. The product from the aqueous phase
is extracted through physical contact with the solvent phase.
Separation of the product is promoted by a chemical adjust-
ment in the aqueous phase. Pod-A is the primary extractor;
removing approximately 85% of the product and Pod-B is the
secondary extractor; removing approximately 13%. Improving
the separation capacity of Pod-A is the primary goal of this
work.

Before the process trends are considered, it is important to
understand the fundamentals of liquid-liquid extraction. One
of the most important variables to control during operation is
the back pressure on the solvent phase. This back pressure
is controlled by manipulating the two pressure control valves
PCV-A for Pod-A and PCV-B for Pod-B. Fig. 2 illustrates the
steady state operation of one of the centrifuges/pods during
normal operation. The heavy liquid in (HLI: aqueous phase)
enters near the shaft, the light liquid in (LLI: solvent) enters
near the rim. Due to the centrifugal forces and the differences
in specific gravity of the two phases, the heavy liquid is forced
towards the rim and the light liquid is forced towards the
centre. This results in the formation of three phases:
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Fig. 2. Schematic of Pod internals

1) Heavy liquid phase towards the rim.
2) An emulsion of both heavy and light liquids mixed

together (contact zone).
3) Light liquid phase towards the shaft.

The position of the interface between the emulsion phase and
the light liquid out (LLO) is primarily controlled by imposing
a back pressure on the LLO. The position of the interface is
also affected by the ratios of the two phases entering the pod.
Controlling this interface is key and it is important to ensure
adequate separation of the two liquids. If the back pressure
is too low, heavy liquid can become entrained in the light
liquid out; known as shaft flooding. And if the back pressure
is too high, light liquid can’t leave the shaft and can become
entrained in the heavy liquid out; known as rim flooding. As
shown on Fig. 1, the back-pressure of the solvent exiting the
pods is controlled using a pressure control valve which is
manipulated using the output from the pressure indicator on
the solvent flow in. The outlet pressure is adjusted to ensure
the ratio of the pressure in to pressure out is kept at 65%.

II. DISCUSSION

The overall ratio of the streams entering the unit is con-
trolled through feed forward ratio control. The aqueous flow
entering Pod-A produces the set point for the primary con-
troller; the output of this is used by the secondary controller to
manipulate the valve position of FCV-2B to ensure the aqueous
to solvent ratio of 6.75:1 is kept as constant as possible. Fig.
3 shows a typical representation of the trends associated with
this cascade control loop. The flow of aqueous entering Pod-
A is shown to be relatively constant at 12,000 L/hr, changing
by a maximum of 2.3%. The solvent flow entering Pod B is
controlled by the secondary flow controller FCV-2B. The valve
position of this secondary loop oscillates from 75% to 67%
every 2-3 minutes. These small changes in the valve position
result in the solvent stream fluctuating repeatedly from 1600
L/hr to 2000 L/hr; a 22.5% change . Although the output of
controller FCV-2B only tries to make small adjustments to

Fig. 3. Trends for overall flow ratio control

Fig. 4. Trends of flow ratio and pressures across Pod B

the flow, the indicator FI-3 shows that the resulting changes
in the flow are significant. The difference between the flow
set-point and the actual flow may be the result of numerous
reasons including a high back pressure on solvent entering the
process, poor tuning of the control loop or a result of a faulty
or oversized valve.

Fig. 4, looks at the actual ratio of the two streams enter-
ing Pod B. As the process is a continuous one, the above
mentioned trends would be expected to be similar as long as
the levels of the tanks 2 and 3 are kept constant. However
after comparing figures 3 and 4, the flow ratio of the streams
entering Pod-B is shown to be consistently higher than its
set-point of 6.75:1. The pressures of the solvent entering and
exiting the pods are shown to fluctuate around their set point of
65%. Some of the larger fluctuations are shown to correlate
with the peaks shown by the flow ratio of Pod-B, however
since both signals are quite noisy it is difficult to show a direct
relationship.

Fig. 5, shows the process trends for Pod-A; a large fluctua-
tion is seen by indicator FI-4 on the solvent stream. The ratio
of the aqueous to solvent phase entering the pod is shown to
periodically oscillate around its set point of 6.75, ranging from
5.45 to 7.54. This oscillation is shown to repeat throughout
each batch and has a complete cycle of approximately 22
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Fig. 5. Trends of flow ratio, pressures and levels associated for Pod A

minutes. In order to examine the root cause of this fluctuation
the level controller of Tank-3 (LI-3) is examined.

The flow of solvent entering Pod-A is manipulated based on
the level in Tank-3. The level in this tank is shown to oscillate
around its set point of 20% , peaking at a high of 21.07%
and a low of 19.23%. Although this deviation from set point
is very minor, it causes the output of the valve FCV-2A to
change significantly. The valve position of FCV-2A is shown
to change by 20% in direct response to the small changes
in the level of Tank-3. This consistent opening and closing
of the valve results in the solvent stream entering Pod-A to
oscillate from 1600 to 2300 L/hr with the same frequency as
the level controller.The actual solvent flow to Pod-A matches
the cycling set point closely showing that the root cause of the
cycle to be the level controller output of Tank-3. Although the
pressure ratio of the two pods are shown to be reasonably well
controlled to their set points, some spikes on the flow ratio are
shown to align up with the valve positions of FCV-2A. This
implies that the solvent flow ratio is also having an effect on
the position of the light liquid-emulsion interface which is of
primary importance to the separation efficiency of the pods.

Although the above mentioned flow oscillation has been an
inherent problem on this plant for many years, its effect on
the separation capacity of the pods had never been quantified.
The current sampling procedure is too infrequent to capture
the effect of this flow oscillation on the separating efficiency
of the process. The current sampling procedure takes three
process samples from the sampling points 1, 3 and 5 outlined
in Fig. 1 every two hours. These sample points allow one to
calculate the overall efficiency of the process by performing
a simple mass balance but it is too infrequent to capture the
effect of the solvent flow fluctuation.

In order to quantify the effect of the solvent flow oscillation
on the process, a high frequency sampling campaign was
undertaken. This campaign concentrated on Pod-A, as this pod
accounts for approximately 85% of the product separation. It
was carried out through two separate sampling campaigns. The

Fig. 6. High frequency sampling campaign modelling the pod efficiency
during normal operation

first campaign involved sampling the process over a 24 minute
period during normal operating conditions, with the aim to
model the effect of the solvent flow oscillation. The second
involved fixing the ratio of the two streams entering the pod
with the aim to model the pod’s behaviour when the ratio of
the two streams entering the pod is held constant.

The high frequency sampling campaign involved taking
process sample every two minutes from the sample points 1,
2, 3 and 4 shown in Fig. 1. Once the process samples were
collected, the product concentration was measured in these
samples using off line analysis techniques. Fig. 6 shows the
effect of the oscillating flow ratio on the separating efficiency
of Pod-A, based on the product concentrations measured
during the high frequency sampling campaign. The percentage
of product extracted is calculated using the mass flow rate of
product extracted into the solvent phase in Pod-A divided by
the total mass flow rate of product entering the process.

The second high frequency sampling campaign is shown
by Fig. 7, it shows the separation capacity of Pod-A when
the flow ratios entering the unit are kept constant. This shows
that by controlling the ratio of the two fluids to set point, the
separation capacity of the pod also remains constant.

Comparing the results shown in Fig. 6 with the process
trends shown in Fig. 5, an approximate average concentration
for the entire batch can be calculated to be just above 75%.
This can be compared against the average separation efficiency
of 85% approximated by Fig. 7 when the ratio of the flows
entering the pods is held constant. This highlights the signif-
icant effect of the flow fluctuation on the separation capacity
of Pod-A, and is summarised by Fig. 8.

Fig. 8 highlights the opportunity to increase the overall ef-
ficiency of Pod-A by approximately 10%. This is a significant
improvement to the overall efficiency of the process as the
product quality extracted by Pod-A is of higher quality than
that extracted from Pod-B.
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Fig. 7. High frequency sampling campaign modelling the pod efficiency
during normal operation

Fig. 8. Approximated average and optimised % product extracted

III. FUTURE WORK

Investigate some of the possible ways to improve the flow
ratio across the two pods. One possible solution is seen by
analyzing the ranks of the individual control loops. The overall
ratio of flows entering the unit operation and the levels of the
tanks, are shown to take precedence over the actual ratio of
flows entering the pods. This ranking of the control loops does
not reflect the key process parameters of the operation. This
could be overcome by installing individual cascade control
loops across the two pods; FCV-2A cascaded against FI-1 for
Pod A and FCV-2B cascaded against FI-2 for Pod B. Although
the levels in the tanks 2 and 3 will fluctuate this control
strategy will ensure that the stability of the flow ratios across
the pods will take priority. Once the solvent flow fluctuation
have been fixed, a design of experiment will be conducted on
the process with the aim of finding the optimum flow ratio set
point and back pressure for the individual pods.

IV. CONCLUSION

This work highlights the importance of regularly reviewing
the process control strategy. These reviews must consider

the interplay between the different control loops; failure to
do so may result in an undesired interaction and may lead
to unwanted disturbances. The disturbance highlighted here
between the level controller and the flow controller was shown
to have a significant effect on the separating capacity of this
liquid-liquid extraction process. The work also highlights the
importance of considering the key performance parameters of
the process when designing the control strategy. These should
take preference in the control strategy allowing the variability
to be absorbed by the less important parameters such as tank
levels.

REFERENCES

[1] Maria-Regina Kula, Karl Heinz Kroner and Helmut Hustedt,Purification
of enzymes by liquid-liquid extraction,Advances in Biochemical Engi-
neering/Biotechnology, Vol. 24,73-118, 1982.

[2] M. Reschke and K. Schgerl, Reactive extraction of penicillin II: Distri-
bution coefficients and degrees of extraction,The Chemical Engineering
Journal, Vol. 28, 1, B11-B20, 1984.

[3] Curtis W. Mcdonalda and Raghbir S. Bajwaa,Removal of Toxic Metal
Ions from Metal-Finishing Wastewater by Solvent Extraction, Separation
Science,Vol. 12, 4, 1977.

[4] Isabelle Billard, Ali Ouadi and Clotilde Gaillar,Liquidliquid extraction of
actinides, lanthanides, and fission products by use of ionic liquids: from
discovery to understanding,Anal Bioanal Chem, 400:15551566, 2011.

280



Intelligent Software Sensors and Process Prediction 
for Glass Container Forming  Processes based on 

Multivariate Statistical Process Control Techniques 
 

Dean Butler 
Process Control 

Ardagh Group, Glass: Doncaster 

United Kingdom 

E-mail dean.butler@ardaghgroup.com 

 

Hongwei Zhang 
Faculty of Arts, Computing, Engineering and Science 

Sheffield Hallam University 

Howard Street, Sheffield, S1 1WB, UK 

E-mail H.Zhang@shu.ac.uk 

 

 

Abstract— Glass container forming processes have attracted 
more attention over the past years due to the problem of lacking 
process information and correlation for key variables within the 
processes. In this paper an approach to develop process modeling 
and intelligent software sensing is presented for application 
based on multivariate statistical process control methods. The 
intelligent software sensors are able to provide real time 
estimation of key variables, and Partial Least Squares (PLS) 
techniques have allowed for forward prediction of final product 
quality variables. An application of software sensors used for 
container forming blank temperature is presented along with 
PLS being applied to predict the wall and base dimensions of 
glass container products. Initial results show that these methods 
are very promising in providing a significant improvement within 
this area which is usually unmonitored and is susceptible to long 
time delays between forming and quality inspection. 

 

Keywords- Glass Container Forming; Batch Control, Software 
Sensors; Condition Monitoring; MSPC, PLS, PCA 

I.  INTRODUCTION 

The Glass container manufacturing industry is a huge 
global sector of package manufacturing which produces 
products for various industrial sectors such as cosmetics, 
pharmaceutical and the food and beverage industry. Glass 
containers are produced by the melting of raw materials mainly 
sand, soda ash and limestone in a gas or electric fired furnace at 
temperatures above 1200 °C. The glass once molten is then 
distributed away from the furnace along channels known as 
fore-hearths which are at set controlled temperatures to the 
relevant glass forming machines, where upon arrival the 
molten glass is allowed to drain through an orifice. The molten 
glass is then cut as it leaves the orifice at a precise set rate to 
allow for enough molten material for the particular product 
being formed. This ‘cut’ molten glass is then delivered to the 
glass forming machine, typically in double or triple cavities. 

At this stage high capacity, high volume production 
machinery is used to mould the molten glass into the various 
batches of containers that one manufacturing facility may 

produce. It is this part of the Glass Container Forming 
Processes which have been a difficult challenge to engineers. 
Difficulties with the harsh nature of the environment and 
obtaining accurate information relating to its process make it 
extremely challenging. The lack of on-line sensing for process 
variables has been a serious obstruction and has left the process 
to somewhat a ‘black art’ over the years. Now with higher 
expectations and demands from customers this process has 
never been as important to monitor and refine. At present 
almost all control methods and policies applied are based on 
off line information for the process operators and supervision, 
this compromises quality as the delays between product 
formation and inspection is so large that abnormalities can go 
undetected for a while. It is also relatively unknown at this 
stage as to the actual limits and constraints that exist on the 
variables within this part of the process or as to the actual 
combined contribution that each of these variables actually has 
upon the final product being made. 

Multivariate Statistical process control methods based upon 
linear projection have attracted interest and have been are 
proven method for producing empirical models for Industrial 
processes. Principle Component Analysis (PCA) and Partial 
Least Squares (PLS) techniques have been applied to many 
practical regression problems to estimate quality related 
variables. Zhang and Lennox [1] applied these techniques to 
batch fed fermentation processes with the focus on the 
adoption and application of PLS and PCA techniques for 
sensor failure detection and prediction. Other promising results 
were achieved within batch fermentation processes with 
various publications made [2][3][4][5], applications have also 
been deployed within the steel industries and used for 
advanced monitoring of plant functions to determine the 
relationship between process variables and production quality 
[6]. 

The applications of the above-mentioned PLS and PCA 
techniques have proved successful in providing soft-sensing 
techniques and linear regression model prediction for process 
variables. 
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This paper aims to develop software sensors and also linear 
regression model prediction of glass container forming quality 
related variables using PLS techniques. Also the paper will 
demonstrate the ability of PCA to provide abnormal condition 
detection and isolation within glass container forming 
processes. 

II. STATISTICAL MODELLING AND SOFT-SENSING USING 
MULTIVARIATE STATISTICAL PROCESS CONTROL TECHNIQUES 

A. Principle Component Analysis 

Principle Component analysis (PCA) is a multivariate 
statistical method for identifying patterns within data sets by 
highlighting similarities and differences within the data 
presented. PCA attempts to find combinations of factors or 
variables that describe trends within the data, after data 
assembly PCA mathematically it is a method of writing a 
matrix of X variables of rank R as the sum of R matrices of 
rank 1 initially assuming the data are mean cantered [7]. 

X = M1 + M2 + ... + M3 + ... + Mr  (1) 

Each matrix with m rows and n columns, and each variable 
being a column and each sample a row 

PCA decomposes the matrix X as the sum of r ti and pi 
pairs where r is the rank of the matrix X 

rrkk2211 pTt...pTt...pTtpT t X +++++=  (2) 

The ti, pi pairs are ordered by the amount of variance 
captured. The ti vectors are known as scores and contain 
information on how the samples relate to each other. The pi 
vectors are known as loadings and contain information on how 
the variables relate to each other. Mathematically, PCA relies 
upon an eigenvector decomposition of the covariance or 
correlation matrix of the process variables. For a given data 
matrix X with m rows and n columns, the covariance matrix of 
X is  

1

X
  cov(X)

T

−
=

m

X
   (3) 

provided that the columns of X have been “mean-cantered" by 
subtracting off the original mean of each column.  

In the PCA decomposition, the pi vectors are eigenvectors 
of the covariance matrix;  

iii p  cov(X)p λ=     (4) 

where �i is the eigenvalue associated with the eigenvector pi. 
The score vector ti is the linear combination of the original X 
variables defined by pi.  

Another way to look at this is that the ti are the projections 
of X onto the pi. The ti, pi pairs are arranged in descending 
order according to the associated �i. The �i are a measure of 
the amount of variance described by the ti, pi pair. The first 
pair captures the largest amount of information in the 
decomposition and each subsequent pair captures the greatest 
possible amount of variance remaining after subtracting tipi 
from X. 

B. Partial Least Squares 

PLS is a system identification tool that is capable of 
identifying the relationships between input (X) and output (Y) 
variables. The advantage that this approach offers over more 
traditional identification techniques, such as ordinary least 
squares, is that it is able to extract robust models even in 
applications involving large numbers of highly correlated and 
noisy process variable measurements. 

The approach works by selecting factors of cause variables 
in a sequence that successively maximizes the explained 
covariance between the cause and effect variables. Given a 
matrix of cause data, X, and effect data, Y, a factor of the 
cause data, tk, and effect data, uk, is evaluated, such that: 

EptX
nxnp

k

T
kk += �

<

=1

    (5) 

and 

FquY
nxnp

k

T
kk += �

<

=1

    (6) 

where E and F are residual matrices, np is the number of inner 
components that are used in the model and nx is the number of 
causal variables. pk and qk are referred to as loading vectors. 

These equations are referred to as the outer relationships. 
The vectors tk are mutually orthogonal. These vectors and uk 
are selected so as to maximise the covariance between each 
pair, (tk, uk). Linear regression is performed between the tk and 
the uk vectors to produce the inner relationship, such that: 

kkkk tbu ε+=    (7) 

where bk is a regression coefficient, and �k refers to the 
prediction error. The PLS method provides the potential for a 
regularised model through selecting an appropriate number of 
latent variables, uk in the model (np). The number of latent 
variables is typically generated through the use of cross 
validation. 

III. ADVANCED MONITORING TECHNIQUES USING PCA 

A. PCA Arrangement 

PCA does not attempt to resolve any relationship between 
input and output data but it identifies patterns within data, as 
the glass container forming process is constant, by analysing 
the data present at one condition would give a suitable set of 
data to train a PCA model for identification of process 
changes. The data was constructed into a Matrix (X), where 
each column was a variable and each row a sample of the 
variables at a specific point in time. 
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B. Implementation Of Advanced Monitoring Using PCA 

A PCA Model was generated which consisted of 4 
principle components which described 95% of the entire 
variation within the data sets , this model was then used to test 
against known faulty conditions which occurred within the 
glass container forming process. 

Figure 1 shows the impact of the erroneous data upon the 
first two principle components. It depicts the new loaded data 
to exist well outside that of known good limits, this breach 
alone could be used to detect process abnormality. There are 
other components of further interest when performing 
Principle Component Analysis these are that of the Q residuals 
and Hoitelling T2 charts. The Q residuals give an indication of 
the measure of difference ‘or residual’ between a sample of 
data and its projection onto the components retained in the 
original model and the Hoi telling T2 contributions describe 
how much variation is within each sample to that retained 
within the  model. Figure 2 shows this information. 

 

 

Figure 1 First two PC’s loaded against Model Data 

 

 

Figure 2 Q residual chart of new loaded PCA data 

 
Figure 3 Q Residual Contributions at point of detection 

From Figure 2, it can be seen that at around sample 570 a 
difference between the data in the model and the data now 
loaded is detected, this difference becomes even worse, at 
around sample 624 where the Q residual value goes extremely 
large. What we are actually experiencing here is an indication 
that something is wrong, to what we deem normal operating 
conditions for blank temperatures. Further investigation into 
the data at sample 624 shows that variables 5 and 6 are the 
main cause of this anomaly. 

Looking at the data at this point indicates a sensor failure 
on IS station 3, variables 5 and 6. The above shows promising 
results that PCA techniques can be used for identifying 
process abnormalities. 

IV. CONSTRUCTION OF INTELLIGENT SOFTWARE SENSORS 

A. PLS Model Development 

The first stage in the development of a suitable PLS Model 
is to obtain relevant training and model testing data. In this 
application Data was collected from two main process areas, 
the actual process variables themselves and the final product 
quality data measured and recorded by the operatives 
themselves. 

There was also a further problem introduced within this 
process as there is huge transport lag between the process data 
recorded and the quality data obtained from the operatives, 
here an empirical approach was undertaken in order to 
calculate the desired transport lag and construct the data matrix 
for analysis to begin.  

Finally a PLS Model was generated which contained 3 
latent variables was developed using this data. 

In this model the following measurements were used as 
input variables (X) 50 Psi  I-S Station operating Air , 35 Psi I-S 
Station Operating Air , Plunger Cooling I-S Station Air and IS 
Station Blank Temperatures , with Output Variables (Y) of 
container wall thickness measurements and container base 
thickness Measurements. 
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Figure 4 PLS Model Data Construction 

The input Variables were constructed into the input variable 
matrix X and the output variables into the column vectors.  
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These data matrices were then split into two, half utilised 
for model training data and the remaining half utilised for 
model verification. 

B. Implementation of Software Sensors 

Based on the PLS model generated, a software sensing 
approach was investigated as due to the harsh nature of the 
environment it was common to experience sensor failures, so 
with the ability to predict these variables we would be at an 
advantage if required to adopt such soft sensing techniques for 
further applied control loops around this process. A ‘software 
sensor’ was developed to estimate a container forming IS 
station Blank temperature. The accuracy of this software sensor 
is illustrated in Figure 5, although there is some modelling 
error present this model development is a big step forward and 
as a basis to providing feasibility towards such applications. 
The figure gives good evidence that PLS based model 
prediction is feasible for 'soft sensing' applications on glass 
container forming processes. 

 
Figure 5 PLS Blank Temperature Prediction 

V. MODEL PREDICTION OF GLASS CONTAINER WALL AND 
BASE THICKNESS 

 

A. PLS Model Development 

Using the data Matrices X, Y1 and Y2 previously 
constructed it is also possible to utilise the obtained process 
data to predict product quality variables. 

B. Implementation of  Linear regression Modellling using 
PLS fitting 

In the previous section it was demonstrated that PLS 
techniques can be used for software sensing techniques within 
glass container forming processes, in this section it will be 
shown that the same techniques are able to be applied to 
predict two important glass container quality variables - 
container wall thickness and base thickness. Based upon the 
PLS model generated, real data measured for container base 
thickness and wall thickness are compared with what are 
predicted using the container forming process input variables, 
this is of great benefit as the ability to predict such variables 
would remove the transport times involved before any 
feedback is generated on glass container variables. 

The PLS Model generated is found to be very good in this 
application and has the ability to predict the container wall 
thickness, the model generated actually does so to within 
0.5mm. Further tests gave similar promising results with the 
ability to predict container base thickness as shown in Figures 
6 and 7. Comparing with the real data collected from 
production (solid green line), PLS Model is found to predict 
these product quality variables and shows promising evidence 
that these techniques and methods are applicable to glass 
container forming processes.  

 

 
Figure 6 PLS Model Wall Thickness Prediction 
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Figure 7 PLS Model Base Thickness Prediction 

 

VI. CONCLUSIONS 

In this paper, statistical models of a glass manufacturing IS 
machine processes have been produced. Comparisons between 
the real-world data and that produced from the developed 
models were produced and gave promising results towards the 
application of such techniques. Intelligent software sensors 
were also developed and discussed. All the initial results show 
that these methods are very promising in providing a 
significant improvement within this area which is usually 
unmonitored and is susceptible to long time delays between 
forming and quality inspection. 
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Abstract—With advances in UAS technologies the quadrotor
was given a special interest for its manoeuvrability and payload
capacity. These assets are amplified when more of them are
deployed simultaneously in order to improve the situational
awareness over areas of interest. As the number of agents
operating in the same environment grows, a common intelligence
is needed to optimize their cooperation and ensure their safety
throughout the completion of the missions. This paper presents
the results of experiments conducted to demonstrate a set
of algorithms on a surveillance system employing a swarm
of quadrotor UAVs to track detected targets. It was initially
assumed that the UAV paths are generated at constant altitude
to replace the complicated quadrotor dynamics by ones of a
point mass entity. The system is then extended to the third
dimension to allow for a more complex guidance and navigation
scheme. Several simulations were performed under various
circumstances to validate the accuracy and robustness of the
system.

Keywords: Autonomous, swarm, UAV, quadrotor, control.

I. INTRODUCTION

Recent events have highlighted the ever-changing face of
modern warfare and the need for strategically urban battle
techniques to be developed and improved upon. The increase
in asymmetric warfare shows that the current forces have
particular weaknesses exploited by the enemy, due to an
increased knowledge of the urban battlespace, putting lives in
greater danger. With advances in UAV and UGV technologies
together with the improvements in sensor capabilities there is
a definite domain that allied forces can use to their advantage.
Covert operations, disposable resources and getting closer
to the enemy are all assets that these technologies carry on.
Using multiple platforms to detect and inspect targets in
regions of interest could provide precious information of the
surrounding urban area, paving safer corridors, increasing
the situational awareness. A thorough analysis of the data
gathered by the swarm would help mapping safer and more
effective missions. Ultimately, an on-board processing of
these information would enable the system to function in real
time applications to execute such recognition missions.

The state of the art in swarm behaviour has changed in
the past few years and an increasing number of teams focus
their research on formation flying and multi-agent control
[1][2]. However, most of their work is based on off-the-shelf

platforms modified to grab certain objects, land on a given
surface or fly alongside its pears in an ideal environment. Re-
source optimisation, conflict resolution and failure diagnostic
are still challenging fields of study to draw the need of human
interaction further back.

II. TWO DIMENSIONAL SIMULATION

A. The simplified model

Initially, the 3D environment is reduced to a two dimen-
sional space and the 6 Degrees of Freedom (DoF) quadrotor is
replaced by a 3 DoF entity. The simplified kinematics enables
the testing of the following algorithms in real time and in more
complex scenarios involving more units and several types of
targets. In order to match the behaviour of its flying counter-
part, the two dimensional model must be non-holonomic. For
bench testing purposes, the point mass replacement was based
on differential drive vehicle for which the user can easily
control the rotation speeds ωL and ωR of the left and right
wheels to direct the unit. This gives the unit’s kinematics the
advantage of being linear:

VL = Rwheel ωL

VR = Rwheel ωR
(1)

V = VR+VL
2

ω = VR−VL
d

(2)

Thanks to this linearity, ωL and ωR can be monitored by a
simple PI controller, easy to implement and computationally
quick. The emphasis will be put on individual guidance and
swarm cooperation.

B. Guidance and navigation

In mobile robotics, it is important that the environment
in which the vehicles will be driving is eciently converted
to a road map that the system can use to optimize the units
movements. Even if the map is only partially known or
uncertain, the conversion to a C-space representation needs
to be simple enough to run in real-time, but still precise
enough to guarantee the optimality of the calculated path.
Looking forward a little bit, the main application of the
system developed in this research would be a permanent
surveillance setup in a dense urban environment. In this
context, a cell decomposition coupled with an A* algorithm

286

UKACC International Conference on Control 2012 
Cardiff, UK, 3-5 September 2012 

978-1-4673-1560-9/12/$31.00 ©2012 IEEE



would guarantee a quick and easy way to find the shortest
path between two points separated by several obstacles.
Its computational lightness also makes it the most fitting
solution to be implemented on the on-board processor. The
A* algorithm is based on a step-by-step effort to minimize
the path [3]. The idea is very intuitive: at each step of the
way, it favours the solutions directly closer to the targets and
leaves the other cells on the side. Those unfit solutions can be
temporarily ignored but not deleted because there is no way
to be sure that a path is going to be the right one. They are
stored in a list of unexplored possibilities that the algorithm
can search later on if the previously chosen path leads to a
dead end. The path can then be cut down in the middle and
restarted from a point previously left aside.

Developing an algorithm capable of finding the optimal path
to a given point is essential to make the system intelligent. To
make it autonomous, the quadrotor would then have to reach
the goal point on its own by following the path allocated to
it. Once again we want to implement on-board the algorithm
in charge of guiding the quadrotor along its path. The pure
pursuit (or carrot following) method answers the simplicity
requirement and presents three additional assets.

• The guidance algorithm itself does not need to consider
the dynamics of the vehicle.

• The method generates a virtual point, called carrot, on the
path in front of the vehicle it wants to move which then
has to determine the sequence of commands in speed and
heading to stay at a look-ahead distance away from the
virtual point while permanently aiming towards it (Fig.1).
Since the point has no reality it can be created, deleted or
moved with ease and the quadrotor will always follow. An
appropriate control of the carrots behaviour could prove
to be very beneficial for the upcoming conflict detection
and resolution in 3D.

Fig. 1. Pure pursuit principle

• Though the A* generated path is made of straight seg-
ments, tracking the carrot leads the vehicle to cut the
corner resulting in a much smoother trajectory and an
even shorter trajectory. To avoid bumping into one of
the obstacles while cutting a corner, the map of the
environment is pre-processed to widen every obstacle.
The path generated by the A* will therefore have a bigger

clearance distance with the obstacles in the environment
to ensure the safety of the quadrotor throughout the
mission.

It is assumed that the vehicles have a relatively accurate
knowledge of their environment. The number of unexpected
obstacles should therefore be limited and a brute-force A*
replaner is sufficient to guarantee an optimized avoidance.
Once the system is aware of the threat, it adds the obstacle on
the map and runs the A* once again. The next commands sent
to the quadrotor will take the presence of the new obstacle into
account and avoid it.

C. Cooperation

To match the competences of their manned competitors,
automated vehicles need to be developed for numerous appli-
cations which require a larger range of action and long-term
possibilities. By increasing the number of units deployed, one
can also increase the systems capabilities. In the scope of this
work, the augmented number of agents widens the surveillance
area and enables the system to reach more targets in less time
[4]. Cooperative protocols are then implemented for versatility,
so that the system could guarantee an optimized assignment
of the quadrotors regardless of the number and types of the
detected targets.

1) Single fixed target: When a target is spotted in the
environment, the system attempts to send an agent to the
targets location as fast as possible. If only one vehicle is
deployed, it is automatically sent to any target that might
appear in the area. The path is planned using the A* algorithm
in order to reach the target with the shortest path possible.
Although if several agents are used simultaneously, the system
calculates the path of all the units to the target and only the
closest one is assigned to the target. The others can ignore the
assignment and focus on something else as shown in Fig.2.

Fig. 2. Single assignment

This assignment method assumes that a target can be
covered by a single unit. It would however be easy to imagine
scenarios where several agents need to rendezvous at the
target’s location (Fig.3). For that purpose, the pure pursuit
algorithm was modified to create a carrot for unit i of variable
speed VCi . Hence if we need all the vehicles to reach the target
at the exact same time, each VCi can be set to travel the path
of unit i in a given time τ . The travel time τ is fixed by the
central intelligence based on the kinematic limitations of the
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slowest unit. It could also be possible to establish a hierarchy
within the vehicles forcing them to reach the target in a certain
order. VCi would then vary depending on the priority level of
unit i as well as its distance to the target.

Fig. 3. Multiple assignment

2) Multiple fixed targets: To complete the target tracking
protocols it is important to take into account a multi-target
assignment. If the number of targets is smaller than the number
of quarotors, the objective is to minimize the overall travelled
distance. Rather than treating each target individually as they
appear, the system tries to optimize the movements of the
entire swarm. Every time a new target is detected, it is added to
a list of previously detected targets and the allocation process
is reiterated. This way each assignment is coherent with the
rest of the system. To do so, the user has to deal with all
the possible combinations unit/target and when the numbers
increase, the optimal allocation quickly stops to be evident.
An auction algorithm is therefore implemented to deal with
this type of situations.

The Auction algorithm is a method used to solve classical
assignment problems and is very well suited for parallel
computation [5]. In the basic auction problem, there are n
people and n objects (quadrotors and targets respectively)
that have to be paired. Each combination person i - object
j is associated to a benefit aij so that the user will try and
maximize the total benefit. Mathematically, the aim is to
construct n pairs person-object {(1, j1), (2, j2), ..., (n, jn)},
where all the objects j1,...,jn are distinct, that maximizes the
total benefit Σn

i=1aiji . The basic algorithm is modified to
account for a higher number of vehicles than targets. The aim
of the algorithm remains the same but in order to optimize
the assignment it is capable of leaving agents out of it.

On the other hand if the number of targets becomes greater
than the number of quadrotors, these targets are no longer seen
as individual missions but rather as checkpoints (Fig 4). The
units have to find the optimal path going through all the targets
as quickly as possible. Since the number of quadrotors/targets
is not limited, the solution for that problem needs to be
versatile enough to answer any type of configuration. To meet
this requirement, it was decided to use a genetic algorithm to
handle the allocation of the targets.

Even though the method is largely based on the resolution of
the multiple Travelling Salesman Problem (mTSP), parts of the

method were modified to fit the overall system. In the original
Traveling Salesman Problem, the salesman is supposed to
come back to the initial location after visiting all the cities
thereby creating a looped path. It is also common for a mTSP
to fix a single point of origin for all the salesmen and a single
end point. This final point can sometimes even be the same as
the initial location. For the target-tracking application, each
unit has a different initial position and is not required to
terminate its path on the exact same node. Once again the
priority is given to a minimum time constraint.

Fig. 4. Targets as checkpoints

To calculate the paths, the Genetic algorithm needs the
number of targets ntargets, the number of quadrotors nquads,
and the initial positions of all of the above to create a list of
all the targets and generate an array of random break points
with (nquads − 1) elements. When applied to the target list,
these break points will divide the list into nquads sub-lists
representing the nquads paths travelled by the vehicles. The
algorithm then needs to evaluate the fitness of the solutions
and mutate the fittest genes to converge towards an optimal
solution. Similarly to the Auction process, the genetic algo-
rithm was modified so that it can choose to keep units out of
the assignment if necessary.

3) Maneuvering target: The next step was to introduce
moving targets (also called free-agents) in the environments
and have the quadrotors react to it. Here, the objective is
not to intercept the target anymore but rather to follow it
from a given distance. To avoid predictability, the targets
drive through the environment in random arcs and at variable
speeds. Since the units are only moving according to the
targets whereabouts, it is impossible for the system to plan
a collision-free path ahead. An obstacle avoidance scheme
based on the potential field method was therefore added to
the system to safely follow the free-agents without hitting its
surroundings (obstacles or other agents) [6].

To begin the pursuit, the user needs to fix a trailing distance
dtrail that the vehicle H needs to keep at all time with the
target. Depending on the distance D to the target, this unit
adapts its speed to keep up with it which is done by creating
a distance-to-the-target dependent component KHd to control
its speed. To follow a target moving at Vfree this component
would be:

KHd = Vfree + kHd × (D − dtrail) if D ≥ dtrail
KHd = Vfree × kHd × (D − dtrail) if D < dtrail

(3)

288



To keep the unit aiming at the target, the vehicle has to
maintain its heading aligned with the quad-to-target axis to
keep the orientation error eHo to zero. The term in Eq.4 is
added to correct the orientation:

KHφ = kHφ × eHo (4)

The potential field obstacle avoidance is a method that con-
verts the map known by the system into areas of attractive and
repulsive potentials. The attractive field is usually generated by
the target we are trying to reach but in our case, the vehicle
wants to keep a certain distance with the free agent so the
attractive force is excluded. The repulsive forces are generated
by the known threats in order to push the vehicle away from
them. Their magnitude decreases as the vehicle gets further
away from them until a vicinity distance d0 after which the
obstacle will have no repulsive effect.

Urepi(q) =

{
1
2γobsti

(
1

dobsti (q)
− 1

d0

)β

if dobsti(q) < d0

0 if dobsti(q) ≥ d0
(5)

Consider the quadrotor at the location q = (xrob, yrob) and
given the linear nature of the problem, the overall potential
results from the sum of the repulsive effects of all the
obstacles:

Urep(q) =
∑

i ∈obst

Urepi(q) = kq (6)

With that field in place, the vehicle is rejected as soon as it
approaches an obstacle but with the absence of an attractive
force from the target, the unit does not know in which direction
to avoid the obstacle. To overcome that issue, the repulsive
potentials from each obstacle are given an orientation to push
the vehicle in the right direction as illustrated in Fig.5.

Fig. 5. Directions of rejection around an obstacle

Once again the effect on the quadrotor is converted into a
new factor Kobst:

KHobst =
kobst×kq

αrep

with αrep = mod [θrob + π, 2π]− αq

(7)

The 2D point mass model used so far is controlled through
differential drive. For this particular case, the coefficients
presented would be used as follow:

VHL = KHd − (KHφ −Kobst)
VHR = KHd + (KHφ −Kobst)

(8)

kHd , kHφ and kobst were calibrated to ensure a smooth
path around the obstacles while constantly aiming at the target
(kHφ = R2D/5, kHd = 1 and kobst = 100).

4) Surveillance: Throughout this paper, the system has the
ability the pick which units to assign and which to keep out of
the assignment. The unassigned units can then divide the area
to survey amongst them to cover it faster and more efficiently.
When a new target is spotted (most likely a moving one for a
realistic scenario) the system can be set to react in 2 ways.

• The closest unassigned unit is sent to the target. The
remaining vehicles restart the division of the area to
include the part left out by the assigned unit. This unit
will follow the target wherever it goes.

• The unit whose surveillance zone includes the targets
location is assigned to it while the others stay on their
current path. When the target gets to another zone, the
chasing agent goes back to surveillance and the agent
whose zone has been entered starts chasing the target.
This solution becomes interesting when each quadrotor
is pre-assigned to a surveillance zone and cannot fly out
of it. The reason can be that the vehicle needs to stay
at all times close to a station (to charge or communicate
information) in its own area.

III. INITIAL RESULTS

All the methods introduced previously were then centralized
into a single coherent system accessible through a graphical
user interface (GUI). The user can change the number of
units deployed, add/remove fixed targets and free-agents,
modify the collaboration method to deal with manoeuvring
targets, and take control of a live vehicle. At this stage,
the algorithms were tested in 2D scenarios so the physical
platforms used for testing were ground robots.

A camera tracking device is installed to get the position
of every object in the surveillance area. That position is sent
to the central computer that can follow the movements of
the live vehicle in real-time while the computer simulates
the robot’s odometry on its own. By fusing both information
through a Kalman filter the system could accurately locate
the vehicles and correct potential errors in their paths via
the Kalman updates. For the implementation of the filter, it
is important to specify that the kinematics of the system are
linear and that each iteration of the filter will occur at fixed
discrete time intervals, meaning that the time evolution of the
state vector can be calculated by means of a state transition
matrix. The accuracy of the filter was tested on several types
of trajectories, from the simple straight line to a figure of 8,
and the physical vehicle was always kept on its path. But in
order to successfully extend to the quadrotor platform the filter
needs to be robust.

The first series of tests consisted in creating systematic
errors as would the IMU bias create on the quadrotor platform.
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To simulate that, Fig.6 shows the path travelled by the robot
ROBreal with a wheel larger than the other (x1.5). The
original path of the simulated vehicle ROBsim is travelled
three times in a row to make sure the physical one returns to
its original position.

Fig. 6. Influence of a systematic error on a square path

Oscillations appear after the turns but they are rapidly
damped in the straight segment. The maximum deviation from
the original path was of 6cm representing only a third of the
platform’s width. This shows that the Kalman filter and on-
board controller can keep the agent on track and on time even
with sensor bias or physical damage.

To test the effects of non-systematic errors, the vehicle is
returned to its calibrated state to travel along the same path.
During a turn, one of the wheels is blocked to induce an error
in heading then the robot is manually moved in the middle of
its path to create a significant error in position. In both cases
the vehicle finds its way back to the original path.

The discrete Kalman filter proves to be robust enough to
overcome the effects of systematic and non-systematic errors.

IV. EXTENSION TO THE THIRD DIMENSION

Once the algorithms were extensively tested in their 2D
environment to prove their accuracy and robustness, they were
extended to the third dimension. The model of the vehicles was
switched back to a proper quadrotor helicopter [7][8] and the
previous methods were optimized for 3D applications towards
health management.

A. Quadrotor model

The quadrotor is very simply modelled as four rotors
equipped at each end of a cross. All the propellers axes are
parallel and fixed directly on the DC motors shaft. The blades
have a fixed pitch and push the air downwards. Fig.7 shows the
quadrotor structure in hover. Each propeller is defined by an
orientation of rotation (blue circular vector), a rotating speed
(Ω1,Ω2,Ω3,Ω4 for respectively the front, right, rear and left
rotor) and a velocity (blue vertical vector) representing the
amount of thrust created by the motor/propeller assembly. The
fixed-body B-frame, in red, is set up to be front / left / up so
that the altitude is measured positively as the quadrotor is
climbing.

To take advantage of the body symmetry and keep the inertia
matrix time-invariant, the equations of motion are formulated

Fig. 7. Simplified quadrotor in hover

in the B-frame hence two assumptions can easily be made to
simplify the model:

• The origin of the B-frame is coincident with the quadro-
tor’s centre of mass.

• The quadrotor’s axes of inertia coincide with the axes of
the B-frame.

Under these assumptions and following the Newton-Euler
formalism, the dynamics of a rigid body subject to external
forces applied to its centre of mass can be expressed in the
B-frame by Eq.9.[

mI3×3 0
0 I

] [
V̇
ω̇

]
+

[
ω.mV
ω.Iω

]
=

[
F
τ

]
(9)

To comply with real-time computation capabilities, the less
influent effects such as the hub forces, ground effect and
rolling moments were neglected and the thrust/drag coeffi-
cients were assumed constant. The matrix system (9) can then
be rewritten in a state-space form Ẋ = f(X,U) where U is
the input vector and X the state vector chosen as follows:

X = [ φ φ̇ θ θ̇ ψ ψ̇ x ẋ y ẏ z ż ]T

U = [ U1 U2 U3 U4 ]
T (10)

with
U1 = b (Ω2

1 +Ω
2
2 +Ω

2
3 +Ω

2
4)

U2 = l b (−Ω2
2 +Ω

2
4)

U3 = l b − (Ω2
1 +Ω

2
3)

U4 = d (−Ω2
1 +Ω

2
2 − Ω2

3 +Ω
2
4)

Ω = −Ω1 +Ω2 − Ω3 +Ω4

(11)

From which we can derive the following equations of
motion:

φ̈ = θ̇ ψ̇
Iyy−Izz

Ixx
− θ̇ Ω JR

Ixx
+ U2

l
Ixx

θ̈ = φ̇ ψ̇ Izz−Ixx
Iyy

+ φ̇ Ω JR
Iyy

+ U3
l
Iy

ψ̈ = φ̇ θ̇
Ixx−Iyy

Izz
+ U4

Izz

ẍ = (sψ sφ + cψ sθ cφ)
U1

m

ÿ = (−cψ sφ + sψ sθ cφ) U1

m

z̈ = −g + cθ cφ U1

m

(12)

A PID controller was added to the model to stabilize the
model and then tested on the physical quadrotor. Without
feedback from the camera tracking device presented above,
the position controller was turned off for the first flights. The
objective was to see if by simply controlling the throttle the
attitude controller can stabilize the platform in hover. With
the exact same PID coefficient as in the simulation, the flight
was successful. A slight drift appeared on the X axis just
like the simulation of a lone attitude controller would suggest
but it was easily decreased by tuning the ESCs and the PID
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coefficients (all less than 10% away from their simulation
value) and will be completely cancelled once the position
controller is in place.

B. Improvements on the 2D protocols
The A* path planner and the carrot following method

were both kept for the guidance of the quadrotor platform.
Compared to their previous centralized solution adopted for the
2D application, the decision-making is much more distributed.
The quadrotor offers more processing power to run more
complex algorithm so that both the path planning and tracking
techniques could be run on-board. Apart from increasing
the number of primitive movement at each iteration, the A*
process stayed the same. Fig.8 shows the 3D path generated
by the improved A* as well as the quadrotor following the
carrot point as it travels the path.

Fig. 8. Pure pursuit path following

On the other hand, significant changes were made to the
pure pursuit to take more control over the carrot and facilitate
the integration of a new Conflict Detection and Resolu-
tion scheme. The Distributed Reactive Collision Avoidance
(DRCA) algorithm [9] is being developed to guarantee a
conflict resolution scheme for n nonholonmic vehicles, based
on speed changes and lateral manoeuvres. It also distributes
the computation load among the different subsystems. Con-
sequently, the central computer can focus on a high-level
task management and would be able to handle more units.
Hence the overall system does not depend exclusively on
the centralized intelligence making it more robust to eventual
bugs.

Originally the DRCA takes into account the dynamic
limitations of the platform in the conflict resolution scheme.
Here the carrot is assumed to be a projection of quadrotor in
the near future so that the avoidance process can be applied
to the carrot instead of the vehicle. Since the carrot has
no reality, it has no dynamic limitations. It can be created,
moved and deleted freely to go around an obstacle or avoid
an incoming friendly agent. The dynamics of the quadrotor
will be handled by the controller and path tracking methods
already in place. This will enable the generation of new
avoidance trajectory and extend the effectiveness of the
DRCA to more complex scenarios.

The Auction algorithm was kept to deal with the target
assignment problems, and was improve to incorporate the
case of ntargets > nunits previously covered by the genetic
algorithm. Though it was giving good results, the genetic
algorithm is computationally heavy and does not fit the real
time expectations of this work. The new Auction algorithm
also has the ability to assign units as to optimize time rather
than energy. The 2D version tried to minimize the added length
of all the paths thus minimizing the power consumed by the
swarm. Now the algorithm can choose to minimize the length
of the longest path thus trying to optimize the time needed to
reach all the targets.

V. FURTHER WORK: TOWARDS FULL AUTONOMY

The quadrotor should be able to detect a faulty behaviour
from its sensors and actuators. Thus the on-board decision
making would be performed based on the current state of
the vehicle and its priority level could be changed depending
on the significance of the recorded problem. Once the central
computer is aware of the issue, it can reassign the other agents
to account for the vehicle in trouble.

The integrity of the swarm, the safety of its direct environ-
ment and the success of the mission will always prevail on
the individual. In case of a minor issue however, the central
intelligence can land the agent and warn the operator that it
needs to be fixed or replaced.

VI. CONCLUSION

In this paper we presented a set of algorithms grouped
into a single method in order to control the behaviour of a
multi-agent system. The work was first restricted to a two
dimensional scenario to focus on the versatility of the target
assignment and its real time capabilities. All the scenarios
implemented were successfully analysed by the task manager
and properly carried out by the vehicles. The algorithms
were then extended to the third dimension and optimized
to account for the unstable quadrotor dynamics. Significant
modifications on the pure pursuit method enabled a smooth
and safe trajectory in a dense environment. The path tracking
algorithm will be further improved to incorporate a DRCA-
inspired conflict resolution and avoidance protocols in partially
known environments.

REFERENCES

[1] E. Saad, J. Vian, G. J. Clark, and S. Bieniawski, Vehicle Swarm Rapid
Prototyping Testbed. The Boeing Company, Seattle, WA, 98124.

[2] G. M. Hoffmann, H. Huang, S. L. Waslander, C. J. Tomlin, Precision
Flight Control for A Multi-Vehicle Quadrotor Helicopter Testbed. 2011.

[3] Khayyam, Recherche de chemin par l’algorithme A*. 2008.
[4] A. Tsourdos, Cooperative Path, Planning of Unmanned Aerial Vehicles.

2011.
[5] D. P. Bertsekas, Auction algorithms for network flow problems. Com-

putational Optimization and Applications. 1992.
[6] M. Becker, C. Dantas and W. Macedo, Obstacle Avoidance Procedure for

Mobile Robots. Mechatronics, vol. 2. 2006.
[7] T. Bresciani, Modelling , Identification and Control of a Quadrotor

Helicopter. 2008.
[8] S. Bouabdallah, Design and Control of Quadrotors with Application to

Autonomous Flying. PhD thesis, 2007.
[9] E. Lalish, K. A. Morgansen, Distributed reactive collision avoidance.

Autonomous Robots, special issue, 2012.

291



Development of an autopilot system for rapid
prototyping of high level control algorithms

Matthew Coombes, Owen McAree, Wen-Hua Chen, Peter Render
Department of Automotive and Aeronautical engineering

Loughborough University
Loughborough, LE11 3TQ UK

Email: {ttmjc2@lboro.ac.uk, ttom@lboro.ac.uk, w.chen@lboro.ac.uk, p.m.render@lboro.ac.uk}

Abstract—This paper describes the development of a system
for the rapid prototyping of high level control algorithms using
an Arduino based commercial off the shelf autopilot called
ArduPilot. It is capable of controlling multiple vehicle types,
including fixed, and rotary wing aircraft as well as ground
vehicles. The inner loop control is performed by ArduPilot, so
the high level control can be rapidly prototyped and tested in
Simulink, or an embedded system. The ability to conduct tests
in software and hardware in the loop has also be developed,
to enable safe testing of algorithms, which will speed up the
development process. To show its functionality and ability to
assist with the development process of algorithms, ArduPilot is
used with a remote controlled aircraft in simulation and in real
world testing to verify newly developed high level algorithms for
UAVs.

Index Terms—Autopilot; rapid prototyping; algorithm devel-
opment; hardware in the loop; software in the loop.

I. INTRODUCTION

It is important to be able to test high level algorithms, in
simulation first, and then eventually in the real world. To
be able to test high level control, a system needs to be in
place for this to be tested on. The advantage of performing
Software In the Loop (SIL) and then Hardware In the Loop
(HIL) testing before performing real world testing is widely
recognized as much cheaper, less time consuming, and safer
[1]. A system that allows a seamless transition from one stage
to the next without reprogramming, or reconfiguring any part
of the system would hugely reduce the time from conception to
the final design. This paper describes a system for developing
high level autonomous control functions of UAVs.

Developing a full autopilot system from scratch is difficult,
as specialist knowledge is needed in electronic engineering,
systems integration, and software engineering. By purchasing
an open source Commercial Off The Shelf (COTS) autopilot
system much time and effort was saved. ArduPilot [2] is a
hobbyist “do-it-yourself” autopilot meant for use on remote
controlled aircraft. It is capable of flying simple waypoints, or
more importantly taking roll (φ), pitch (θ), rudder, and throttle
commands from an external source. By using a communication
protocol called MAVLink [3], any device, or system can
give ArduPilot these commands over a number of different
connection types. As the low level control is performed by
this autopilot, it leaves the user the freedom to concentrate on
the high level control.

This paper describes the ArduPilot autopilot, and the system
developed to control it. SIL, and HIL testing is discussed,
as well as the X-Plane simulation environment used in this
testing. The use of Simulink, and embedded systems to per-
form high level control is described. An example is given to
illustrate the full development cycle from SIL to HIL to real
world testing, where a simple PID waypoint tracking algorithm
is developed and tested safely and easily.

II. ARDUPILOT

ArduPilot is a Arduino [4] based autopilot designed for the
use by remote controlled aircraft hobbyists. It is designed to
control fixed wing aircraft, and various rotary wing platforms,
including single, tri, quad, hexa, and octa copters. The software
is written in C++, and is completely open source with an active
development community. The system enables the user to fly
a series of predefined waypoints using a simple cross track
error trajectory following algorithm. Or the user can fly the
aircraft on a Fly by Wire (FBW) mode, where pitch and roll
angles are commanded over the transmitter using ArduPilots
inner loop instead of directly commanding servos. ArduPilot
can communicate with a ground control station, where data
can be gathered, waypoints, or even control gains can be
updated. It communicates over a wireless serial connection,
using a communication protocol called MAVLink [?], which
was designed specifically for Micro Aerial Vehicles (MAVs).

The system hardware consists of two circuit boards shown
in Fig. 1. The lower board has an ATmega2560 processor
which runs the software, a failsafe multiplexer (that means
there is always a hardware override if the processor fails) and
all servo and receiver connections. The upper board houses the
sensors, and telemetry ports. The sensors include a triple axis
accelerometer, a dual and single axis gyro, barometric pressure
sensor, triple axis magnetometer, also an externally connected
GPS module. It is also capable of having an external pitot
static sensor, for airspeed measurements. The full system on
an aircraft set up for flight testing is shown in Fig. 2.

The ATmega2560 processor is relatively slow and only
capable of executing 256 Kb of code. The autopilot software
is written in C++ which is not that accessible a programming
language. In its default state it is not an effective system for
research.
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Fig. 1. Left: ArduPilot ATmega2560 processor board Right: IMU board
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Fig. 2. Flow diagram for ArduPliot on and aircraft ready for flight testing

There are many examples of autopilot systems developed by
research organisations, to assist with their research goals. They
are often made in house at considerable expense, and many
run on embedded systems making for high development times
[1], [5], [6], and [7]. There are other autopilots available, like
Paparazzi [8], or MicroPilot [9]. These systems are expensive,
they are not easy to manipulate and interface with, and by no
means as cross platform compatible. Paparrazi has no standard
hardware as the schematics are open source [10], requiring
one to be specially ordered, or made in house. MicroPilot is a
very small open architecture autopilot, which has an integrated
Inertial Measurement Unit (IMU) and GPS. Although all the
parameters and control gains can be altered, the code is closed
source and can not be altered. An autopilot system meant for
hobbyists is Attopilot [11], this system is quite expensive and
is quite dated. AttoPilot uses thermopiles for attitude control
in instead of the much more accurate and reliable IMU [12].

III. SYSTEM CONFIGURATION

ArduPilot has a number of different operating modes. The
outer loop waypoint following mode (auto), the inner loop
pitch, and roll angle hold (FBW), and manual override. If roll
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Fig. 3. Flow diagram of the control structure on the whole system

and pitch commands are sent to ArduPilot from an external
source while in FBW mode, the higher level control loop
can be performed on any platform of the users choice that
is able to communicate over a serial connection. This gives
huge flexibility to the user. As the ATmega2560 is simply not
fast enough, and does not have enough storage, an external
system to run more advance, more demanding code is needed.

The external system that this system has been primarily de-
signed for is Simulink. A program that is used and understood
by many engineers. It enables rapid prototyping of algorithms,
and has an accessibility that is simply not offered when doing
the same on an embedded system where the user must be
familiar with C or C++.

The layout of the control system is shown in Fig. 3. ArduPi-
lot’s Attitude Heading Refrence System (AHRS) conducts
sensor fusion and transmits the data over its serial telemetry
port encoded in MAVLink format. A Simulink block has been
developed for communication over MAVLink, it receives and
decodes MAVLink messages, Simulink conducts high level
control on the block outputs, to give pitch, roll angle, and
throttle commands. The block then encodes these commands
and resends them over the same serial connection. To enable
wireless serial communication for flight tests, XBee wireless
modules are used. As data and control signals are being
transmitted wirelessly, this system relies on the wireless link
to have high data integrity and low latency.

An embedded system can be used in place of Simulink if the
wireless data link is a concern. By simply using the MAVLink
wrapper discussed in Section V an embedded system can do
exactly the same job as Simulink by directly connecting its
serial port to that of ArduPilot’s. This enables all the control
to be performed on board the aircraft but over two components,
mitigating XBee signal issues, also enabling a higher data rate.

IV. SOFTWARE AND HARDWARE IN THE LOOP

Before performing real world testing, it is important to
verify code functionality, which is commonly done through
SIL, and then HIL testing. Putting algorithms through the
full development cycle of SIL, HIL, and then flight testing
is a good systematic debugging method, which significantly
reduces risk. This process can be shown in Fig. 4. SIL
enables any bugs in the software, to be ironed out, then HIL
brings to light bugs which come about due to the software’s
interaction with the hardware, and the wireless communication
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system. Finally fight testing shows the functionality of the
communications system at range, and issues the system has in
the real environment, like wind.

The SIL system is shown in Fig. 5. The open source ArduPi-
lot code has a desktop build, which means that, instead of the
code being compiled on the Arduino on the ArduPilot, it is
complied on a normal desktop computer running LINUX. This
simulated ArduPilot communicates with a simulated aircraft
in the X-Plane flight simulator using a plugin that enables
communication over a TCP/IP network connection using the
MAVLink Protocol. The X-Plane aircraft model is controlled
by the desktop build of ArduPilot, and in turn ArduPilot is
controlled by an external system like Simulink or an embedded
system running the users high level control algorithms. This
SIL method enables development to be undertaken without
any ArduPilot hardware.

HIL (shown in Fig. 6) is much the same, but the actual
ArduPliot hardware is used and sensor data is faked. The
communication between X-Plane and ArduPilot is now done
over a virtual serial connection, provided by the USB to
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Control inputs
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XBee

Direct USB Link

Wireless XBee link

Fig. 6. Flow diagram for ArduPliots HIL testing, use with Simulink or and
embedded system

serial chip. ArduPilot is now controlled over its telemetry
port connected to Simulink, or a ground station using a XBee
wireless serial transmitter, or to an embedded system directly.

When it comes time to conduct actual flight tests there is
no need for reconfiguration of software hardware or commu-
nications, apart from ArduPilot needs to be mounted to the
aircraft, and wired to the receiver and servos. As ArduPilot
and MAVLink have been abstracted to such a high level,
throughout the whole development cycle none of the ArduPilot
code, or high level control ran externally needs to change at
all to move to the next stage. All that changes is if the aircraft
is real or simulated, where ArduPilot software is ran, and how
the components of the system physically communicate with
one another.

V. COMMUNICATION

As has been mentioned previously, the communications
between all components of the system use a protocol called
MAVLink. MAVLink is a very lightweight, header-only mes-
sage marshalling library for MAVs, in C/C++. It encodes data
structures into high efficiency data packets which use binary
instead of ASCII encoding, yielding faster data transfer and
higher data integrity. Any device that can communicate in
MAVLink can talk to ArduPilot. A C++ wrapper has been
developed that abstracts MAVLink so it can communicate over
any physical transport layer, currently available is communi-
cation over serial, TCP/IP, UDP, and Write to file. This has
facilitated the seamless transition in the testing phase from
SIL through HIL to flight testing, by simply having each
component change the physical means of sending MAVLink
encoded data.

XBee converts a serial stream to wireless using a protocol
called Zigbee. A large outdoor 15 dB omni directional 2.4Ghz
antenna is used on the ground, and a striped down 8 dB
antenna on the aircraft. This means that the small 60 mW
power of the XBee can communicate with an aircraft a mile
away in any direction and orientation. The series 2.5 XBees
used are point to multi point in a communication mesh. A
master module is attached to the ground station receiving data
from as many as 255 other XBees. Due to the high gain
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Fig. 7. WOT4 testing aircraft

antennas, and the meshing ability of XBee 2.5 multi vehicle
test are possible.

VI. EXPERIMENTAL STUDIES

The platform chosen for the initial experiments is a WOT4
model aircraft. The WOT4 is an inexpensive option for the
initial flight tests. This aircraft has been chosen as it is large
enough to carry Ardupilot but small enough to keep risk at an
acceptable level during the initial flight testing. It is made from
Expanded Poly Olefin (EPO) foam with is extremely strong,
durable, and very light. The WOT4 is capable of carrying
of 500g payload, so would be capable of carrying a camera
and video transmitter equipment. Ardupilot is easily able to
fit inside the fuselage, close to the center of gravity of the
aircraft, and out of the airflow to minimise drag. A pitot static
probe, and sensor is mounted half way along the wing out of
prop wash, to measure the airspeed of the aircraft. The WOT4
is shown in Fig. 7.

For SIL and HIL, an X-Plane model of the WOT4 has been
developed, so algorithms could be tested on a representative
model. The model was developed using X-Plane’s plane
maker, using the aircrafts dimensions, power, and wing cross
section, to give an approximate representation of the aircraft.
A graphical representation of the model can be seen in Fig. 8.

To test the functionality of the full system from SIL to
real world testing, step tests are performed as well as tests
on speed hold, and altitude hold controllers. Finally a simple
PID waypoint tracking algorithm is performed.

Using the MAVLink Simulink block aircraft state informa-
tion can be read, and roll, pitch angle, rudder and throttle
commands sent to and from ArduPilot. The speed, altitude
hold, and waypoint tracking are also programed in Simulink.

Illustrated in Fig. 9 is the step response of the WOT4 in
roll, in SIL, HIL, and real world. From flying straight and
level a 60◦ roll angle is commanded, then a -60 ◦ angle is
commanded. The response in SIL and HIL were of course
similar as they use the same model in X-Plane, the real world
response only differed slightly. This simple test shows the
fundamentals of the system functioning, including Ardupilots

Fig. 8. X-Plane RC Plane model of WOT4
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Fig. 9. Step response for roll angle for the WOT4, in SIL, HIL, and real
world

inner loop control, MAVLink, and communications downlink
functionality.

To demonstrate the ability of Simulink to perform outer loop
control, both speed hold, and heading hold control are tested.
Also they are needed for more advanced outer loop control.
Both are based on simple PID controllers, where speed is
controlled with pitch angle, and heading is controlled with roll
angle. Once again this was put through the whole development
cycle. Fig. 10 shows the aircraft responding to step commands
in airspeed. Fig. 11 shows the aircraft responding to step
commands in heading. As good data integrity, and speed is
important in off board control, these tests show that Xbee,
and Simulink are capable of this. As wireless communication
is the weak link in this system and as simple off board control
functions perfectly, there is no reason that the system could
not now perform more complex control algorithms.

A simple PID waypoint tracking algorithm was imple-
mented in Simulink, to make an aircraft fly around user defined
waypoints. It uses the haversign formula [13] to calculate the
heading between the aircraft’s, and waypoint’s latitude and
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longitude. Eq. (1), and Eq. (2) shows how the bearing (θ)
and the distance (d) between two points on the earth surface
defined by latitude and longitude can be calculated.

a = s2( δlat2 ) + c(lat1)c(lat2)s
2( δlng2 )

c = 2arctan(
√
a√

1−a
)

d = Rec

(1)

θ = arctan(
s(δlng)c(lat2)

c(lat1)s(lat2)− s(lat1)c(lat2)c(δlng)
) (2)

Where cos and sin are abbreviated to c and s respectively.
Where Re is the radius of the earth which is 6378.1 Km,
and δlat, and δlng is difference between the aircraft’s latitude
and longitude and that of the origin or the waypoint the
distance and heading is to be measured. lat2, and lng2 are
the latitude, and longitude of the aircraft, and lat1, and lng1
are the latitude, and longitude of the next waypoint.

This bearing is then used as the heading command to make
the aircraft fly directly at the next waypoint. The aircraft is
flown around a sqaure circuit at 200 m height above ground,
and at 15 m/s. Fig. 12 shows the 2D path flown by the WOT4
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Fig. 12. Simple PID waypoint tracking algorithm tracking a 100x200m
square path, in SIL, HIL, and real world

in SIL HIL, and in real world testing. It is in this flight test
that the greatest difference between the simulated WOT4 and
the real WOT4 is observed, but the simulated tests proved that
the algorithms worked successfully.

VII. CONCLUSION

A system has been developed that enables research in the
field of UAS to quickly develop and test high level control al-
gorithms. By using a COTS autopilot, the full system is cheap
and easy to integrate into a range of vehicles. As ArduPilot
is a well developed system it is extremely reliable, and robust
which makes flight testing swift and safe. The results from
SIL, HIL testing have with relative accuracy, predicted the
performance of the WOT4 in real world tests. The control
system developed in Simulink needed no modification between
simulation and real world tests. These show that this is a good
technique for safely testing algorithms in simulation before
moving the to actual vehicles. As the high level control was
carried out off board, on a ground control station, and relied
on a wireless data link occasionally there were a few data
packets drops. The aircraft never got further than 300m away
so if operating at further distances, or at higher data rates,
an embedded system can be used to conduct the high level
control with the same ease.
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Abstract—This study proposes an optimal resource allocation
algorithm of multiple UAVs with cooperative path planning using
a geometric approach. The focus of the resource allocation
is on mission and task completion, also known as feasibility
whilst coping with operational and physical constraints of UAVs.
Therefore, this study first introduces a geometric path plan-
ning algorithm based on Pythagorean Hodgraphs (PH). Using
Bernstein Bzier polynomials, the path planning algorithm can
generate feasible and safe (obstacle and inter-collision free)
paths which can also meet position and orientation constraints
of UAVs. We then optimise the resource allocation based on
Evolutionary Game Particle Swarm Optimisation (EGPSO) and
paths generated by the geometric planning. The input parameter
of the optimal allocation problem is the allocation policy and the
performance index is chosen to be the total flight time of the
UAVs. Here the flight time is computed from the path produced
by the path planning algorithm. The optimal allocation algorithm
changes the allocation policy and finds the best allocation policy
which minimise the performance index. The performance of
the proposed algorithm is investigated by numerical examples
simulated under realistic scenarios.

I. INTRODUCTION

Inexpensive unmanned aerial vehicles (UAVs) have consid-
erable potential for use in remote sensing operations. They
are cheaper and more versatile than manned vehicles, and
are ideally suited for dangerous, long and/or monotonous
missions that would be inadvisable or impossible for a human
pilot. Groups of UAVs are of special interest due to their
ability to coordinate simultaneous coverage of large areas,
or cooperate to achieve common goals. Specific applications
under consideration for groups of co-operating UAVs include,
but not limited, border patrol, search and rescue, surveillance,
mapping and environmental monitoring. In these applications,
the group of UAVs becomes a mobile resource/sensor and con-
sequently routes and tasks for each UAV need to be properly
and optimally assigned in order to cooperatively achieve their
mission. Therefore, this study addresses the vehicle routing
problem of of multiple UAVs.

The vehicle routing problem, has been mainly handled in
the operational research area ([1], [2], [3], [4]) and can be
generally classified by two categories: one is the Traveling
Salesman Problem (TSP) which finds a shortest circular trip
through a given number of cities, and the other is the Chinese
Postman Problem (CPP) finding the shortest path with consid-
ering path constraints on an entire network of road. The TSP

using multiple UAVs can be considered as a task assignment
problem to minimise the cost of time or energy for a certain
mission by assigning each target to an UAV, for which binary
linear programming ([5]), iterative network flow ([6]), tabu
search algorithm ([7]) and receding horizon control ([8]) have
been proposed. Recently, [9] proposed a route optimisation
algorithm for multiple searchers to detect one or more prob-
abilistically moving targets incorporating other factor such as
environmental and platform-specific effects. Meanwhile, the
CPP is normally used for ground vehicle applications such as
road maintenance, snow disposal ([10]), boundary coverage
([11]), and graph searching and sweeping ([12], [13]). Since
the general vehicle routing algorithms approximate their path
to a straight line shape to reduce computational load, the
physical constraints imposed on the vehicle are not to be
addressed.

In order to mitigate this issue, this study divides the routing
problem into two parts: the first part is to design cooperative
path planning and the second one is to find the optimal
resource allocation policy based on the paths obtained in the
first part. Cooperative path planning algorithm is designed us-
ing the differential geometry concepts, especially Pythagorean
Hodographs (PH) curves, which was proposed in our previous
study [14]. Path planning algorithms based on differential ge-
ometry examine the evolution of guidance geometry over time
to derive curvature satisfying the guidance goals. Guidance
command such as a manoeuvre profile can be then computed
using the derived curvature of the guidance geometry. One
of main advantages of this approach is that the number of
design parameters can be significantly reduced whilst main-
taining the guidance performance. Therefore, this approach
will enable us not only to design fast and more lightweight
algorithms, but also to generate safe and feasible paths for
multiple UAVs. This would be preferred for integration of
path planning with the optimal resource allocation. Since
reaching targets at the same instant with specific orientations
could improve the overall effectiveness and survivability of
the UAVs, simultaneous arrivals with predefined orientations
are considered as constraints with the physical ones such as
obstacle avoidance and the maximum turning rate of of the
UAVs.

The performance index for the optimal resource allocation
problem is the total flight time of the multiple UAVs since
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this is necessary to have a manageable task in the available
time. The total flight time for each candidate allocation is
computed by using the velocity profile and paths generated by
cooperative path planning and this is used to find the optimal
allocation policy. The optimisation method implemented in
this paper is Evolutionary Game Particle Swarm Optimisation
(EGPSO) which is proposed in our previous study [15].
The proposed EGPSO algorithm integrates the Evolutionary
Game Theory (EGT) concepts with those of Particle Swarm
Optimisation to find the optimal weight of the coefficients
considering the entire swarm fitness. Moreover, it is shown
that this algorithm efficiently works in the general allocation
problem [15].

The overall structure of this paper is given as: Section II
briefly introduces a target tracking filter design, trajectory
classification to model the behaviour of ground vehicles, and
behaviour recognition algorithm using string matching theory.
Section III introduces rule-based decision making algorithm to
find suspicious or anomalous behaviour based on a fuzzy logic.
Section IV presents numerical simulation results of behaviour
monitoring for both military and civilian traffic scenario using
realistic ground vehicle trajectory data. Lastly, conclusions and
future works are addressed in Section V.

II. PROBLEM FORMULATION

A. Scenario

The scenario considered in this study is similar to that in our
previous paper [14]. In the scenario, it is assumed that a group
ofN UAVs leaves from a base and they have to reach the target
area at the same time with predetermined orientations. The
individual start and finish points for each UAV are represented
by position coordinates (x, y) and orientation by angle θ.
These are assumed to be known a priori. The UAVs are
assumed to be of same type and are flying at same the speed
at constant altitude. Each UAV has the same maximum bound
on its curvature and the environment has static obstacles. The
UAVs are required to avoid collision with other UAVs and with
other objects in the air-space, as well as avoiding the static
obstacles. The allocation of the UAVs needs to be optimised.

B. Optimal Allocation Problem

Let us first consider a path between a single UAV from the
base to the target position with no constraints. The starting
point Ps is at the base position and the finishing point Pf

is at the target position. The path connecting the poses is
represented by the label r. The path planner produces a path
connecting the start pose Ps(xs, ys, θs) and the finish pose
Pf (xf , yf , θf ).

Ps(xs, ys, θs)
r(t)−−→ Pf (xf , yf , θf ) (1)

where t is a path length parameter.
Extending equation (1) to account for a group of N UAVs

gives:

Psi(xsi, ysi, θsi)
ri(t)−−−→ Pfi(xfi, yfi, θfi), (2)

max |κi| < κmax,
∐
safe

,
∐

length

, i = 1 . . . N, (3)

where κ is the path curvature, κmax is the maximum curvature
bound obtained from the maximum turning rate, and

∐
safe

and
∐

length are the constraints on safety and path length
respectively.

The safety constraints are described as:∐
length

: d(Pi(t), Pj(t)) > dsep,

d(Pi(t), Ok(t)) > dsep

i �= j = 1 . . . N, k = 1, . . . , no (4)

where Pi(t) and Ok(t) are the positions of the ith UAV and
the kth obstacle, no the number of obstacles, and dsep the
minimum separation distance. To enable simultaneous arrivals,
the constraint on length is given as:∐

length

: si(tfi) = scm, i = 1 . . . N

si(tfi) =

∫ tfi

tsi

√
ẋi(t)2 + ẏi(t)2dt, (5)

where scm is a common path length which is automatically
obtained regarding to the allocation.

The optimal allocation problem is then formulated as:
minimising the following performance index

J = ΣN
1

∫ tfi

tsi

dt (6)

subject to equation (2) and (3).

III. COOPERATIVE PATH PLANNING USING
PYTHAGOREAN HODOGRAPHS CURVES

One of well known path planning approaches based on the
differential geometry concepts is Dubins path planning [14],
[16]. The Dubins trajectory ([17]) is the shortest path connect-
ing two configurations represented by position and pose under
the constraints of a bound on curvature or turning radius. The
Dubins path is a composite curve of both lines and circles
and is easy to produce. However, it lacks a smooth variation
of curvature. Mathematically, the Dubins path provides only
tangent continuity, C1. The curvature continuity is important as
the curvature is proportional to the lateral acceleration of the
UAV. Therefore, curvature discontinuity results in an abrupt
maneouvre of the UAV. A smooth motion needs curvature
continuity C2. Therefore, it is necessary to seek for an alternate
path with curvature continuity. The equation of curvature is:

κ(t) =
ṙ× r̈

|ṙ|3 , ṙ =
dr

dt
, r̈ =

d2r

dt2
(7)

From the equation (7), the curvature is a function of first
two derivatives of a curve, r(t), so the path needs to be at
least twice continuously differentiable, that is C2 continuity.
There are many polynomial curves which can provide C2

continuity. However, we choose Pythagorean Hodograph (PH)
curve known for its rational properties.
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A smoother curve can be produced by using techniques such
as PH, where basis curves are used to piece together using
Bernstein Bézier polynomials. For a planar parametric curve,
r(t) = {x(t), y(t)}, the hodographs are ẋ(t) and ẏ(t) so the
velocity vectors of a curve are its hodograph. The path-length
of the curve r(t) is:

s =

∫ t2

t1

√
ẋ2 + ẏ2dt =

∫ t2

t1

|ṙ(t)|dt (8)

where s is the path-length, t is a parameter such that t ∈ [t1, t2]
and ẋ = dx

dt , ẏ = dy
dt , and ṙ = dr

dt . The term inside the square
root in equation (8) is the sum of the square of the hodographs
of the curve, r(t). For the PH path the path-length is an integral
of a polynomial σ(t) such that:

σ(t) =
√
ẋ2 + ẏ2

s =

∫ t2

t1

|σ(t)|dt (9)

The PH curve can be produced by selecting two Bernstein
polynomials u(t) and v(t) such that:

ẋ(t) = u2(t)− v2(t) (10)
ẏ(t) = 2u(t)v(t) (11)

(12)

This gives:

|σ(t)| = u2(t) + v2(t) (13)

Note that the PH path thus provides exact calculation of
path length and it’s curvature, as well as the orders of the
two polynomials, u(t) and v(t), determine the order of PH
curves. In this research, we use a fifth order PH curve as this
is the lowest order curve which has inflexion points which
can provide sufficient flexibility [?]. For a fifth order PH
curve, u(t) and v(t) can be approximated as second order
polynomials:

u(t) =
2∑

ku=0

uk

(
2

ku

)
(1− t)(2−ku)tku ; (14)

v(t) =
2∑

kv=0

bk

(
2

kv

)
(1− t)(2−kv)tkv ; (15)

Hence the curve, r(t), is given by Berstein form:

r(t) =
5∑

k=0

Pk

(
5

k

)
(1− t)(5−k)tk; (16)

where Pk(xk, yk), k = 0, 1, 2, 3, 4, 5 are control points. Note
that these control points determine the curve r(t) and can be

Fig. 1. PH paths

derived as:

P1 = P0 +
1

5

(
u20 − v20
2u0v0

)
(17a)

P2 = P1 +
1

5

(
u0u1 − v0v1
u0v1 + u1v0

)
(17b)

P3 = P2 +
1

5

(
u21 − v21
2u1v1

)
+
1

15

(
u0u2 − v0v2
u0v2 + u2v0

)
(17c)

P4 = P3 +
1

5

(
u1u2 − v1v2
u1v2 + u2v1

)
(17d)

P5 = P4 +
1

5

(
u22 − v22
2u2v2

)
(17e)

When the initial and final configurations (pose and heading)
for each vehicles are known, Pk(xk, yk), k = 0, 1, 2, 3, 4, 5
can be specified. From the configurations, P0, P1, P4, P5 are
directly obtained as:

P0 = (xs, ys) (18a)
P5 = (xf , yf ) (18b)
P1 = P0 + (1/5) ∗ d0 (18c)
P4 = P5 − (1/5) ∗ d5 (18d)

where

d0 = c0(cos(θs), sin(θs)) (19)
d5 = c5(cos(θf ), sin(θf )) (20)

where c0 ∈ (0,∞] and c5 ∈ (0,∞]. Note that when c0 and
c5 are specified, the control points (P0, P1, P4, P5) in (18) are
fixed by configuration. Moreover, ui and vi for i = 1, 2, 3 are
also uniquely derived from equation (17), which implies that
P2 and P3 are also fixed. Therefore, the number of control
parameters reduces to two of c0 and c5 whilst maintaining
the continuity of the curve. Increasing the values of c0 and
c5 will increase the length of tangent vectors P0 = |P0P1|
and P5 = |P5P4| and in turn P2 and P3 get shifted to meet
the PH condition (17). This is shown in figure 1. As shown
in this figure, varying the two control parameters controls the
curvature, which in turn will determine the space curve.

300



Fig. 2. PH paths, all equal in length and avoiding obstacles

For simultaneous arrival, the paths are required to be made
equal in path if UAV speeds are constant and same. The
variable speed UAVs can have difference in path lengths. This
is achieved by increasing the shorter paths to that of the
longest one. The path lengths of the flyable and safe paths
are calculated using (8). For N number of UAVs, with the
length of each path si, the set of path lengths Σ is:

Σ = {si}, i = 1, . . . , N (21)

The longest of the safe flyable path is the reference path. That
is the maximum of Σ. The path lengths of (N − 1) UAVs are
increased to that of the reference path. Lengths of the PH path
is increased by changing the control parameters of c0 and c5:

Find c0 and c5, such that si−max si = 0, i = 1, . . . N−1
(22)

Obstacles as well as collisions can be also avoided by using
the parametric freedom of c0 and c5. Such a set of paths (equal
length and collision free) is shown in figure 2

IV. RESOURCE ALLOCATION USING EGPSO

The approach, which is used to solve the allocation of the
tasks to the UAVs in this paper, is a Discrete Particle Swarm
Optimisation (DPSO) combined to Evolutionary Game Theory
(EGT). One of the main implementation issues of DPSO is the
choice of inertial, individual and social coefficients. In order to
resolve this problem, those coefficients are optimised by using
a dynamical approach based on EGT. The strategies are either
to keep going with only inertia, or only with individual, or only
with social coefficients. Since the optimal strategy is usually
a mixture of the three coefficients, the fitness of the swarm
can be maximized when an optimal rate for each coefficient
is obtained. This algorithm is described in our previous study
[15]. In this method, all the particles X = (ti)i∈[1...T ] are
considered as a vector of feasible solution, where the ti denote
the tasks i ∈ [1 . . . T ] and T is the number of tasks to achieve.
The index of the vector represents the id of the UAV. Moreover,
permuting the elements of X in this representation gives all
the possible solutions so it could enable to deal with high
dimensional problems. The single constraint of assigning one

UAV to one task does not enable us to deal with the common
DPSO algorithm described by Eberhart and Kennedy in [18].
Due to the context and the application, it was required to adapt
the form of the particles according to the problem.

A. Swarm organisation

In the PSO algorithm, the establishment of the networks is a
key point to maximise the exploration and the global efficiency
of the algorithm to solve a problem. In this paper, in order to
assigned the tasks to the UAVs, three different swarms are
used. Each of them has its own features. One will adopt only
inertial behaviour (c1 �= 0 and c2 = c3 = 0). One will adopt
only selfish behaviour (c2 �= 0 and c1 = c3 = 0). One will
adopt only social behaviour (c3 �= 0 and c1 = c2 = 0). Then
the last one is following the common behaviour of the PSO
with the coefficients determined by the result of EGT and the
four previous swarms. The coefficients are chosen dynamically
according to the current state of all the other swarms.

B. Particle movement

Using the common process of the PSO, the probability of
movement toward another solution is introduced. To guarantee
that the particles are moving on the feasible solution space
and won’t need to be repaired, we use an a priori method. In
fact, the particles are built in such a way that the solution
space is obtained by permuting feasible solutions. One of
the key issue when it is required to convert the PSO into
DPSO, is the computation of the velocity. Indeed, in discrete
space, the velocity does not really makes sense and it was
essential to adapt it to discrete case. The main approach used
in [18], [19], [20], [21] is the sigmoid function which enables
to convert a velocity into a probability. The proposed method
is based on that principle, and set the sigmoid function as
s(vtid) = 1− 2

1+ev
t
id

, (∀vtid ∈ R+) (s
t
id ∈ [0, 1]). Once all the

probabilities of change for a particle are obtained, the final step
is to draw a random number and compare it to each coefficient
of probability. All the coefficients greater than the random
number are selected as potential candidate for a permutation.
Then we draw randomly two particle coefficients and permute
them. (In case we obtain a random number greater than only
one coefficient, we consider the particle won’t move).

C. Principle of EGT in the determination of the DPSO coef-
ficients

In order to improve the convergence speed of the DPSO, it
is proposed to combine it with EGT. If this way has already
been investigated by Miranda and Fonseca in [22] to improve
the local exploration of the particles, then by Di Chio in [23]
and Liu and Wang [24]. The proposed approach is considering
the global swarm’s welfare instead of the particle’s welfare.
Thus, like described in IV-A, there are 3 available strategies to
play: inertial, individual, or social. Each swarm will play one
pure strategy and will provide its welfare to the others. Then,
the EGT process, which is based on the replicator dynamic
[15], find the equilibrium strategy which enables to the main
swarm to improve or keep its mean welfare.
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Fig. 3. Overview of the proposed method

D. Scheme of the process

The figure 3 shows how is designed the algorithm.

V. NUMERICAL SIMULATIONS

In numerical simulations, a swarm of four UAVs is con-
sidered for mission deployment. All the UAVs will start from
certain starting point at the same time and will reach the goal
point at the same time. The goal points of each UAV will be
determined from the optimal allocation. During their flights
from starting position to finishing position all the UAVs will
avoid inter-collisions and collisions with known obstacles. The
proposed path planning algorithm will plan safe and flyable
flight paths for all the UAVs in the group. For this simulation,
the initial poses, the curvature constraints and the safety radii
of all the UAVs are summarised in table I. The final poses,

TABLE I
NUMERICAL SIMULATION CONDITIONS

UAVs Position (m) Heading (deg) κ (m) Safety Radius
UAV1 (8, 6) 130 -1/13, +1/3 1
UAV2 (14, 6) 124 -1/13, +1/3 1
UAV3 (18, 6) 3 -1/13, +1/3 1
UAV4 (25, 6) 20 -1/13, +1/3 1

which represent targets, are given in table II. All the known
static obstacles are given in the terrain database. For simplicity,
all the obstacles are assumed to be of rectangular shape in this
simulation. The locations of the obstacle are described by the
coordinates of their vertices. The vertices of the obstacle1,

TABLE II
FINAL POSES

No. Position (m) Heading (deg)
1 (22, 40) 24
2 (17, 40) 120
3 (26, 40) 113
4 (10, 40) 40

Fig. 4. Optimal PH paths, all equal in length and avoiding obstacles

obstacle2 and obstacle 3 are given table III. The optimal

TABLE III
LOCATION OF THE KNOWN OBSTACLES

Obstacles Vertex1 Vertex2 Vertex3 Vertex4
Obstacle1 (5, 20) (5,22) (8.5, 22) (8.5, 20)
Obstacle2 (12.5, 13) (12.5, 15) (17, 15) (17, 13)
Obstacle3 (24, 11) (24, 13) (27, 13) (27, 11)

allocation obtained is [2, 1, 4, 3] which represent the first UAV
is allocated to the 2nd target, the 2nd UAV is assigned to
the 1st target, and so on. The optimal paths of the UAVs are
shown in figure 4. As shown in the figure, there is neither
inter-collision between UAVs, nor collision with obstacles.
The curvature constraint is also satisfied. The length of all the
paths are made equal to the longest path by further change of
curvature of each path. In this simulation the lengths of each
path comes out to be [36.8, 37.3, 39.7, 36.2] meters.

In order to examine the performance of the optimal resource
allocation, the optimal result is compared to an arbitrary allo-
cation, [3, 4, 2, 1]. The paths for the allocation are shown figure
5. The performance improvement of the optimal allocation
compare to the arbitrary allocation is 12.12%.

VI. CONCLUSIONS

In this paper, optimal resource allocation with 2D path
planning algorithm (2D Path Planner) is proposed. In order
to consider operational and physical constraints of the UAVs
in the resource allocation design procedure, the proposed
algorithm consists of two parts: cooperative path planning
based on Pythagorean Hodograph quintic and optimal resource
allocation using Evolutionary Game Particle Swarm Optimi-
sation (EGPSO). The algorithm successfully calculated safe
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Fig. 5. PH paths for an arbitrary allocation, all equal in length and avoiding
obstacles

and flyable paths (feasible paths) for all the UAVs in the
group and optimally allocated the UAVs to a group of targets.
The performance of the proposed algorithm is evaluated using
numerical simulations.
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Abstract—Tri-rotor UAVs are more efficient compared to
quadrotors in regard to the size and power requirement, yet,
tri-rotor UAVs are more challenging in terms of control and
stability. In this paper, we propose the design and control of a
novel tri-rotor UAV. The proposed platform is designed to achieve
six degree of freedom using a thrust vectoring technique with
the highest level of flexibility, manoeuvrability and minimum
requirement of power. The proposed tri-rotor has a triangular
shape of three arms where at the end of each arm, a fixed
pitch propeller is driven by a DC motor. A tilting mechanism
is employed to tilt the motor-propeller assembly and produce
thrust in the desired direction. The three propellers can be
tilted independently to achieve full authority of torque and force
vectoring. A feedback linearization associated with H∞ loop
shaping design is used to synthesize a controller for the system.
The results are verified via simulation.

I. BACKGROUND AND MOTIVATION

In recent decades, Unmanned Aerial Vehicles (UAVs) have
attracted growing attention in research due to their wide
applications and large potential [1]. Aiming for more efficiency
in term of size, autonomy, maneuverability and other factors,
various conventional and non-conventional structure designs
and configurations of UAV systems are proposed, see [2] and
the literature therein. One such design that attracts increasing
interest is the vertical-take-off-and-landing (VTOL) tri-rotor
configuration.

Tri-rotor vehicles are systems with a three rotors arrange-
ment. This configuration has been proposed as less-expensive
with more flexibility and great agility [3], [4]. Compared to
quadrotors, tri-rotor UAVs are smaller in size, less complex,
less costly and have longer flight time due to the reduction in
number of motors [5], which makes tri-rotor vehicles ideal for
deployment in various research projects and missions [6].

On another perspective, thrust vectoring has been used in
designs to maximize the capability of UAVs [7]. Thrust vector-
ing is of significant benefit in some applications to arbitrarily
orient the vehicle body with respect to the vehicle acceleration
vector [8]. In addition, thrust vectoring mechanism is used
to give UAVs the capability of taking-off and landing in
very narrow areas [9]. In small aircrafts and UAVs, a simple
technique of tilt-rotor mechanism can be used to obtain thrust
vectoring, where propulsion units are inclined in certain angles
using an additional control motor to get the desired thrust in
different directions. In general, tilt-rotor mechanism is used

in tri-rotor systems to control the horizontal forces and yaw
torque of the vehicle. Typically, one rotor only, referred to as
the tail rotor, has the ability to tilt to control the yaw moment,
see for example [6].

Dynamics of tri-rotor vehicles are highly coupled and
nonlinear, which makes the control design of these vehicles
the key for successful flight and operations [5]. Compared
to quadrotor systems, the yaw control of tri-rotor systems
is a further challenge due to the asymmetric configuration
of the system. For instance, the reactive yaw moments in
quadrotor systems is decoupled from pitch and roll moments
which simplifies the yaw control design in such systems. In
contrary, pitch, roll and yaw moments are highly coupled in
tri-rotor systems. Moreover, attitude control of these vehicles
is more challenging compared to quadrotor systems due to
gyroscopic and Coriolis terms. In [5], the authors propose a
tri-rotor system of which the control design is implemented
by four loops for attitude control and guidance. This control
design is complicated with coupling between attitude and
position control loops and high computation load. The authors
in [3] propose a tri rotor configuration in which all rotors
of the system tilt simultaneously to the same angle to attain
yaw control. The control design considers only the attitude
stabilization and neglects the trajectory tracking. The control
algorithm in [4] is based on nest saturation for decoupled
channels where the configuration of the vehicle makes the
separate control of attitude and position possible. The control
design of the tri-rotor UAV proposed in [10] discusses only
the hovering position. In [11], the attitude of the proposed tri-
rotor UAV is controlled by using differential thrust concept
between the rotors. The control system design in [12] controls
the yaw angle of the proposed tri-rotor UAV by differentially
tilting the two main rotors in the plane of symmetry while a
fixed up-right propeller is used at the tail to control the pitch
moment.

Few researchers have identified the structure of tri-rotor
UAV combined with full independent tilt-rotor capability.
In this paper, we propose a novel tri-rotor platform, herein
referred to as the Tri-rotor UAV, and then we discuss the design
and control of the proposed system. The proposed vehicle can
achieve full authority of torque and force vectoring by employ-
ing three rotors and three servos for tilt-rotor mechanism. This
structure gives the vehicle high level of maneuverability and
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flexibility for translational motion as well as attitude control.
The rest of the paper is organized as follows. In Section

II, a functional description of the vehicle and its design is
discussed. A mathematical model that captures the dynamics
of the UAV and govern the behaviour of the system is derived
in Section III. The control system design is presented in
Section IV and the simulation results is shown in Section V.
The paper ends by conclusion in Section VI.

II. SYSTEM STRUCTURE AND DESIGN

The structure of the proposed Tri-rotor UAV is depicted in
Figure 1. The vehicle has a triangular structure of three arms
and at the end of each arm, a force generating unit is mounted
to produce part of the required controlling force/torque. All
three arms are identical of length l and the three force generat-
ing units are also identical. Each force generating unit consists
of a fixed pitch propeller driven by a Brushless DC (BLDC)
motor to generate thrust. The three motors can be powered
by a single battery pack or three separate packs located at the
center of the body. The propeller-motor assembly is attached

�

Figure 1. The design of the Tri-rotor UAV (3D view).

to the body arm via a servo motor that can rotate in a vertical
plane to tilt the propeller-motor assembly with an angle αsi

in
the range −π

2 ≤ αsi
≤ π

2 , i = 1,2,3 to produce a horizontal
component of the generated force, see Figure 2. All three
propellers can be tilted independently to give full authority
of thrust vectoring. The system has six degree of freedom
in which all movements can be achieved independently and
directly by changing the norm of the generated thrust and
the tilting angles. This configuration enables the vehicle body
to stay aligned in the required direction regardless of the
movement the UAV makes.

III. MATHEMATICAL MODELING

To develop the dynamic model of the UAV, we consider the
following right hand coordinate systems shown in Figure 3:
e: the generalized earth coordinate system of axes Xe, Ye, Ze.
b: the body fixed coordinate system in which the origin
coincides with the centre of mass of the UAV. The axes of
frame b are denoted by Xb, Yb, Zb. In addition, we choose
three right hand coordinate systems li of axes Xli , Yli , Zli

with i= 1,2,3. These coordinate systems are termed as local
coordinate systems and located at the locations of the three
propellers, see Figure 4. The origin of each local coordinate

���
� �

Figure 2. Front view of one arm.
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Figure 3. Coordinate systems used to develop the UAV dynamic model.
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Figure 4. Local coordinate systems at the three propulsion units.

system coincides with the joining point between the UAV arm
and the propulsion unit where Xli is extended outside the ith

arm of the UAV and Zli is along the BLDC motor shaft axis
when the tilting angle is zero.

The rotation matrices between the defined coordinate sys-
tems are denoted by:
RRRb

e : the rotational matrix from frame e to frame b.
RRRb

li
: the rotational matrix from coordinate system li to coordi-

nate system b, i= 1,2,3.
In the sequel, we use superscript b, e and li to denote
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the coordinate system in which vectors are expressed. The
subscript i refers to the ith BLDC motor, servo motor or
propeller as applies where i= 1,2,3.

In order to obtain the dynamic equations of the UAV, we
need to obtain forces and torques acting on the vehicle. We
assume very fast actuators and therefore the dynamics of the
actuators are neglected.

Forces

There are two main forces acting on the UAV which are the
propulsive force and the gravitational force.

The propulsive force: The total propulsive force FpΣ is
equal to the algebraic sum of the three individual propulsive
forces generated from propellers. The individual propulsive
forces of the three propellers expressed in the local coordinate
systems can be written as [13]:

Fli
pi
=

⎡⎣ 0
k f ω2

mi
sin(αsi

)
k f ω2

mi
cos(αsi

)

⎤⎦ , i= 1,2,3. (1)

where k f is the thrust to speed constant of the propeller and
it is identical for all three propellers, ωmi

is the rotational
speed of the ith BLDC motor (we assume direct driving of
the propeller, i.e., the rotational speed of the motor equals the
rotational speed of the propeller) and αsi

is the tilting angle
of the ith Servo motor.

In the body coordinate system, the individual propulsive
forces are given by:

Fb
pi
= RRRb

li
F

li
Pi
, i= 1,2,3. (2)

From Figure 4, we can obtain the rotation matrices from the
local coordinate systems l1, l2 and l3 to the body coordinate
system b as:

RRRb
l1
=

⎡⎣1 0 0
0 1 0
0 0 1

⎤⎦ ,RRRb
l2
=

⎡⎢⎣− 1
2 −

√
3

2 0
√

3
2 − 1

2 0
0 0 1

⎤⎥⎦ ,RRRb
l3
=

⎡⎢⎣ − 1
2

√
3

2 0
−
√

3
2 − 1

2 0
0 0 1

⎤⎥⎦ .

(3)
Using Eq.(3), the total propulsive force is:

Fb
pΣ
= Fb

p1
+Fb

p2
+Fb

p3
(4)

= k f HHH f ρ. (5)

where

HHH f =

⎡⎣0 −
√

3
2

√
3

2 0 0 0
1 − 1

2 − 1
2 0 0 0

0 0 0 1 1 1

⎤⎦ ,ρ =

⎡⎢⎢⎢⎢⎢⎢⎣

ω2
m1

sin(αs1)
ω2

m2
sin(αs2)

ω2
m3

sin(αs3)

ω2
m1

cos(αs1)
ω2

m2
cos(αs2)

ω2
m3

cos(αs3)

⎤⎥⎥⎥⎥⎥⎥⎦ . (6)

The gravity force: The gravitational force in the gener-
alized earth coordinate system is given as:

Fe
g =

⎡⎣ 0
0

−gMtot

⎤⎦ . (7)

where g is the gravitational acceleration and Mtot is the total
mass of the UAV.

In the body coordinate system, we have:

Fb
g = RRRb

eFe
g . (8)

Using the general notation of rotation angles for the UAV
attitude: Roll φv, Pitch θv and Yaw ψv around the axes Xe, Ye

and Ze respectively, the gravity force in the body system is
given by:

Fb
g = gMtotHg (9)

where

Hg =

⎡⎣ sin(θv)
−sin(φv)cos(θv)
−cos(φv)cos(θv)

⎤⎦ . (10)

Now, the total force acting on the UAV and expressed in
the body coordinate system is:

Fb = Fb
pΣ
+Fb

g (11)

= k f HHH f ρ+gMtotHg. (12)

Torques

The two main torques acting on the UAV are the propulsive
torque and the drag torque.

The propulsive torque: The propulsive torque is the
torque resulting from the generated propulsive force around
the center of mass of the vehicle. For the case of the Tri-rotor
UAV, we have three identical arms and then the components
of the propulsive torque are:

τb
pi
= l̄b

i ×Fb
pi
, i= 1,2,3. (13)

where l̄b
i is the vector of the ith arm between the center of

mass of the UAV and the propulsion unit expressed in the
body coordinate system. Fb

bi
is obtained from Eq. (2).

Now, the total propulsive torque expressed in the body
coordinate system is:

τb
pΣ
= τb

p1
+ τb

p2
+ τb

p3
(14)

= k f HHHtρ (15)

where

HHHt = l

⎡⎣0 0 0 0
√

3
2 −

√
3

2
0 0 0 −1 1

2
1
2

1 1 1 0 0 0

⎤⎦ , (16)

l is the length of the vehicle’s arm measured between the
center of mass of the UAV and the propulsion unit (identical
for the three arms) and ρ is defined in Eq. (6).

The drag torque: The drag torque is defined as the torque
resulting from the aerodynamic drag forces exerted by the
ambient fluid (air) on the propeller. Drag torque is in the
opposite direction to the direction of rotation. In our case, the
resulting drag torque on the ith propeller can be approximated
by τdi

= −ktω
2
mi

[14], where kt is the drag torque to speed
constant resulting from the rotation of the propeller and ωmi

is the rotational speed of the motor (we consider the BLDC
motors drives the propeller directly). In the local coordinate
systems li, the drag torque can be written as:
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τ li
di
=

⎡⎣ 0
−ktω

2
mi

sin(αsi
)

−ktω
2
mi

cos(αsi
)

⎤⎦ , i= 1,2,3. (17)

In the body coordinate system, the individual drag torques
can be represented as:

τb
di
= RRRb

li
τ li

di
, (18)

Using definitions (3), the total drag torque in the body
system is given by:

τb
dΣ
= τb

d1
+ τb

d2
+ τb

d3
(19)

=−ktHHH f ρ, (20)

where HHH f and ρ are defined in (6).
Now, the total torque acting on the Tri-rotor and expressed

in the body coordinate system is:

τb = τb
pΣ
+ τb

dΣ
(21)

=
(
k f HHHt − ktHHH f

)
ρ. (22)

Dynamic Model: Assuming that the Tri-rotor UAV is a rigid
body of fixed mass, the vehicle’s motion can be described by
the Newton-Euler second’s law in the body coordinate system
as:
for translational motion: Fb =Mtot

(
υ̇b

v +SSS(ωb
v )υ

b
v

)
,

for rotational motion: τb = IIIb
vω̇b

v +SSS(ωb
v )III

b
vωb

v ,
where υb

v is the translational velocity of the UAV, ωb
v is the

angular velocity of the UAV, SSS(ωb) is the skew matrix of
the vector ωb

v and IIIb
v is the inertia matrix of the UAV all

with respect to the fixed body coordinate system. Assuming
no mass change over time, IIIb

v is fixed.
Now, Substituting Fb and τb from (12) and (22) gives:

k f HHH f ρ+gMtotHg =Mtot

(
υ̇b

v +SSS(ωb
v )υ

b
v

)
(23)

(k f HHHt − ktHHH f )ρ = IIIb
vω̇b

v +SSS(ωb
v )III

b
vωb

v (24)

Let ηv and λ e
v be the attitude vector and the position vector

of the UAV related to the earth coordinate system and defined
as:

ηv =
[
φv θv ψv

]T
, λ e

v =
[
xv yv zv

]T
.

To fully describe the dynamic equations of the UAV, we
have the following relations from [15]:

η̇v =ΨΨΨωb
v , λ̇ e

v = (RRR
b
e)

−1υb
v

where ΨΨΨ is the rotational matrix between the angular velocity
expressed in the body coordinate system ωb

v and the angular
velocity in the earth coordinate system η̇v. ΨΨΨ is given in [15]
as:

ΨΨΨ=

⎡⎣1 sin(φv) tan(θv) cos(φv) tan(θv)
0 cos(φv) −sin(φv)
0 sin(φv)sec(θv) cos(φv)sec(θv)

⎤⎦ ,
−π

2
< θv <

π

2
.

(25)
From the properties of the rotation matrix we have (RRRb

e)
−1 =

RRRe
b, where RRRe

b is the rotation matrix from the body coordinate
system b to the earth coordinate system e.

Finally, the dynamic model of the UAV can be written as:

υ̇b
v = gHg −SSS(ωb

v )υ
b
v +

k f

Mtot

HHH f ρ (26)

ω̇b
v =−(IIIb

v)
−1SSS(ωb

v )III
b
vωb

v +(III
b
v)

−1(k f HHHt − ktHHH f )ρ (27)

η̇v =ΨΨΨωb
v (28)

λ̇ e
v = RRRe

bυb
v (29)

This model of the UAV is written in the compact form in
which every state variable is a vector of three components,
i.e., x ∈ R

12, where:

υb
v =

⎡⎣u

v

w

⎤⎦ , ωb
v =

⎡⎣p

q

r

⎤⎦ , ηv =

⎡⎣φv

θv

ψv

⎤⎦ , λ e
v =

⎡⎣xv

yv

zv

⎤⎦ .

Equations (26) - (29) show a nonlinear model with cou-
pling between the translational and rotational dynamics of
the UAV. Moreover, there is coupling between inputs and
output channels in which all inputs act on all outputs. The
system coupling along with the nonlinearity of the system
makes the control design of the proposed Tri-rotor UAV a
real challenge compared with other UAV configurations. On
the other hand, if we consider the control problem of the UAV
to be position tracking with attitude regulating, then the system
is square in which we have six actuators (three BLDC motor
speeds and three servo angles) and six outputs (3D position
and three attitude angles). This highlights the positive aspect
of the proposed configuration in terms of controller design
compared to other UAV systems that are in general under-
actuated systems such as quadrotors.

IV. CONTROL SYSTEM DESIGN

In this section we consider the control design for the pro-
posed Tri-rotor UAV using input-output feedback linearisation
and H∞ Loop Shaping Design Procedure (LSDP). The control
design of the system can be seen as a tracking problem for
the position and attitude of the vehicle via the speed of the
BLDC motors and the angles of the servo motors. In this case,
the system is fully actuated having six outputs and six inputs.
The proposed control algorithm is a centralized H∞ controller
that stabilizes and tracks simultaneously all outputs, i.e., 3D
position and three attitude angles. The motivation behind such
a centralized control design is to synthesize a robust controller
that can compensate for any unmodeled coupling between
channels and attenuate cross-coupling noises and disturbances.
Moreover, the implementation of such a design is simple via
a single feedback loop structure.

In the sequel and for simplicity of expression, the super-
script b and e as well as the subscript v are not written unless
it is necessary to avoid ambiguity. We consider the vector ρ
as the input vector for the UAV system, i.e., u = ρ , and we
have the output as y=

[
η λ

]T

To implement input-output feedback linearization, we have:

ẏ= y(1) =

[
η̇

λ̇

]
=

[
ΨΨΨω
RRRe

bυv

]
(30)
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and

ÿ= y(2) =

[
Ψ̇ΨΨω+ΨΨΨω̇
˙(RRRe
b)υ+RRRe

bυ̇

]
(31)

From the general properties of the rotation matrix, we have
ṘRRe

b = RRRe
bSSS(ωb) [16], and then we write:

y(2) =

[
Ψ̇ΨΨω+ΨΨΨ(−III−1SSS(ω)IIIω+ III−1(k f Ht − ktHHH f )ρ)

RRRe
bSSS(ω)υ+RRRe

b(gHg −SSS(ω)υ+
k f

Mtot
HHH f ρ)

]

=

[(
Ψ̇ΨΨ−ΨΨΨIII−1SSS(ω)III

)
ω

gRRRe
bHg

]
+

[
ΨΨΨIII−1 (k f HHHt − ktHHH f

)
k f

Mtot
RRRe

bHHH f

]
ρ

(32)

where
Ψ̇ΨΨ=

∂ΨΨΨ
∂φv

φ̇v+
∂ΨΨΨ
∂θv

θ̇v (33)

and φ̇v, θ̇v are obtained from Eq. (28) as: η̇ =ΨΨΨωb.
We define the decoupling matrix βββ (x) as:

βββ (x) =

[
ΨΨΨIII−1 (k f Ht − ktHHH f

)
k f

Mtot
RRRe

bHHH f

]
(34)

We have det[βββ (x)] �= 0 and the inverse βββ
−1(x) exists always1

for all x ∈ R
12 where x represents the states of the system.

The relative degree of the system in the compact form is r =
r1+ r2 = 2+2= 4 which is equal to the number of states in
the compact form of the dynamic equations, and there is no
zero dynamics.

To linearize the system, we choose a new control input ϑ =[
ϑ1
ϑ2

]
, and we write our desired linearized dynamics as: y(2) =

ϑ .
From Eq. (32) we can write the feedback linearisation law

as:
u= βββ

−1
(

ϑ −

[(
Ψ̇ΨΨ−ΨΨΨIII−1SSS(ω)III

)
ω

gRRRe
bHg

])
. (35)

The centralized input-output feedback linearization handles
the coupling without the need for strict assumption on operat-
ing point to decouple the system. The linearized model in the
compact form is given as:

ζ̇ =

⎡⎢⎢⎣
0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

⎤⎥⎥⎦ζ +

⎡⎢⎢⎣
0 0
1 0
0 0
0 1

⎤⎥⎥⎦ϑ (36)

y=

[
1 0 0 0
0 0 1 0

]
ζ (37)

where

ζ =

⎡⎢⎢⎣
η
η̇
λ

λ̇

⎤⎥⎥⎦ ∈ R
12, y=

[
η
λ

]
∈ R

6, ϑ =

[
ϑ1
ϑ2

]
∈ R

6.

The linearized plant is a double integrator representing
single degree of freedom for transitional and rotational motion.

1It is always assumed that −π/2 < θv < π/2.

To control the linearized system, the H∞ loop-shaping
design is invoked to synthesize a controller for the linearized
system. An algorithm proposed in [17] is invoked to simulta-
neously optimize the synthesis of loop-shaping weights and
a stabilizing controller. This algorithm captures the design
specification in a systematic manner while trying to maximize
the robust stability margin of the closed-loop system. We
fix the pre-compensator weight to a low-pass filter on all
channels and use the algorithm to optimize an identical post-
compensator weights for all channels. The optimized post-
compensator for each channel is w2 = 105(s+ 0.6)/(s+ 8)2.
The achieved robust stability margin is 0.51 which means a
tolerance of approximately 51% of coprime factor uncertainty.

V. SIMULATION RESULTS

To demonstrate numerical results, we simulate the Tri-rotor
UAV along with the designed controller in Simulink. Figure 5
depicts the block digram for the simulation where

[
ηr λr

]T

is the desired reference attitude and position respectively.
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Figure 5. Simulation block diagram for the control design of the Tri-rotor
UAV.

Figure 6 shows the singular values of the linearized plant,
the shaped plant and the synthesized controller.
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Figure 6. Singular value plots for the linearized system, the shaped system
and the controller.

Figure 7 depicts the performance of the UAV for a scenario
of horizontal hovering at height of 5 m where the vehicle
was at a non-zero initial position and attitude as shown. The
speed of the BLDC motors and the angles of the servo motors
to stabilize the vehicle and track the references are shown
in Figure 8. The controller shows good performance with
tracking in all channels. The controller succeeds to maintain
the stability of the vehicle and follow the reference trajectory
for all initial conditions of the vehicle. The settling time
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of the system is about 3 s which is acceptable taking into
considering the slow dynamics of the vehicle. The servos
and BLDC motors are not saturated and operate within their
physical limits of ±90◦ for the servos and 12000 rpm for the
BLDC motors, where these limits come from the technical
specifications of the real actuators used in the Tri-rotor UAV.
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Figure 7. Simulation plots of the UAV position and attitude using the
synthesized controller of H∞ loop shaping control associated with classical
feedback linearization.
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Figure 8. The performance of the actuators (servos and BLDC motors) to
track the specified reference input of (0,0,0) deg for attitude, and (0,0,5) m
for position coming from non-zero initial point.

VI. CONCLUSION

In this paper, a novel tri-rotor UAV is proposed. The
proposed UAV has six actuators with full authority of thrust
and torque vectoring. The mathematical model of the pro-
posed design is non-linear and it indicates coupling between
translational and rotational motion. The nonlinear model of
the UAV is linearized by a centralized input-output feedback
linearization. This procedure cancels the nonlinearity of all

channels simultaneously without further conditions for specific
operating point which is the case when we handle channels
individually. The linearized plant is a double integrator that
is controlled using H∞ loop-design procedure. The result is
verified via simulations. More complex feedback linearization
techniques (such as robust feedback linearization in [18]) can
be used in the same manner to avoid linearizing the system to
a double integrator.
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Abstract—This paper presents a singular perturbation control
strategy for regulating the longitudinal flight dynamics of an
Unmanned Air Vehicle (UAV). The proposed control strategy is
based on a four-time-scale (4TS) decomposition that includes the
altitude, velocity, pitch, and flight path angle dynamics, with
the control signals being the elevator deflection and the throttle
position. The nonlinear control strategy drives the system to
follow references in the aerodynamic velocity and the flight path
angle. In addition, the control strategy permits to select the
desired dynamics for all the singularly perturbed subsystems.
Numerical results are included for a realistic nonlinear UAV
model, including saturation of the control signals.

I. INTRODUCTION

Historically, classical linear control techniques have been
sufficient to obtain reasonable control responses of aerospace
systems, but the evolution of the aerospace industry, and the
consequent improvement of technologies, have increased the
performance requirements of all systems in general, which
has called for better control designs that can deal with more
complex systems. Specifically, in the area of aerospace sys-
tems, a wide range of different nonlinear control techniques
have been studied to deal with the nonlinear dynamics of
such systems. From singular perturbation [1], [2], feedback
linearization [3], dynamic inversion [4], sliding mode control
[5], or backstepping control methods [6], [7], to name a few.
Neural Networks (NN) are also included within the realm of
nonlinear control techniques, and seem to provide improved
robustness properties under system uncertainties. Some of
works include Adaptive Critic Neural Network (ACNN) based
controls, originally presented by Balakrishnan and Biega [8],
and later extended to many other aerospace systems [9].

One of the most challenging tasks in control is the modeling
of systems in which the presence of parasitic parameters, such
as small time constants, is often the source of a increased order
and stiffness [10]. The stiffness, attributed to the simultaneous
occurrence of slow and fast phenomena, gives rise to time-
scales, and the suppression of the small parasitic variables
results in degenerated, reduced-order systems called singularly
perturbed systems (SPS), that can be stabilized separately, thus
simplifying the burden of control design of high-order systems.

The application of singular perturbation and time-scale
techniques in the aerospace industry can be traced back to
the 1960s when it was first applied to solve complex flight

optimization problems [11]. Since then, singular perturbation
and time-scale techniques have been extensively used in the
aerospace industry as described in the extense literature review
conducted by Naidu and Calise [10]. In recent years these
techniques have been also extended to UAVs [2], [12].

The objective of this paper is to develop a singular per-
turbation control strategy for the longitudinal dynamics of
an aircraft, that be able to follow references in aerodynamic
velocity and flight path angle, using as control actuators
the elevator deflection and the throttle position. In addition,
the proposed singular perturbation control strategy permits
to select the desired closed-loop dynamics of each of the
resulting reduced-order and boundary-layer subsystems using
a time-scale analysis similar to those presented in [2], [13].
Simulations are included for a realistic UAV model including
nonlinear dynamics and actuator saturation on both the eleva-
tor deflection and throttle setting. The model used corresponds
to the Cefiro aircraft [14], an UAV recently designed and
constructed by the authors at the University of Seville.

This paper is structured as follows: Section II presents the
flight dynamics used throughout this work; Section III presents
the time scales selection; Section IV describes the proposed
4-time-scale analysis; the singular perturbed control strategies
are presented in Section V; numerical results for the UAV
model considered in this paper are given in Section VI; and
finally, some conclusions are drawn in Section VII.

II. MODEL DEFINITION

The problem discussed in this article considers a constant-
mass UAV with an electrical propulsion plant, for which the
point-mass longitudinal flight dynamics equations are

ḣ = V sin γ, (1)

V̇ =
1

m
(T −D −mg sin γ) , (2)

θ̇ = q, (3)

γ̇ =
1

mV
(L−mg cos γ) . (4)

q̇ =
M

Iy
, (5)

where h is the altitude; V the aerodynamic speed; γ the flight
path angle; θ the pitch angle; q the pitch rate; T , D, and L
the thrust, drag, and lift forces, respectively; M the total pitch
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moment; m and Iy the mass and the moment of inertia of the
UAV. The thrust-force model used is given by

T = δT (T0 + T1V + T2V
2), (6)

where δT is the throttle setting, 0 ≤ δT ≤ 1 and T0, T1, T2 are
known coefficients obtained through wind tunnel experiments.
The lift, drag and pitch moment are given by the following
expressions

L = q
∞
SCL, D = q

∞
SCD , M = q

∞
ScCM , (7)

where q∞ = 1/2ρV 2 is the dynamic pressure; S is the
reference wing area, c is the wing mean aerodynamic chord,
and CL, CD and CM are the lift, drag and pitch moment
coefficients, which are given by the following standard models
[15], [16] that have been widely used in the literature [11],
[17], [18]

CL = CL0 + CLα
α+ CLδ

δ, (8)

CD = CD0 + kC
2
L, (9)

CM = CM0 +CMα
α+CMδ

δ + CMq
q, (10)

where α is the angle of attack, given by α = θ − γ, δ is
the elevator deflection, −40◦ ≤ δ ≤ 40◦, and CL0 , CLα

,
CLδ

, CD0 , k, CM0 , CMα
, CMδ

, and CMq
are known aerody-

namic coefficients. In this paper the simplifying assumption of
constant air density is considered, and, therefore, the altitude
equation becomes decoupled from the rest, and can be solved
a posteriori. Equations (1–5) are expanded using Eqns. (8–10),
resulting in

ḣ = V sin γ, (11)

V̇ = δT (a1 + a2V
2 + a3V ) + V

2 [a4 + a5 + a6 (θ − γ)

+ a7 (θ − γ)2 + a8δ + a9δ
2 + a10 (θ − γ) δ

]
+ a11 sin γ, (12)

θ̇ = q, (13)

γ̇ = V [a12 + a13 (θ − γ) + a14δ] +
a11

V
cos γ, (14)

q̇ = V
2 [a15 + a16 (θ − γ) + a17δ + a18q] , (15)

where a1 = T0/m, a2 = T2/m, a3 = T1/m, a4 =
−c2CD0 , a5 = −c1C

2

L0
, a6 = −2c1CL0CLα

, a7 = −c1C
2

Lα
,

a8 = −2c1CL0CLδ
, a9 = −c1C

2

Lδ
, a10 = −2c1CLα

CLδ
,

a11 = −g, a12 = c2CL0 , a13 = c2CLα
, a14 = c2CLδ

,
a15 = c3CM0 , a16 = c3CMα

, a17 = c3CMδ
, a18 = c3CMq

with c1 = ρSk/(2m), c2 = ρS/(2m), and c3 = ρSc/(2Iy).
The underactuated structure of the system requires that two

variables need to be used as references. In this work, the
nonlinear control strategy will seek to drive the system to
follow references in the aerodynamic velocity and the flight
path angle, that is V = Vref and γ = γref .

III. TIME SCALES SELECTION

The appropriate selection of time scales is an important
aspect of the singular perturbation and time-scales theory
[10], [19]–[21], and can be categorized into three approaches:
1) direct identification of small parameters (such as small
time constants); 2) transformation of state equations; and 3)
linearization of the state equations. Ardema [19] proposes a
rational method of identifying time scales separations that does
not rely on an ad hoc selection of time scales based largely on
physical insight and past experiences with similar problems.

The proposed method only requires a knowledge of the state
equations. Considering a dynamical systems of the form

ẋ = f(x, u), u ∈ U, (16)

subject to suitable boundary conditions, where x is an n-
dimensional state vector, u an r-dimensional control vector,
and U the set of admissible controls. It is assumed that bounds
have been established on the components of the state vector,
either by physical limitations or by a desire to restrict the
state to a certain region of state space, xi,m ≤ xi ≤ xi,M ,
with xi,m and xi,M representing the minimum and maximum
values of the state variables. As noted in [19], most ad hoc
assessments of time-scale separation are based on the concept
of state variable speed [11], [22]. The speed of a state variable
xi is defined as the inverse of the time it takes that variable
to change across a specified range of values, which can be
expressed as

Si =
ẋi

Δxi

=
fi(x, u)

Δxi

. (17)

where Δxi = xi,M − xi,m. Two methods are proposed [19]
to determine if two variables are candidates for time-scale
separation, which is ultimately defined if the two variables
have widely separated speeds. In this work, the method that
considers a reference value of the state in the region of interest,
x̄, is adopted, hence

Si =
1

Δxi

max
u∈U

fi(x̄, u). (18)

Since the maneuvers being considered for the UAV are those
of climb performance, the reference states can be selected
as those associated to the condition of maximum rate of
climb Vvmax

, condition that has been investigated in [14]. The
bounds for the UAV model considered in this article [14] are
therefore: 0 ≤ h ≤ 1000, where the maximum altitude is
defined by desired operation limits; Vm ≤ V ≤ Vmax, with
Vm = 1.2 ∗ Vstall, and Vmax obtained in the performance
analysis [14]; −γdmax

≤ γ ≤ γVm
, where γdmax

represents
the maximum descent glide angle, and γVm

represents the
maximum flight path angle at Vm; αtrimVm

≤ α ≤ αtrimVmax
,

where αtrimVm
and αtrimVmax

corresponds to the trim angle
for Vm, and Vmax, respectively; θm ≤ θ ≤ θM with
θm = γm + αm and θM = γM + αM ; and finally, the bounds
for the pitch rate qm ≤ q ≤ qM are selected by desired
operation limits.

From [14], the UAV being studied in this article has the
following geometric properties, S = 1.088 m2, c = 0.393
m, m = 23.186 kg, Iy = 7.447 kgm2, CD0 = 0.0286,
k = 0.0426. From the stability analysis conducted in [14], the
derivatives are: CL0 = 0.408, CM0 = 0.0617, CLα

= 3.823
per rad, CMα

= −0.455 per rad, CLδ
= 0.284 per rad, CMδ

=
−0.914 per rad, CMq

= −13.590 s/rad, T0 = 127.53N , T1 =
−2.9052× 10−1Ns/m and T2 = −5.9616× 10−2Ns2/m2.

From the performance study in [14], it can be obtained that
the maximum vertical climb speed is Vvmax

= 27.00 m/s,
the reference horizontal speed is V̄ = 22.90 m/s, the stall
velocity is given by Vstall = 14.38 m/s, for CLmax

= 1.65,
the maximum velocity Vmax = 38.47 m/s, the flight path
angle for V̄ is given γV̄ = 19.06◦, the gliding angle for
minimum flight path angle is given by γVd

= −7.63◦, the trim
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angles for V̄ are given by αtrimV̄
= 3.47◦ and δtrimV̄

= 2.14◦

respectively. The final bounds and speeds of the state variables
are resumed in Table I. It can be seen four clearly differentiated
time-scales, since the speeds for altitude and velocity dynamics
are not that separated, therefore, it will be assumed that they
move in the same stretched time scale, and will be denoted
by the augmented state vector χ = [h V ].

TABLE I
BOUNDS AND speeds OF THE STATE VARIABLES.

Variable xi,m xi,M Δxi x̄i Si

h [m] 0 1000 1000 200 0.0074
V [m/s] 17.25 38.47 21.21 22.90 0.011
θ [deg] −7.58 32.84 40.42 22.53 0.41
γ [deg] −4.53 23.31 27.83 19.06 2.21
α [deg] −3.06 9.53 12.59 3.47 N/A
q [deg/s] −264.44 264.44 528.88 0 82.43

With this in mind, Eqns. (11–15) are rewritten as a four-
time-scale (4TS) singular perturbed model of the form

χ̇ = fχ(χ, θ, γ, δ, δT ), χ ∈ Bχ, (19)

ε1θ̇ = fθ(q), θ ∈ Bθ, (20)

ε1ε2γ̇ = fγ(χ, θ, γ, δ), γ ∈ Bγ , (21)

ε1ε2ε3q̇ = fq(χ, θ, γ, q, δ), q ∈ Bq, (22)

with Bχ, Bθ, Bγ , Bq denoting closed sets of the variables χ,
θ, γ and q, respectively, being χ the slowest variable, θ the
intermediate variable, γ the fast variable, and q the ultra-fast
variable, and holding that 0 < ε1ε2ε3 � ε1ε2 � ε1 � 1.
In order to express the original set of differential Eqns. (11–
15) in the standard 4TS singular perturbation formulation,
a series of algebraic modifications using the speeds of the
different variables are conducted. Let consider the different
speeds as if they were the inverse of the inertias multiplying
the time derivatives such Ih = 1/Sh = 133.722, IV =
1/SV = 89.221, Iθ = 1/Sθ = 2.411, Iγ = 1/Sγ = 0.451,
Iq = 1/Sq = 0.012, where it can be easily identified that
IV >> Iθ >> Iγ >> Iq , therefore, in order to express
the equations of the 4TS in the correct multi-time singular
perturbation formulation, all the perturbation parameters are
normalized with respect to the slowest coefficient, that is Ih,
yielding the parasitic constants selected for this problem given
by ε1 = Iθ/Ih = 1.803×10−2, ε1ε2 = Iγ/Ih = 3.375×10−3,
and ε1ε2ε3 = Iq/Ih = 9.0722× 10−5, resulting in

ḣ = V sin γ, (23)

V̇ = δT
(
a1 + a2V

2 + a3V
)
+ V

2 [a4 + a5 + a6 (θ − γ)

+ a7 (θ − γ)2 + a8δ + a9δ
2

+ a10 (θ − γ) δ] + a11 sin γ, (24)

ε1θ̇ = ε1q, (25)

ε1ε2γ̇ = V [ā12 + ā13 (θ − γ) + ā14δ] +
ā11

V
cos γ, (26)

ε1ε2ε3q̇ = V
2 [ā15 + ā16 (θ − γ) + ā17δ + ā18q] , (27)

with ā11 = ε1ε2a11, ā12 = ε1ε2a12, ā13 = ε1ε2a13,
ā14 = ε1ε2a14, ā15 = ε1ε2ε3a15, ā16 = ε1ε2ε3a16, ā17 =
ε1ε2ε3a17, and ā18 = ε1ε2ε3a18. In addition, the following
approximations are considered in this article (which have been
widely used in the literature for aircraft trajectory optimization

using singular perturbation techniques [11])

sin γ ∼= γ − γ3

6
, cos γ ∼= 1− γ2

2
, (28)

The following section describes the four-time-scale analysis
that will permit to derive the singular perturbation control
strategy.

IV. 4-TIME-SCALE ANALYSIS

This section presents a sequential time-scale methodology
that provides an approach in which, for a specific class of
singularly perturbed nonlinear systems, a step-by-step proce-
dure can be employed to design the proper control laws that
guarantee a desired degree of stability of each of the time-
scale subsystems. The approach is based on the sequential
time-scale analysis similar to the one presented in [2], [13],
which is an extension of the two-time-scale analysis presented
in [1]. The approach consists in decomposing the original
singularly perturbed system, Eqns. (23–27), denoted as ΣSIFU

for simplicity, into a sequential set of two-time-scale (2TS)
SPS. Each one of the letters in ΣSIFU denotes a time scale,
Slow, Intermediate, Fast, and Ultrafast, and will be used as a
reference to describe each time-scale subsystem or combina-
tion. The time-scale decomposition is achieved by applying,
in a sequential manner, the associated stretched time scales
for each of the subsystems, resulting in reduced order models.
The time-scale decomposition is started by applying first the
stretched time scale given by τ3 = t/(ε1ε2ε3), resulting in a
2TS SPS formed by the reduced order ΣSIF -subsystem

ḣ = V

(
γ − γ3

6

)
, (29)

V̇ = δT
(
a1 + a2V

2 + a3V
)
+ V

2 [a4 + a5 + a6 (θ − γ)

+ a7 (θ − γ)2 + a8δ + a9δ
2

+ a10 (θ − γ) δ] + a11

(
γ − γ3

6

)
, (30)

ε1θ̇ = ε1Hq(θ, γ, δ), (31)

ε1ε2γ̇ = V [ā12 + ā13 (θ − γ) + ā14δ] +
ā11

V

(
1− γ2

2

)
, (32)

and the boundary layer (fast), denoted as ΣU -subsystem for
simplicity, given by

dq

dτ3
= V

2 [ā15 + ā16 (θ − γ) + ā17δ + ā18q] , (33)

where Hq(θ, γ, δ) represents the quasi-steady-state equilibrium
(QSSE) of the boundary layer ΣU -subsystem when setting
ε3 = 0, that is 0 = fq(χ, θ, γ, q, δ) → q̄ = Hq(θ, γ, δ),
resulting in

q̄ = Hq(θ, γ, δ) = − ā15 + ā16(θ − γ) + ā17δ

ā18
. (34)

Recall that in the space of configuration of the boundary
layer ΣU -subsystem, the variables, χ, θ, and γ, are treated
like fixed parameters. The time scale analysis continues rec-
ognizing that the reduced order ΣSIF -subsystem, Eqns. (29–
32), can be decomposed again into a 2TS SPS by applying
the stretched time scale τ2 = t/(ε1ε2), resulting in a new
reduced order (slow) subsystem, denoted as ΣSI -subsystem
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for simplicity, defined as

ḣ = V

(
Hγ − H3

γ

6

)
, (35)

V̇ = δT
(
a1 + a2V

2 + a3V
)
+ V

2 [a4 + a5 + a6 (θ −Hγ)

+ a7 (θ −Hγ)
2 + a8δ + a9δ

2

+ a10 (θ −Hγ) δ] + a11

(
Hγ − H3

γ

6

)
, (36)

ε1θ̇ = −ε1 (ā15 + ā16(θ −Hγ) + ā17δ)

ā18
, (37)

and with a new boundary layer (fast) subsystem, denoted as
ΣF -subsystem for simplicity, given by

dγ

dτ2
= V [ā12 + ā13 (θ − γ) + ā14δ] +

ā11

V

(
1− γ2

2

)
, (38)

where Hγ(χ, θ, δ) represents the QSSE of the boundary
layer ΣF -subsystem when setting ε2 = 0, that is 0 =
fγ(χ, θ, γ, δ) → γ̄ = Hγ(χ, θ, δ), resulting in

γ̄ = Hγ(χ, θ, δ) = A1 ± A2

√
A3 +A4θ + A5δ, (39)

with A1 = −a13V
2/a11, A2 = 1/a11, A3 = a2

13
V 4 +

2a11a12V
2 + 2a211, A4 = 2a11a13V

2 and A5 = 2a11a14V
2,

where it can be shown that the positive solution is the valid
one, and where χ, and θ are treated like fixed parameters.
Finally, it can be recognized that the ΣSI -subsystem can
be decomposed one more time into another 2TS SPS by
considering the last stretched time scale τ1 = t/ε1, resulting
in a new reduced order (slow) subsystem, denoted as ΣS-
subsystem for simplicity, and given by

ḣ = V

(
H̄γ − H̄3

γ

6

)
, (40)

V̇ = δT
(
a1 + a2V

2 + a3V
)
+ V

2
[
a4 + a5 + a6

(
Hθ − H̄γ

)
+ a7

(
Hθ − H̄γ

)2
+ a8δ + a9δ

2

+ a10

(
Hθ − H̄γ

)
δ
]
+ a11

(
H̄γ − H̄3

γ

6

)
, (41)

with the boundary layer ΣI -subsystem given by

dθ

dτ1
= −ε1 (ā15 + ā16(θ −Hγ) + ā17δ)

ā18
, (42)

where Hθ(χ, δ) represents the QSSE of the boundary layer
ΣI -subsystem when setting ε1 = 0, that is 0 = fθ(χ, θ, δ) →
θ̄ = Hθ(χ, δ), resulting in

Hθ(χ, δ) = A6 ± A7

√
A8 + A9δ + A10δ, (43)

with A6 = A2

2
A4/2− ā15/ā16 +A1, A7 = A2/(2ā16), A8 =

ā2
16
A2

2
A2

4
−4ā15ā16A4+4ā2

16
A3+4ā2

16
A1A4, A9 = 4ā2

16
A5−

4ā16ā17A4, and A10 = ā17/ā16. Recall also that H̄γ(χ,Hθ, δ)
results from substituting the QSSE Hθ into Eq.(39), and given
by

H̄γ(χ,Hθ, δ) = A1 ± A2

√
A3 + A4Hθ +A5δ, (44)

where χ is treated as a fixed parameter. The control strategy
that will be presented in the following section uses this time-
scale separation strategy to obtain a sequential control strategy
that permits to stabilize each of the different subsystems (ΣS ,
ΣI , ΣF and ΣU ).

V. SEQUENTIAL SINGULAR PERTURBATION CONTROL

STRATEGY

The control strategy goal consists in designing feedback
control laws permits to follow known references in velocity
(Vref ) and flight path angle (γref ). Following γref is attained
by ensuring desired pitch rate, flight path angle and pitch
angle dynamics with the use of the elevator deflection (δ),
while following Vref is achieved with the throttle position
(δT ). The use of sequential time-scale decomposition permits
to design control strategies for δ based on the sum of three
components, δ = δθ + δγ + δq, where each component is
specifically designed to stabilize each one of the associated
boundary layer subsystems, that is, δq = Γq(χ, θ, γ, q) for the
ultrafast subsystem, Eq. (33), δγ = Γγ(χ, θ, γ) for the fast
subsystem, Eq. (38), and δθ = Γθ(χ, θ) for the intermediate
subsystem, Eq. (42).

In order to guarantee the validity of the sequential control
strategy, a series of requirements on the control strategies need
to be satisfied. The ultra-fast feedback control δq is designed to
satisfy two crucial requirements, as seen in [1]: when the ultra-
fast feedback function, δq, is applied to the boundary layer Eq.
(33), the closed-loop system should remain a standard SPS,
which translates to that the equilibrium of the boundary layer

0 = fq(χ, θ, γ, q,Γθ + Γγ + Γq), (45)

should have a unique root given by q̄ = Hq(θ, γ,Γθ +Γγ) in
Bχ×Bθ ×Bγ ×Bq. This requirement assures that the choice
of Γq will not destroy this property of function fq in the open-
loop system. The second requirement on Γq(χ, θ, γ, q) is that
it be inactive for q̄ = Hq(θ, γ,Γθ + Γγ), that is

Γq [χ, θ, γ,Hq(χ, θ, γ,Γθ + Γγ)] = 0. (46)

Similarly, two requirements need to be satisfied by the
(fast) control feedback δγ such that when applied to the
boundary layer Eq. (38), the closed-loop system should remain
a standard singularly perturbed system, which translates to that
the equilibrium of the boundary layer

0 = fγ(χ, θ, γ,Γθ + Γγ), (47)

should have a unique root given by γ̄ = Hγ(χ, θ,Γθ) in
Bχ×Bθ×Bγ . This requirement assures that the choice of Γγ

will not destroy this property of function fγ in the open-loop
system. The second requirement in δγ , is that it be inactive
for γ̄ = Hγ(χ, θ,Γθ), that is

Γγ [χ, θ,Hγ(χ, θ,Γθ)] = 0. (48)

With this in mind, the control strategy starts by applying
the stretched time-scale τ3 resulting in the reduced order
ΣSIF -subsystem, Eqns. (29–32) with the boundary layer ΣU -
subsystem given by Eq. (33), and with the quasi-steady-state
equilibrium given by Eq. (34). The reduced order order ΣSIF -
subsystem can be decomposed again by applying the stretched
time-scale τ2 resulting in the reduced order ΣSI -subsystem,
Eqns. (35–37), and the boundary layer ΣF -subsystem given
by Eq. (38), with the equilibrium Hγ(χ, θ, δθ) given by Eq.
(39). The ΣSI -subsystem, Eqns. (35–37), can be decomposed
again by applying the last stretched time-scale τ1, resulting in
the new reduced order ΣS-subsystem, Eqns. (40–41), with the
boundary layer ΣI -subsystem given by Eq. (42).
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Recall that according to Eqns. (46) and (48), Γq and Γγ

become innactive when appearing in their respective equilibria
in the ΣI -subsystem, thus becoming δ = δθ. The control signal
δθ is therefore selected as a feedback linearization signal for
a target system of the form

dθ

dτ1
= −b̃θ (θ − θref ) , (49)

where b̃θ = ε1bθ , with bθ being the desired transient response
for the ΣI -subsystem, and θref defined in terms of Vref and
γref by the equilibrium analysis of the problem given by Eqns.
(11–15). The control signal is therefore selected as

δθ = B1 ±B2

√
B3 +B4θ +B5 (θ − θref ) +B6θ

+ B7 (θ − θref ) , (50)

with B1 = ā2
16
A2

2
A5/(2ā

2

17
) − ā15/ā17 + ā16A1/ā17,

B2 = −ā16A2/(2ā
2

17
), B3 = (ā16A2A5)

2
− 4ā15a17A5 +

4ā16ā17A1A5 + 4ā217A3, B4 = 4ā217A4 − 4ā16ā17A5, B5 =
4ā17ā18A5b̃θ , B6 = −ā16/ā17, and B7 = ā18b̃θ/ā17, and
where it can be shown that that positive solution of Eq.
(50) is the right one. With the boundary layer ΣI -subsystem
stabilized and δθ defined, the reduced order ΣS-subsystem
can be stabilized by selecting a feedback linearization control
signal δT such that the velocity dynamics has a desired target
dynamics of the form

V̇ = −bV (V − Vref ) , (51)

with bV being the desired transient response for the ΣS-
subsystem, thus selecting

δT = − 1

a1 + a2V 2 + a3V

[
(a4 + a5)V

2 + V
2 [(a6

+ a7

(
Hθ − H̄γ

)
+ a10δθ

) (
Hθ − H̄γ

)
+ (a8 + a9δθ) δθ

]

+ a11

(
H̄γ − H̄3

γ

6

)
+ bV (V − Vref )

]
. (52)

The ΣF -subsystem, Eq. (38) is stabilized by selecting the
control signal δγ , recalling that needs to satisfy Eqns. (47–48).
This is achieved by substituting first δθ into the ΣF -subsystem,
and rewriting the result in terms of its equilibrium Hγ , Eq.
(39), by identifying that the original system is a function of
the two possible solutions, that is

dγ

dτ2
= − ā11

2V
[γ −Hγ(χ, θ, δθ)]

[
γ − H̃γ(χ, θ, δθ)

]
+ V ā14δγ , (53)

Note also that according to Eq. (46), Γq becomes innactive
when appearing in its equilibrium in the ΣF -subsystem, thus,
δ = δθ + δγ , with δθ being given by the control signal that
stabilizes the ΣI -subsystem, Eq. (50). Note that Hγ(χ, θ, δθ)
represents the positive solution of Eq. (39), while H̃γ(χ, θ, δθ)
represents the disregarded negative solution, but both being
necessary to complete the solution. The control signal δγ it
is selected as a feedback linearization control signal for a
selected target system of the form

dγ

dτ2
= −b̃γ [γ −Hγ(χ, θ, δθ)] , (54)

where b̃γ = ε1ε2bγ , with bγ being the desired transient
response for the ΣF -subsystem. The choice of this target
dynamics will satisfy that the choice of Γγ will not destroy
the property that the closed-loop system should have a unique

equilibrium γ̄ = Hγ(χ, θ,Γγ), and that Γγ it be inactive for
γ̄ = Hγ(χ, θ), resulting in

δγ =
(γ −Hγ)

[
−b̃γ + ā11

2V

(
γ − H̃γ

)]
ā14V

. (55)

With control signal δγ selected, the control signal δq that
stabilizes the ΣU -subsystem can be selected by ensuring
requirements (45-46). Recall that for the ΣU -subsystem, δ =
δθ + δγ + δq, therefore, by substituting δθ and δγ , Eqns. (50)
and (55), respectively, into the ΣU -subsystem, and rewriting
it using the definition of the Hq QSSE, Eq. (34), results in

dq

dτ3
= V

2 [ā18 [q −Hq(χ, θ, γ, δθ + δγ)] + ā17δq ] . (56)

Similarly, in order to satisfy Eqns. (45-46) on the control
signal δq, lets choose a feedback linearization control signal
for a selected target system of the form

dq

dτ3
= −b̃q [q −Hq(χ, θ, γ, δθ + δγ)] , (57)

where b̃q = ε1ε2ε3bq , with bq being the desired transient
response for the ΣU -subsystem, resulting in

δq = −

(
b̃q + ā18V

2
)
[q −Hq(χ, θ, γ, δθ + δγ)]

V 2ā17
. (58)

This finalizes the control strategy with the control signals
given by δ = δθ + δγ + δq , Eqns. (50), (55), and (58),
respectively, and δT , Eq. (52). Following section provides
some simulation results.

VI. NUMERICAL RESULTS

This section presents some results corresponding to the
simulations conducted to analyze the proposed control law.
The numerical simulation uses a fourth-order Runge-Kutta
fixed step integration method, with a time step of 0.001
seconds, written in the MATLAB interface. The analysis
includes variation in the references Vref and γref . Actuator
saturations are also included, namely −40◦ ≤ δ ≤ 40◦, and
0 ≤ δT ≤ 1.

Different cases will be considered: varying Vref , while
maintaining γref = 0; varying γref , while maintaining Vref =
const; and varying both γref and Vref . Results for this last
case are presented in Fig. 1 and 2, where constant acceleration
and deceleration references are also generated, with 30 seconds
per maneuver. Figure 1 shows the states: the altitude and
aerodynamic airspeed, on the top row, pitch and flight path
angle on the middle row, angle of attack and pitch rate on the
bottom row; and Fig. 2 shows the control: elevator deflection
and throttle position. The different variable reference set points
are presented with a thinner red line. Note that it is also
included a reference in altitude given by href = Vref sin γref ,
despite that the control strategy is focused on following both
by separate, but serves to indicate that future control strategies
will be derived so follow altitude profiles. Despite the complex
reference profiles, the control strategy is able to follow them in
both aerodynamic velocity and flight path angle. Also note that
saturations are avoided by selecting the appropriate desired
dynamic coefficients, bV = bθ = bγ = bq = 0.35.
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VII. CONCLUSIONS

The presented control strategy permits to drive the UAV
to follow variable references in both aerodynamic velocity
and flight path angle by using a sequential strategy that
permits to easily obtain appropriate feedback control laws that
stabilize each of the subsystems. The control strategy provides
a closed-form solution. The simulations were conducted using
a realistic model of the Cefiro aircraft developed by the Dept.
of Aerospace Engineering at the University of Seville [14],
which will the platform where the future flight tests and
validation of the control strategies will be conducted.
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Fig. 1. State history for simulations with variable V and γ.
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Fig. 2. Control history for simulations with variable V and γ.
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Abstract— The key feature of Networked Control Systems (NCSs) 
is that the information is exchanged through a network among 
control system components. Transmitting control signals through 
shared networks induces time delays and data losses which may 
destabilize the system. This time delay may be constant periodic 
or random. The random time delay can be modeled using 
Markov Chains and the NCS can be modeled as Markovian jump 
system. The stochastic stability of the system has the form of 
Bilinear Matrix Inequality (BMI). The V-K iteration algorithm is 
used to solve the BMI and hence to design the stabilizing 
controller. A modified V-K iteration algorithm is presented in 
this paper where the decay rate is maximized in both the V- and 
K-loops. The V-K algorithm method is applied to the cart and 
inverted pendulum problem which shows that the decay rate is 
improved with the modified algorithm.  

Keywords-component; networked control system, time delay, 
Markov , random time delay, jump, stability 

I.  INTRODUCTION 
The advances in communication and network technology, 

and the availability of high speed computers have resulted in 
an increasing interest in NCSs. This type of control systems 
can be defined as a control system where the control loop is 
closed through a real-time communication network [1]. In 
NCSs the reference input, plant output and control input are 
exchanged through a real-time communication network as 
shown in Figure 1. The main advantages of NCSs are 
modularity, simplified wiring, low cost, reduced weight, 
decentralization of control, integrated diagnosis, simple 
installation, quick and easy for maintenance [2], flexible 
expandability with low cost. NCSs are able to easily fuse 
global information to make intelligent decisions over large 
physical spaces. 

As the control loop is closed through a communication 
network the time delay and data dropout are unavoidable. This 
may degrade the performance of NCSs or even destabilize the 
system. In general, the control systems with time delays can 
be classified into time delay independent where the stability is 
not affected by the time delay and time delay dependent where 
the time delay affects the stability [3]. Time delay, no doubt, 
increases the complexity in the analysis and the design of 
NCSs. There are many methods in the literature for studying 

the stability of NCS, see for example [4]-[5]. Among these 
methods is the Markovian jump system approach which is 
mostly used to study the stability and stabilization of system 
with abrupt changes due to the variations in the system 
structure or partly system failure. In this way the system will 
have a number of models or modes and jumps from one mode 
to another in a random fashion and in many cases the jump 
parameter can be modeled using Markov Chains. In NCS the 
time delay can be random and because there is a correlation 
between the previous, current and next time delay, the time 
delay can be modeled as a Markov Chain. 

 

 

 

 

Figure 1. A Typical networked control system 

The application of the discrete-time jump system in NCSs 
has been addressed in many papers, see for example [6-9]. In 
[6-8] the discrete-time model is augmented and the generated 
output feedback problem is formulated as BMI which is 
solved using the V-K iteration algorithm. In this paper we 
adopt the algorithm in [8] with some modification to the V-K 
iteration loop. The method in [8] is limited to time delays 
which are less than the sampling period and in [6][7] the 
method is extended to time delays larger than the sampling 
period. From control engineering point of view when the time 
delay larger than the sampling time the system performance is 
not acceptable. In [10] the authors use the discrete model for 
the plant and both the time delay between the sensor to 
controller and from the controller to the actuator are 
considered. The discrete mode dependent Lyapunov function 
has been used to derive a stabilizing switching controller. In [9] 
the authors concentrate on the problem of the random data 
drop outs and the sufficient conditions for the mean square 
stability are derived. The stability analysis and controller 
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design with two random time delays are studied in [10-13]. In 
[12][13] the NCS is modeled where both the time delays are 
considered. The controller depends on the current sensor to 
controller time delay and the previous controller to actuator 
time delay and hence the controller depends on the three 
random variables, k= , kd , 

1	� kkd = , which are interdependent. 
The resulting system cannot be regarded as the standard 
Discrete-Time Markovian Jump Linear System (DTMJLS). 
The derived theorem is in a set of LMI with nonlinear LMI 
constraint which are non-convex and can be solved by 
iterative algorithm such as the Cone Complementary 
Linearization (CCL). The optimal stochastic control is studied 
in [14] where the optimal stochastic controller is derived when 
the time delay is random. The use of the model predictive 
control in NCS has been studied in [15-17] where both the 
sensor to controller and controller to actuator time delays are 
considered. 

The paper starts from the model of the NCS as DTMJLS is 
presented where the time delay is modeled as Markov Chain. 
Then the stability of the system is formulated as BMIs. The V-
K algorithm is explained to solve the BMIs and it is tested on 
the cart and inverted pendulum problem.  

II. MATHEMATICAL MODELLING OF NCS WITH TIME 
DELAY 

A. NCS Systems with State Feedback Controller 
The model of a single loop networked control system is 

shown in Figure 2. The measured plant signals are transmitted 
through the network and they will suffer random time delays 
and some of them may be lost. The random time delay makes 
the system to have the nature of a stochastic hybrid system. 
The discrete time-invariant plant model is given by: 

)()()1( kkk dd uBxAx 	�	    (1) 

where nk ?%)(x  the system state vector, mk ?%)(u   the 
system control input, and the matrices Ad and Bd  are given by: 

h
d e AA �  @ ��

h
sh

d dse
0

)( BB A    (2) 

 

Figure 2. The networked control system. 

In the model shown in Figure 2 the time delays are lumped 
together between the sensor and the controller. In many of the 
published work in the literature the time delay between the 

controller and the actuator is neglected. For the following 
analysis the following assumptions are required and are made: 

Assumption 1: 
A The sensors are clock driven. The actuator and the 

controller are event driven; which means that the 
sensors sample the plant states periodically and the 
actuators and the controllers use the data as soon as 
they arrive. 

A The data are sent as a single packet. 
A The data are received in chronological order which 

means that old data are disregarded. 

The mode-dependent switching state feedback control law is 
given by: 

))(())(()( krkkrk ss �� xKu    (3)  

where hkrk s �� )()(= , h is the sampling period and )(krs  is  a 
bounded random integer sequence governed by Markov Chains 
with 3,++ ss dkr )(0 , and ds is the finite delay bound. By 
augmenting the state variable: 

 !TT
s

TT dkkkk )()1()()( ��� xxxx �   

where ndsRk )1()( 	%x , applying the controller (3) into (1) the 
closed-loop system becomes: 

)()))(())((()1( kkrkrk ss xCKBAx 	�	   (4) 

where; 
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 !00I00C ���))(( krs  

))(( krsC  incorporates the time delay into the model and has all 
elements being zero except for the rs(k)th block being an 
identity matrix. The closed-loop system (4) can be rewritten as; 

)())(()1( kkrk scl xAx �	    (5) 

B. NCS with Dynamic Output Feedback Controller 
Stabilizing the plant (1) with a dynamic controller as shown in 
Figure 3, the dynamic controller model is given by: 

)()()1( kkk GyFzz 	�	  
)()()( kkk JyHzv 	�     (6) 
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!s = h . ds 

)()( kkrs
xC  

)(kx  

)(ku  

Real-Time Network 
Model 

)(tx  

317



 

 

In the case of the dynamic controller, both the time delay from 
the sensors to the controller and from the controller to the 
actuators are considered. Augmenting the controller states as; 

 !TT
ca

TT dkkkk )()()()( �� vvzz �  

The controller model with the augmenting states is then given 
by: 

)()()1( kkk yGzFz 	�	  
)())(()())(()( kkrkkrk caca yKzHu 	�   (7) 

where; 
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Figure 3. Networked control system with both time delays from sensor to 
controller and from controller to actuator are taking into account 

When the time stamping is used, F , G , H  and J  are replaced 
by )( sc=F , )( sc=G , )( sc=H , and )( sc=J . The augmented plant 
model with output feedback can be described by: 

)(~)(~~)1(~ kkk uBxAx 	�	       

)(~))((~)( kkrk sc xCCy �     (8) 

Augmenting both the plant states and controller states as: 
 !TTT kkk )(~)(~)( zxx � . The closed loop system with the 

plant (8) and the controller (7) becomes; 

)()))(())((()1( kkrkrk scca xCKBAx 	�	   (9) 

where; 
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Equation (9) can be written as; 

)())(()())(),(()1( kkrkkrkrk sclcasccl xAxAx ��	          (10)  

The two time delays are random and bounded, !scm � !sc � 0 and 
!cam � !ca � 0. These can be modelled as two homogeneous 
Markov Chains and they jump from mode to mode according 
to their transition probabilities Psc and Pca respectively. The 
random variable !sc  and !ca  can be converted to single random 
variable, r(k) where the transition probability, P, is given by 
Kronecker product of the Psc and Pca  as; 

casc PPP ��      (11)  

For simplicity (10) can be written as: 

)())(()1( kkrk xAx �	     (12) 

Equations (5) and (10) are standard DTMJLS. Equation (5) is a 
jump system with one mode which is the sensor to the 
controller time delay while the system in (10) has  two modes 
which are the sensor to the controller and the controller to the 
actuator time delays. The system matrix will be 
Acl(r(k))�{Acl(0),…,Acl(d)} according to the jump parameter 
r(k)�" = {0,…,d}. In order to stabilize the system with mode-
independent or mode-dependent controller the mean square 
stability must be established. 

C. The model of the random time delay as Markov Chain 
The random time delay is modelled as a finite state Markov 
process with the following properties: 

/ 0 ijss pikrjkrP ���	 )(|)1(   sdji ++ ,0  

10 ++ ijp   1
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d

j
ijp   (13) 

where sd  is the number of modes and )(krs  is the Markovian 
process. The general transition probability matrix is given by: 
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The constraint (13) means the summation of the probabilities in 
every row is one. The assumption made is that the old data are 
discarded. Suppose that at instant k we received x(k), at k+1 if 
there is no new data then the old data will be used by the 
controller, but if we receive x(k -1) at k +1  then it will be older 
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than x(k) and hence x(k -1) must be discarded, this can be 
interpreted as; 

 0}1)()1({ �	-	 krkrp ss    (15) 

From (15) the time delay can increase only at one step but it 
can decrease as many steps as can be seen from (14). The 
diagonal elements in (14) represent the probability of 
successive equal time delays or in other words the probability 
that the network remain in the same state. The upper diagonal 
elements represent the possibility of receiving longer delays or 
increasing the network load. The zero elements represent the 
discard of the old data. 

III. THE STABILITY OF THE DISCRETE-TIME MARKOVIAN 
JUMP LINEAR SYSTEM (DTMJLS) 

The Mean Square stability of the Markovian Jump Systems is 
equivalent to the Asymptotic Wide Sense Stationary Stability 
(AWSS) [18]. For the jump system the stochastic stability, 
mean square stability and the exponential mean square stability 
are all equivalent and every condition implies the almost sure 
(asymptotic) stability.   

Definition 1: [6] 

The system (12) is mean square stable if for every initial 
condition state, ),( 00 rx , 

 ! 0)(lim 2
�C

3)
k

k
x      (16) 

Definition 2: [6] 

The system (12) is mean square stable with decay rate �   [19] 
if for every initial condition state, ),( 00 rx , 

 ! 0)(lim 2
�C

3)
kk

k
x�   1-�   (17) 

The necessary and sufficient conditions for mean square 
stability for jump system are given in the following theorem. 

Theorem 1 [18]: The mean square stability of system (12) is 
equivalent to the existence of symmetric positive definite 
matrices Q0, . . .,Qd satisfying any one of the following 4 
conditions: 
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Where i=0,…,d represents the number of the modes. The 
conditions 1-4 are equivalent for studying the stability of the 
DTMJLS but for the controller design each condition will lead 
to a different controller. Choosing condition (4) in Theorem 1 
and replacing Qi by �Qi (where the decay rate or Lyapunov 
Exponent, �� /1�  and 0)(lim �

3)
kMk

k
� ) on the right hand 

side, the closed-loop system becomes: 
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 i=0,…,d (18) 

The coupled equations (18) are BMIS which are non convex 
and finding a global optimal solution is very difficult. However 
many control problems are formulated as BMIs, there are a few 
methods for solving the BMIs. For example the path-following 
linearization method reported in [20] can be used where each 
matrix is perturbed and the higher order terms are neglected. 
The most widely used techniques for the solution is by iteration 
methods such the D-K, G-K and V-K iteration algorithms [21]. 
If we fix  Ki (i=0,…,d) then we have a Generalized Eigenvalue 
Problem (GEVP) and if we fix Qi ( i=0,…,d) then we have 
Eigenvalue Problem (EVP) [8]. Both of these problems can be 
solved very efficiently using the Matlab LMI toolbox. Using 
Schur complement to (18) then we have: 
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IV. THE V-K ITERATION ALGORITHM 
In the V-K algorithm the BMI is divided into two LMI's and by 
solving these two LMI's a local optimal solution can be found. 
The problem solution process is divided to three basic 
problems which are: FP (Feasibility Problem), EVP, and 
GEVP that can be solved using the Matlab LMI toolbox. In the 
V-K algorithm, the problem is iterated between the EVP and 
the GEVP. The proof of the algorithm convergence is given in 
[21]. The detailed algorithm is shown in the flowchart in 
Figure 4. The algorithm starts with the initialization, then if the 
solution is feasible the EVP and GEVP are iterated until the 
desired transition matrix is reached. In this improved algorithm 
the decay rate is maximized in both the EVP and GEVP. The 
initial transition probability matrix is: 
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Initialize the controller, 
use LQR for static 

controller (K) or LQG for 
dynamic controller (F, G, 

H and J). 
Initialize the probability 
transition matrix PE = P0 

Set # =1 and K0=K, . . . Kn=K, (static 
controller) or (F0=F, . . . Fn=F, G0=G, . . . 
Gn=G, H0=H, . . . Hn=H, J0=J, . . . Jn=J 

(for dynamic controller). 
Solve the feasibility problem (20) 

Is the problem 
feasible 

Modify the 
controller or the 
initial transition 

probability 

Minimize �1 
Solve the Eigenvalue Problem 

Is �� < eTH 

Minimize �1 
Solve the Generalized 
Eigenvalue Problem 

Perturb PE; PE = P0 + �P 

with �=�m 
Solve the Eigenvalue Problem 

Minimize �1 
Solve the Generalized Eigenvalue 

Problem

Is �� < eTH 

END 

Initialization
Loop 

V-K Iteration 
Loop 

The 
Perturbation 

Loop 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. The V-K iteration algorithm 

It should be noted that the initial controller is designed for the 
free delay system. To get an initial feasible solution we have to 
start from small time delays and perturb the transition 
probability matrix toward higher time delays. The perturbation 
%  should be very small positive number in the order of 0.005. 
An example of the perturbation matrix is: 
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As can be seen the sum of the perturbation through any row is 
zero. More aggressive initial transition probability matrix can 
be used. In [7][8] the perturbation is around 0.01 but even with 
this small perturbation sometimes the problem is divergent and 
we need to use smaller perturbation, for example around 0.005. 

Also for the two modes, the two probability matrices are 
perturbed at the same time while in our algorithm they are 
perturbed separately. 

Example 1 

The pendulum mass is denoted by m and the cart mass is M, the 
length of the pendulum rod is L. The open loop system is 
unstable. The states are defined as xx �1 , xx ��2 , ��3x , 

���4x . The linearized model can be given as: 
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The parameters used are: M =1 kg, m = 0.4 kg, L = 0.7 m. The 
sampling time is 1.0�h  s. The time delay is bounded by 2: 

}2,1,0{)( %krs . The initial condition is x = 0 and " = 0.1. After 
sampling the system with 0.1 s sampling rate, the system 
matrices are given by: 
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The required transition probability is given by: 
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Using the LQR matlab function with Q=I and R=1. The 
controller is given by: 

 !6.784928.73211.47450.5943�LQRK  

with the required transition probability and the LQR controller 
does not stabilize the system with the time delay because the 
solution is infeasible, the initial transition probability and the 
perturbation matrix are chosen as: 
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After 20 iterations the desired transition matrix is reached and 
the stabilizing controller is given as: 

320



 

 

0 2 4 6 8 10 12 14 16 18 20

0

1

2

Ti
m

e 
D

el
ay

 (T
s)

0 2 4 6 8 10 12 14 16 18 20
-0.5

0

0.5

x 
an

d 
�

x (meter)

� (rad)

0 2 4 6 8 10 12 14 16 18 20
-0.5

0

0.5

Time (sec)

x 
an

d 
�

x (meter)

� (rad)

 !5.465421.20580.79720.3181�K  

Note that the process can be started with any P  and LQRK  as 
long as they give feasible solution. Using Theorem 1 [22] the 
MADB using the LQR controller is 0.1210 s. With the 
stabilizing controller that takes the random time delay into 
consideration, Theorem 1 [22] gives 0.1420 s which shows an 
improvement in the stability margin with the new controller. 
The V-K iteration loop took 4-iterations and the perturbation 
loop took 20 iterations, the minimum decay rate is 0.8837. By 
changing the EVP loop by making an inner loop for 
minimizing �, the minimum attained decay rate is 0.8645 and 
the delay margin increased to 0.1563 s. The system response is 
shown in Figure 5. In the simulation the nonlinear dynamics is 
used. The stabilizing controller with the improved algorithm is: 

 !4.971420.52270.70500.2823�K  

 

Figure 5. (a) The random time delay, (b) The response with the LQR 
controller, (c) The response with the controller generated by the improved V-

K algorithm   

V. CONCLUSION 
In this paper, the NCS is modeled as discrete-time 

Markovian linear jump system where the time delay is 
modeled as Markov chain. Using the mean square stability the 
system stability as formulated as BMIs. The V-K iteration 
algorithm is used to solve the BMIs. We used an improved V-
K iteration algorithm where the decay rate is improved in both 
the EVP and the GEVP loops. The method is tested on the cart 
and the inverted pendulum and we found that the decay rate is 
improved.  
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Abstract—Networked control systems (NCS) are in existence
for quite some time. The network-induced delays and packet
drops; and their effect on control system’s performance has been
a burning topic for last one decade. Dependability in context of
NCS has not got much attention. While it is an important aspect
of NCS intended to be used in critical application. The paper
reviews the present state of developments in NCS and presents
open problems pertaining to dependability of NCS. Solutions to
these problems may increase the presence of NCS by many folds
and in many fields.

I. INTRODUCTION

Networked Control System (NCS) contains a number of
interconnected devices that exchange data through shared
communication networks. Examples of such systems are found
in industrial automation, building automation, office and home
automation, intelligent vehicle systems and advanced aircraft
and spacecraft. These systems are driven by an important
feature, instead of point-to-point connections, all system el-
ements (sensors, actuators and controllers) are connected to
the network as nodes. The advantages of this implementation
include [1], [2]: reduced system wiring, plug and play devices,
increased system agility, ease of system diagnosis and main-
tenance. These features result in modular and flexible system
design, simple and fast implementation and powerful system
diagnosis and maintenance utilities [3].

Schematically a typical NCS is shown as in Figure 1. Sensor
node samples the process parameters with a given sampling
period, convert physical parameters to digital and pack the
message to send to controller. The controller node unpacks
the message(s) from sensor node and use control algorithm to
calculate control signals to be sent to actuator node. Actuator
node according to control signal takes the corrective action
in process. All these messages are sent over shared network.
In NCS, time delay has one more factor in addition to node
processing delay, it is network-induced delay, i.e. from sensor
to controller and controller to actuator.

Control systems are reactive systems; they need to interact
with their environment (i.e. process/plant) constantly in a

S1 Si

Sensors

P1 Pj

Processors
or

Controllers

A1 Ak

Actuators

Communication Network(s)

Plant
(EUC)

Fig. 1. Schmatic of a typical NCS

timely manner. Due to this property, control systems come
under the category of real-time systems. They can be hard or
soft real-time systems based on the consequences of failure. In
NCS, the feedback loop is closed by shared communication
network(s) where information is sent by means of packets.
These shared communication media are prone to random
delay and loss of packets. This leads to two challenging
problems in analysis and design of networked control systems
(NCS), network induced delays and packet dropouts. Both
problems can significantly degrade the NCS’s performance and
dependability. It has long been realized that network induced
communication delay is time-varying and nondeterministic,
suggesting that the delay behavior is unpredictable. Packet
dropout occurs when communication networks are unreliable
or the communication latency is so big that the packet has to
be purposely dropped.

Thess inherent issues of NCS - network-induced delay and
packet loss - are well acknowledged [1], [2], [4], [5], [6], [7],
[8], [9], [3], [10], [11], [12]. The delay and packet loss can
degrade the quality of performance (QoP) of control system
or even de-stabilize the system, if not properly designed [1],
[2], [13], [14], [15], [7], [16], [6], [5], [17], [8], [18]. The
two main directions to approach this problem are, i) design
a communication protocol that guarantee delays, ii) design
control strategies that a priori compensate for network-induced
delay and packet loss.

When NCS are used for control, then their main objective is

322

UKACC International Conference on Control 2012 
Cardiff, UK, 3-5 September 2012 

978-1-4673-1560-9/12/$31.00 ©2012 IEEE



Fig. 2. Performance comparison [2], [9]

to guarantee the stability and performance of plant/equipment
under control (EUC), i.e. meet the control system specifica-
tions. These specifications include phase margin, gain margin,
overshoot, steady state error, response-time, and tracking error
etc.

The comparison of control performance versus sampling
period for continuous control (analog), digital control, and
network control is given in Fig. 2. During the NCS design
stage, a performance chart can be derived as shown in Fig. 2.
This performance chart provides a clear way to choose the
proper sampling periods for an NCS. For a fixed control law,
the worst, acceptable, and the best regions can be defined
based on control specifications. The performance axis in Fig. 2
could be chosen to reflect a subset of the control system
specifications. Since the performance of continuous control
is not a function of sampling period, the performance index is
constant for a fixed control law. For digital control case, the
performance only depends on the sampling period assuming
no other uncertainties. The performance degradation point A
(sampling period 𝑃𝐴) in digital control could be estimated
based on the relationship between control system bandwidth
and sampling rate. For the networked control case, point B
can be determined by further investigating the characteristics
and statistics of network-induced delays and device processing
time delays. As the sampling period gets smaller, the network
traffic load becomes heavier, the possibility of more contention
time or data loss increases, and longer time delays result. This
situation causes the existence of point C in networked control.

With the advances in technologies related to NCS and
advantages offered by them over conventional systems, NCS
are penetrating into almost every aspect of our life. When
these systems are used in critical applications, such as, nu-
clear power plant, avionics, process plants and automobiles
etc., failure of these systems could result in loss of huge
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ON ENVIRONMENT
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SEVERAL USERS

QoP DEGRADATION

STABILITY

EFFECT ON PLANT
(EUC)

Fig. 3. Failure classification [19], [21]

investment, effort, life or damage to environment. In such
cases, dependability analysis becomes an important tool for
decision making at all stages of system life cycle - design,
deployment, operation and phase-out. In fact for systems
concerning safety of people, demonstration of dependability
through testing/analysis is a mandatory requirement before
system can be deployed.

The paper reviews the related developments in the area of
NCS and introduces dependability. Brief overview of depend-
ability aspects are given in section II. Section III reviews the
related developments. Dependability models are discussed in
section IV. The open issues pertaining to NCS dependability
modeling are outlined in section V, followed by conclusion in
section VI.

II. DEPENDABILITY: BASIC FUNDAMENTALS

Dependability of a system is defined by Algirdas Avizienis
et al. [19], [20] as “ability to deliver service/function that
can justifiably be trusted”. The service delivered by a system
is its behavior as it is perceived by its user(s). User could
be another system (physical, human) that interacts with the
former. Service is delivered when the service implements the
system function, where function is the behavior of the system
described by its specification.

A system failure is an event that occurs when the delivered
service deviates from correct service. A failure is a transition
from correct service to incorrect service. Failure is manifes-
tation of error, which in turn is caused by fault [19], [20],
[21]. An error is that part of system state that may cause a
subsequent failure: a failure occurs when an error reaches the
service interface and alters the service. A fault is the adjudged
or hypothesized cause of an error. A fault is active when it
produces an error, otherwise it is dormant. Fig. 3, shows the
modes characterizing incorrect service. Effect on plant (EUC)
has been added considering NCS.

Fig. 4 shows the dependability tree consisting of attributes,
means and threats.
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The means to attain dependability are a set of four tech-
niques [19], [21]:

1) Fault prevention: to prevent the occurrence or intro-
duction of faults

2) Fault tolerance: capability to deliver correct service in
the presence of faults

3) Fault removal: to reduce the number and severity of
faults

4) Fault forecasting: to estimate the present number, the
future incidence, and the likely consequence of faults

The dependability attributes for electronic systems depend
on their application or function. An electronic system when
used in critical applications can be categorized as safety-
critical, mission-critical and economically critical. The defi-
nitions of these are given below:

Safety-critical systems: systems required to ensure safety
of equipment under control (EUC), people and environment.

Mission-critical systems: systems whose failure result in
failure/loss of mission.

Economically-critical systems: systems whose failure re-
sult in availability of EUC, causing massive loss of revenue.

Dependability attributes applicable to these systems are
safety, reliability and availability, respectively. Fig. 5 shows
the applicable dependability attributes pictorially.

III. REVIEW OF NCS RELATED RESEARCH

NCS related research developments can be categorized as,
i) network related, ii) control related, and iii) dependability
related. Some of the work is reviewed below.

Network related research is in development and perfor-
mance evaluation of Fieldbus technology. Ethernet related
technologies have also been an area of research because of the
market share and cost benefit of Ethernet. For Ethernet new
development includes traffic smoothing and switched Ethernet.

The real-time industrial network, often referred to as field-
bus, is an important element for building automated man-
ufacturing systems. Thus, in order to satisfy the real-time

requirements of field devices such as sensors, actuators and
controllers, a number of fieldbus protocols have been devel-
oped. These fieldbus protocols have an important advantage
over the widely used Ethernet in terms of their deterministic
behavior. However, the application of fieldbuses has been
limited because of the high cost of hardware and the dif-
ficulty in interfacing them with multi-vendor products. In
order to solve these problems, computer network technology,
especially Ethernet, is being adopted in industrial automation
field. The key technical obstacle for Ethernet for industrial
applications is that of its non-deterministic behavior [2], [3].
Non-deterministic behavior makes it inadequate for real-time
applications, where packets containing real-time information
(control command or sensor/actuator signal) have to be de-
livered within a certain time limit. To overcome the limita-
tions of standard Ethernet, recent development has lead to
switched Ethernet, EtherCAT, EPL and PROFInet [3], [22],
[23], [24], [25], [26], [27], [28], [29], [30]. These have been
adopted in industrial applications because of the elimination
of uncertainties in network operation, which leads to improved
performance.

Control system related developments can be classified in
three categories: i) dealing with only delay, ii) dealing only
with packet drops and iii) dealing with both [31], [32], [33].

For quite a long, it has been realized that conventional
reliability models are not sufficient to analyze hard real-time
systems, since they do not adequately model the temporal
properties of such system [34]. A number of methods and
techniques have been proposed since then to model and
analyze temporal behavior and correctness [34], [2], [33], [30],
[31], [26], [24], [12], [1], [29], [35], [36], [37]. A brief review
of these is tabulated in Table 1.

IV. DEPENDABILITY MODELS

To address dependability in context of NCS, available
literature has the following:

∙ techniques to design robust controller for a specified
bound on time-delay and packet drop rate.

∙ a number of networks have been characterized for their
time delay and packet drop behavior

∙ a number of control networks have been proposed with
guaranteed behavior

∙ techniques are being developed to characterize a given
network to specify its time-delay and packet drop behav-
ior for specified traffic pattern and network load

Conventional dependability models do not incorporate fail-
ures due to not meeting timing constraint and dynamic prop-
erties. From literature, it is evident that for NCS functional
dependability attributes are more appropriate [37]. For pro-
grammable electronic systems functional safety has already
been standardized and gaining importance [38].

With respect to dependability modeling of NCSs, there
seems to be two different categories of systems - i) failure
to meet time deadline leads to system failure and, ii) failure
due to not keeping the performance objective.
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Fig. 5. Failure domains and dependability attributes

 Table 1 Review of related literature 

Work
reference 

Study Method/technique Outcomes 

[2] 

time delay of three 

networks - ControlNet, 

DeviceNet and 

Ethernet 

theorical formulation and 

verification by simulation & 

experimental analysis 

- Ethernet has no delay at low network loads 

- ControlNet provides excellent performance at high 

network loads 

- DeviceNet is deterministic protocol for short messages 

[28] 
traffic smoother for 

Ethernet 
adoptive traffic smoothing 

- traffic smoother gives priority to real-time (RT) packets 

over non-RT packets 

- reduce collision 

[23] 
traffic smoother for 

Ethernet 
fuzzy traffic smoothing - statistical bound on packet delivery time 

[25] switched Ethernet experimental analysis - performance evaluation of switched Ethernet 

[26] 
queuing method for 

Ethernet with TCP/IP 
experiment 

- a simple upgrade of bandwidth does not necessarily 

improve control latency and jitter performance 

- adding hierarchy into the network introduces extra latency 

and jitter 

[9] 
TCP/IP and UDP/IP on 

Ethernet 
experiment 

- UDP/IP is better than TCP/IP on Ethernet for real-time 

systems 

[29] 
message scheduling 

over CAN 
share-driven scheduling 

- share-driven scheduling provides an efficient and 

predictable scheduling of messages 

[1] 

effect of network 

induced delay on 

control system 

performance and 

stability

two delay models - independent and 

Markov delay 

- effect of time stamping and timeouts 

- optimal controller with independent time delay is 

combination of state feedback and state estimator 

- optimal controller with Markov delay requires knowledge 

of old time delays along with state of the Markov chain 

[13][30] 
response-time 

distribution 
analytical model 

- Model for response-time distribution of CAN and MIL-

STD-1553B 

- Effect of network and node redundancies on response-time 

distributions 

[31] TCP/IP on Ethernet experiment - multifractal nature of network traffic 

[17] 
stability of NCS with 

delay 
analysis of 9 methods 

- random network delays are more difficult to handle than 

constant or periodic delays 

[32] 
delay compensation 

for robust control 
experiment and analysis 

- Smith predictor based approach control over a network 

when accurate delay measurements are accessible 

- Robust control based approach when only upper bound of 

end-to-end delays available 

[26] NCS with packet drop parallel queue into the actuator   

[11] 
stability of NCS with 

packet drop 
discrete-time hybrid automaton   

[15][33] 
NCS with both delay 

and packet drop 
switched system model 

- a quantitative relation between the packet drop rate and 

stability

[7] 
NCS with both delay 

and packet drop 

Markovian jump linear system 

model 

- sufficient conditions for stochastic stabilization of NCS 

with packet drop and time-varying delays 

[34] 
NCS with delays and 

out of order packets 
analysis - optimal information processing algorithm for each node 

[6] 
NCS with both delay 

and packet drop 
analysis

- sufficient conditions for Lyapunov stability are derived in 

the case of uncertainty due to drops and delays 

[36] fault diagnosis of NCS 
time-delay system model and T-S 

fuzzy model 

- fault diagnosis for linear and non-linear NCS with long 

delay 

[37] 
dependability of 

communication 
FMEA

- presents a number of means to prevent or avoid or 

minimize the damaging consequences of failure modes 

[35] 
reliability of distribued 

system 
Markov chain 

- a generic high-level formalism based on Markov chain 

with lattice structure which represents both time and 

functional correctness 

[38] 
reliability of control 

system 
experimental analysis 

- Reliability evaluation of control systems considering 

performance aspects (overshoot, rise-time steady-state 

error etc.) 

The models of these failures which can utilize the available
techniques of dependability analysis are the need of the hour.
One important failure model is hazard rate. If hazard rate of
timing failure and performance-related failure can be obtained,
then using available techniques dependability attribute of in-
terest can be estimated.

For systems belonging to first category, response-time dis-
tribution can be used to estimate probability of missing the
deadline [39], [29], [12].

𝑝 = 𝑅 (𝑡 > 𝑡𝑑)
where:
𝑝 : probability of timing failure
𝑡𝑑 : time deadline
𝑅 (⋅) : response - time distribution (CDF)

(1)

Let system failure criteria is 𝑛 consecutive deadline vi-
olation (or timeliness failures). When 𝑛 = 1, number of
cycles at which timeliness failure will occur follows geometric
distribution [40].

𝑃 (𝑍 = 𝑛) = 𝑝𝑛−1𝑞
where
𝑍 : random variable
𝑞 : probability of occurrence of timeliness failure
𝑝 : 1− 𝑞

(2)

Geometric distribution is a memoryless distribution in dis-
crete time and is counterpart of exponential distribution in
continuous time [40]. At gross level (larger time scale), it can
be easily converted to exponential distribution. In exponential
distribution characterizing parameter is hazard rate, which in
this case is referred to as “timeliness hazard rate”.

𝜆𝑇 = 1

𝑡 ln

(
1

𝑃
(
𝑍>

⌈
𝑡
𝑡𝐶

⌉))
𝑤ℎ𝑒𝑟𝑒
𝜆𝑇 : Timeliness hazard rate
𝑡 : Operating time
𝑡𝐶 : Cycle time or period

(3)

When 𝑛 > 1, number of cycles for timeliness failure will not
follow geometric distribution. This process (number of cycles
for timeliness failure) is a memory process and directly cannot
be modeled as Markov. Using the technique of additional states
[41], Markov model can be used to model this process. This
is expalined in [29].

For systems belonging to second category, techniques need
to be evolved to derive hazard rates of failure due to perfor-
mance degradation (overshoot, stability, etc.). The other open
issues in dependability modeling of NCS are discussed in next
section.
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V. DEPENDABILITY ISSUES IN NCS

When systems are used in critical applications, all the means
to achieve dependability are employed. Some of them are
listed below:

Fault Prevention: Methods to avoid the occurrence of fail-
ure. For example,

1) selection and use of reliable hardware components,
2) use of fault-free algorithm and software,
3) use of communication network with predictable delay

and preferably no drop during transmission

Fault Tolerance: Means to tolerate the failure. For example,

1) Redundancy for hardware components, including trans-
mission media,

2) software fault tolerance, recovery and roll-back,
3) control algorithm to cope with random packet delay and

drop

Fault Removal: Detection and restoration of failed compo-
nent/unit.

1) diagnosis of hardware component failures,
2) diagnosis of software failures,
3) monitoring of traffic and detection of anomaly

Although some work has been done to improve NCS de-
pendability, but there exist some research gap for dependability
modeling and analysis. These are listed as follows:

1) Functional dependability considering value as well as
timing failures

2) Methods to deal with redundancy at node level (mainly
actuator node)

3) Methods to deal with redundancy at communication
level (mainly controller node)

4) Effect of fault occurrence and removal on system per-
formance

5) Effect of on line repair

The above means try to ensure the uninterrupted operation
of system. Like any other critical system, NCS is also expected
to have graceful degradation or go a defined state on failure,
e.g. fail-safe or fail-silent. In addition to this, it shall give
opportunity for alternate means of control. E.g. in case control
system has failed, it shall allow the remote manual control.

Some other issues are:

∙ Timing of faults: faults affecting the network may have
various effects on the control system, depending upon the
state of the system, when the failure occurs. E.g. a lost
message in transient state does not have the same effect
as in steady state.

∙ Timing model: for safety systems, choice of timing model
and indulgent protocol also plays an important role [42].

VI. CONCLUSION

NCS have been attracting significant interest in the past
few years and will continue to do so for the years to come.
With the advent of cheap, small, and low-power processors
with communication capabilities, it has become possible to
endow sensors and actuators with processing power and the

ability to communicate with remote controllers through shared
networks. In view of these developments, it is expected that
NCS will become the more predominant; replacing the current
centralized digital control systems that rely on dedicated
connections between system elements.

Along with all advantages that NCS offer, they have some
inherent limitations. The main issue being the network induced
delays, packet drop, out-of-sequence packet and multiple
packets. The network quality of service (QoS) related issues
affect the quality of performance (QoP) of control systems and
sometime lead to in stability. A lot of work has been done in
last decade to address these problems.

Dependability analysis is important when NCS is expected
to be used for a critical application. To improve dependability,
systems are designed with redundancy, maintenance features
and diagnosis. These features make the dependability analysis
a complex process. The research gap in this direction has been
outlined. As can be seen that scope of dependability of NCS is
not limited to ‘control algorithms’ embedded in the controller
node or to the traffic behavior on network. It considers the
complete system and analyzes all kind of probable failures.
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II. APPLICATION
The CAN protocol enables robust serial communication

and was introduced by German automotive system supplier
Robert Bosch. It was chosen for embedded systems networked
applications in various markets such as medical equipment, test
equipment, industrial automation and mobile machines. More
recently, CAN networks have been popular in automation and
control applications too [4, 8]. The techniques used in this
paper were developed on the CAN network of a vehicle, but
they can also be used in any other applications apart from
vehicle industry in which CAN protocols are used.

III. DATA COLLECTION
For the data collection, specific experiments were carried

out on a representative vehicle network. The aim of these
experiments was to collect data relating to illegal vehicle wake-
up. The vehicle network is monitored and saved on computer,
utilising a CANcase device to interface to the high speed and
low speed networks via USB.

A. Message Types
Two types of messages are published through the CAN

network of car, periodic messages and non-periodic messages.
Periodic messages are sent regularly through the network for
long periods of time. Non-periodic messages are a
classification of messages which have an external actuator and
are the main focus of this paper. In this network, there are 14
message IDs in the high speed CAN and 47 message IDs in the
low speed CAN which are involved in the wake-up process.

B. Scenarios and Tests
The network of the vehicle enters sleep mode when there

are no interactions between ECUs to reduce the battery
consumption. The sleep mode is a very low-current standby
mode with bus wake-up capability [6].

When a non-periodic message is sent through the network,
ECUs start to communicate by sending information about their
task. After completion of the task, ECUs start to notify that
they are ready to enter sleep mode, and upon receiving a
����������������������� ���� ��� ������������ !"�����������
start entering sleep mode [7]. The period of time which
network goes from sleep mode to wake-up mode and then
again back to sleep mode is called a test. The external action
causing data to flow, which classifies the type of the test, is
called a scenario.

If the non-periodic message which produced a test is
normal function defined by manufacturer, the scenario is
considered as a normal scenario. A fault scenario is caused by

artificially injecting a non-periodic message into the network.

C. Data Visualisation
Each test is stored as a text file into the computer. As each

message passing through the CAN is logged into the computer,
it is stored in a new line. Fig.2 shows a small part of data
collected from one normal scenario. The first column is time
which shows the time that messages were logged in. The
second column shows in which CAN the message has been
transmitted. If it is 1 it shows that message belongs to the High
speed CAN and if it is 2 the message belongs to the Low speed
CAN. The third row is the identification number or ID of
message in hexadecimal code. Each message has individual
number which shows specific data. The rest of 8 columns show
data within the message in hexadecimal code. Each message
has individual ID which shows specific data. In the analysis
stage, each ID is converted into decimal numbers. A normal
scenarios occurs when a valid wake-up message is sent, such as
pressing the lock button on the car key, and a fault scenario is
produced by sending a message not normally involved in
wake-up, such as message 1C8, into the data. As all normal
scenarios belong to the body functions of the vehicle, analysis
will be focused on the low speed CAN.

IV. DIAGNOSTIC APPROACHES

A. DNA Sequencing
The digital genomic information are characterised in a form

of sequence of finite numbers of entries coming after each
other [9]. There are some similarities between the collected
����� ���� ���� ���� ����������!#$����%�&� ����'$#� ������
�
As CAN messages enter the network through competitive
arbitration, the sequence of messages becomes a feature of the
network, similar to the sequence of bases in a DNA strand. In
this section signal processing tools are applied on these
sequences. Using classification methods described in section D
fault diagnosis in the CAN network of the vehicle is achieved.

B. Binary Indicators
47 different messages passing through the low speed CAN

network were identified as significant. Thus 47 numbers are
multiplied in its corresponding binary indicator sequences and
then all of them are summed in order to build the sequence.
Each sequence in the binary indicators (uIDi(������������)�����*'i
�+���������������,��������������������������*'i is not present in
that sequence:

x n =ID1.uID1 n +ID2.uID2 n -.-*'47.uID47 n
� �/�0�)0�10�20�.0�$3)� 4)(�

Fig. 2 An example of data collected from vehicle in text file format opened in Windows Notepad.
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Fig. 4 Algorithm of comparing a test set with training sets for
classification.

Frequency domain analysis using DFT is performed, using
a sequence of length of N to provide the frequency content,
X[k], at a frequency of k.

X k =ID1.UID1 k +ID2.UID2 k -.-*'47.UID47 k
� &/�0�)0�10�20�.0�$3)� 41(�

In which UID1 k , UID2 k �.�"ID47 k are the DFT of each
of the binary indicator sequences x[n], producing a 47
dimensional representation of a frequency spectrum of a
sequence of the messages passing through the CAN. The total
spectral content, S[k], of a sequence of messages in the CAN at
frequency of k is:

S k = UID1 k
2
+ UID2 k

2
-.- UID47 k

2
(3)

Three normal scenarios and two fault scenarios were
established to perform fault diagnosis. Fig. 3 illustrates the
Density Power Spectrum of the sequence of a test from one of
the normal scenarios. The peaks of the power spectrum alter
between scenarios, although all scenarios occur in a similar
frequency range. In the case of DNA sequences, there are only
four binary indicators and as a result there is only one peak that
occurs at the frequency of N/3 where N is the length of
sequence of x[n]. In the message sequences of the CAN
network, there are 47 binary indicators. Hence, there is more
than just one peak in the sequence of IDs.

Fig. 3 Density power spectrum of a test from scenario of pressing open
boot button on car key.

C. Clustering Data
Clustering is assigning a set of data into subsets or groups

so that data in the same clusters have similarity in some cases
[10]. The frequency peaks in the DPS cluster the tests from
these five scenarios into 3 different groups: normal scenario 1,
normal scenario 2 and faulty scenarios.

D. Classifier and Classification Method
Classification is a data mining process which aims to

accurately assign target classes to data sets. The classifier
which is used here is a hybrid system which effectively
combines hand-built classifiers and empirical learning methods
together [11]. This has the advantage of being able to utilise the
characteristics of entire power spectrum in the classification.

One of simplest classification problems is binary
classification between two states. This means that target group

has only two possible states and classifier predicts state of the
data set on a basis of whether they have the property or not.
This type of classification is used in this paper.

1) Training Set
Classification methods require training to be effective,

which means a training data set is needed. This training set
used to establish the relationship between predictors and
targets. Different features can be defined in order to extract
useful information from training set, and this information can
be used to determine classes of future test sets.

Since the length of sequences in different scenarios was
different, the test with the longest length, test l, was considered
as a basis length of the sequences (length l). The length of test l
according to the 100 randomly picked tests is 24592 sequences.
For the rest of data sets in the test sets, if the length of the
sequence of the messages in a test is less than l, then sequences
of zeros are added to all of the 47 binary indicator sequences of
uID1 k , uID2 k 0�.0��ID47 k ; and if the length of the sequence
is greater than l, the first l sequences were considered, and the
rest discarded. This is done because the values produced by
this method are dependent on the length of the data sets. By
using a standard base length, this effect will be normalised.

Next, the DFT of all the binary indicators are calculated
and the density power spectrum of the whole sequence is
achieved using equation 3. The density power spectrum of a
discrete signal of the messages passing sequentially through the
CAN network of the vehicle is a discrete signal. For classifying
different scenarios, these discrete signals need to be compared
to each other and form the basis of the classification scheme.

2) Comparison Tool
The method chosen to compare these discrete signals is the

cross correlation. It is a common method for estimating the
correlation rate between two series. For a discrete signal, cross
correlation is:

Rxy d =
x n+d y* n d 0l-d-1

n=0

Rxy* d d<0
(4)

In which, l is the base length of the data sets and d is the
signal delay. With the delay of d in x[n], the degree of
correlation between x[n] and y[n] is calculated by dot-product
of these two signals. The signals are considered to be periodic,
so the cross correlation has twice of the length of its original
signals. This operation was performed in MATLAB using the
cross correlation command, which by default, computes the
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raw correlation between two signals without normalising it.
The lengths of all data sets are converted to l so the
normalised cross correlation which is the cross correlation
divided by the length of the signals is achieved in advance
(biased normalisation).

Rxy, biased d =
1
l
Rxy d (5)

20 tests are chosen from each of the five scenarios, giving
a total of 100 tests. The density power spectrum of all the 100
tests is calculated. Hence, there are 100 discrete time signals
available. The cross correlation of each of the two of these
power spectrums are calculated. The result of these
calculations are stored in a massive cell with a dimension of
100×100 and in each of these cells, the cross correlation
results with the length of 2×l is stored.

The peak of these cross correlations shows the maximum
correlation of the two tests. The cross correlation of the
density power spectrum of each test set and each test in the
training sets are calculated and stored in a massive cell. For
the calculated cell of the cross correlation with the dimension
of 100×100 maximum values of the cross correlation is stored
in a matrix with the same dimensionality to create the training
sets.

Next, the matrix is divided into 5 matrices with dimension
of 20×20 which are the maximum values of cross correlation
between the scenario 1 and all the 5 scenarios (including auto-
correlation with scenario 1). This is the procedure of making
the training set for the first scenario. This should be completed
for the second scenario, the third scenario and so on.

The maximum value of the cross correlation, shows rate of
correlation between two scenarios. Average of maximum
values of the cross correlation (AMVXC) of the 20 tests of
each matrix are calculated and saved for each scenarios (Table
1). Also the Standard Deviation (STD) of these maximum
values of the cross correlation of these 20 tests are calculated
and stored for each scenario (Table 2).

The average value and the standard deviation of each
matrix create the training sets for the classification. Fig. 5
shows the steps and the procedure of creating the training sets

for the classification of first scenario. So the result of all these
calculation will be a 5×5 matrix of average of the maximum
values of the cross correlation between the scenarios and
another 5×5 matrix is the standard deviation of the maximum
values of the cross correlation between the scenarios.

3) Classifying a Test Set
For each given test set the cross correlation between the

density power spectrum of that test set and the density power
spectrum of the 100 tests used to build the training set is
calculated. This results in 100 cross correlations.

The maximum value of the cross correlation between the
test set and the 20 tests of the scenario 1 will be stored in a
separate matrix; the maximum value of the cross correlation
between the test set and the 20 tests of the second scenario
will also be stored in another matrix and so on. Eventually,
there will be 5 matrices with dimension of 1×20. The average
of these values in each matrix will be calculated and stored in
a matrix called Average of XCorrelation of Test Set or
AXCTS (i ,j) (Table 3).

5���#6!57���������������������������������������������
AMVXC (Table 4). Comparing each row with its counterpart
in Table 2, it can be seen that this example test belongs to
scenario 2 (normal scenario group 1) as the values in this row
are less than those in Table 2. This algorithm is illustrated in
Fig.4.

V. RESULTS
Six test sets from each of the 5 scenarios (total of 30 tests)

are randomly picked and considered as the test sets. The
classification procedure is carried out on each test set. The
confusion matrix in Table 5 shows 100% accuracy for
assigning scenarios to the 3 classification groups. Fig.6 shows
these 30 test sets in AXCTS matrix classified in the three
clusters. In this plot each row of the AXCTS matrix is shown
with 5 markers representing AXCTS value for its
corresponding scenario. As it can be seen for all tests, the
clusters are distinguished.

TABLE I. THE AVERAGE OF THE MAXIMUM VALUES OF THE CROSS CORRELATION FOR THE TRAINING SET

AMVXC Scenario1 Scenario2 Scenario3 Scenario4 Scenario5
Scenario 1 68.5296E+11 64.8896E+11 90.7273E+11 32.8471E+11 34.0116E+11
Scenario 2 64.8896E+11 61.6390E+11 85.9672E+11 31.5055E+11 32.6112E+11
Scenario 3 90.7273E+11 85.9672E+11 623.5030E+11 45.9586E+11 47.3855E+11
Scenario 4 32.8471E+11 31.5055E+11 45.9586E+11 18.4082E+11 18.9465E+11
Scenario 5 34.0116E+11 47.3855E+11 18.9465E+11 19.5366E+11 24.0919E+11

TABLE II. THE STD OF THEMAXIMUM VALUES OF THE CROSS CORRELATION FOR THE TRAINING SET

STD Scenario1 Scenario2 Scenario3 Scenario4 Scenario5
Scenario 1 2.8279E+11 3.5061E+11 5.5539E+11 2.6415E+11 2.4432E+11
Scenario 2 3.5061E+11 3.9585E+11 6.5875E+11 2.6612E+11 2.5055E+11
Scenario 3 5.5539E+11 6.5875E+11 32.5400E+11 3.1451E+11 3.1038E+11
Scenario 4 2.6415E+11 2.6612E+11 3.1451E+11 1.6417E+11 1.5966E+11
Scenario 5 2.4432E+11 2.5055E+11 3.1038E+11 1.5966E+11 1.5493E+11

TABLE III. THE AVERAGE VALUE OF THE MAXIMUM VALUES OF THE CROSS CORRELATION BETWEEN GIVEN TEST SET AND THE TRAINING SETS
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AXCTS Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5
Test Set 65.4680E+11 62.0810E+11 85.616E+11 31.673E+11 32.792E+11

TABLE IV. DIFFERENCE BETWEEN THE AMVXC OF THE TRAINING SETS AND AXCTS OF THE TEST SET

���������
AMVXC| Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5

Scenario 1 3.06E+11 2.81E+11 5.11E+11 1.17E+11 1.22E+11
Scenario 2 0.58E+11 0.44E+11 0.35E+11 0.17E+11 0.18E+11
Scenario 3 25.30E+11 23.90E+11 538.00E+11 14.30E+11 14.60E+11
Scenario 4 32.60E+11 30.60E+11 39.70E+11 13.30E+11 13.80E+11
Scenario 5 99.50E+11 109.00E+11 105.00E+11 51.20E+11 56.90E+11

Fig. 5 Procedure of creating training set to be used for DPS method for classification for first scenario

Fig. 6 Results, showing the matrix of AXCTS classified the 30 test sets in 3 clusters; Diamond: Fault scenario, Circle: Normal Scenario 1, Triangle: Normal
Scenario 2
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VI. CONCLUSION
In this paper, development and diversity of networks in

vehicles was studied. The main focus was the Controller Area
Network (CAN) protocol as a communication tool. Moreover,
it was discussed that fault diagnosis in electronic systems and
networks of a vehicle is becoming an increasingly important
factor.

For the fault detection, a data mining technique was
applied and, from comparison to DNA, the sequencing nature
of the data was considered as a feature that could be used as a
classifier. The algorithm used here as a diagnosis tool was
developed and coded using MathWorks MATLAB R2009a.

Signal processing methods where used to derive the
density power spectrum of the binary indicator sequences
from the messages sequences in each test. It can be concluded
that the place of occurrence of the peaks in the density power
spectrum are different among the scenarios and it can be used
as the classification feature. According to this feature, three
clusters were identified: the normal scenario 1 cluster, the
normal scenario 2 cluster and the fault scenario cluster.

Furthermore, instead of just considering the peaks the
whole sequence of the power spectrum density was
considered. The density power spectrum is a discrete signal in
frequency domain and as comparison tool for the
classification. The available data was split into training sets
and the test sets. The cross correlation of the training sets and
the test sets was utilised as a classification feature. This hybrid
classifier was able to distinguish the fault scenarios from the
normal scenarios in 100% of cases, showing that this method
is an effective classifier for these data sets.

This technique was developed on the CAN network of a
vehicle, but application of it is not limited to vehicle industry.
It can also be used on other backgrounds which use the CAN
protocol or even on other networks in a vehicle such as LIN
and MOST. Also new methods which adopt real time fault
detection and on-board fault diagnosis and use the large
amount of information available from the system network to
pinpoint the cause of detected faults can use the technique
introduced here. The real time fault detection system requires
a generic electronic control unit (generic ECU) to monitor data

at fast speeds in order to find faults. This requires algorithms
with a small numbers of variables in order to respond quickly
to faults. This extracted feature may be a useful variable for
this purpose.

This method is most effective when a sequence of
messages is expected in response to an event (such as network
wake-up and shutdown), with the advantage of not needing to
understand the underlying network functions. However, other
types of faults may not be as clearly defined as this. Network
fault detection and diagnosis is a complex issue with no single
answer, requiring multiple approaches to categorise faults.
This method can provide an additional tool to further research
in this area.
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Abstract—As an extensible lightweight message processing 
framework, SOAP has become the lightweight communication 
protocol for large scale data exchange in the distributed 
environment. However, one of the most important problems of 
SOAP is its relatively poor performance which leads to its limit in 
high performance applications. The paper proposes a SOAP 
message transmission mechanism based on variable sliding 
window, which can improve the performance of SOAP and 
support transferring data of large, flexible or unknown size via 
SOAP. In addition, data segmentation is designed to transfer 
large data and variable-size data and variable sliding window is 
used to control and improve the transmission efficiency of SOAP 
messages. The algorithm of application level congestion control 
was proposed and the transmission reliability of SOAP message 
was discussed with respect to four exception cases. Finally, the 
two main impact factors for the transmission efficiency based on 
variable sliding window such as the size of the sliding window 
and the length of data slice are analyzed and tested. Simulation 
results show that transmission efficiency is effectively improved 
by a reasonable parameters set of the variable sliding window. 

Keywords-SOAP;sliding window;congestion control; 
transmission reliability 

I. INTRODUCTION 

Data exchange is the common, fundamental and critical 
requirement of distributed application in network environment.
Data exchange is mainly used to solve the interoperability of 
different data resources in the infomationization, i.e. to solve 
the integration and sharing of different data resources between 
different heterogeneous systems. The essence of data exchange 
is the sharing and exchange of data. The data exchange 
platform is completely based on Web service technology using 
SOAP [1] as its communication protocol. SOAP is an extensive 
lightweight message processing framework based on XML [2], 
and has become a de facto standard for data exchange in the 
open network environment. 

With the development of distributed computing technology,
more different systems and networks at different speed are 
connected to the Internet, which results in more serious 
network congestion. Therefore, one of the most important part 
of Internet QoS[3] is how to deploy the peer communications 
at different speeds in different network to match capacity of the 

network. Large scale communications require effective 
transmission efficiency. Though SOAP provides a powerful 
interoperability, its own characteristics cause its lower 
transmission efficiency, e.g. when packaging a SOAP message,
the transcoding and parsing will consume a large amount of 
time; generally, after data are package into a SOAP message, 
the data package will become more times than the original size; 
In addition, the time consumption of network transmission will 
result in the transmission of SOAP messages to take a long 
time. To the applications which require the higher efficiency of 
data transmission or large scale data transmission, SOAP can’t 
be effective to meet practical requirements. 

According to the lower transmission efficiency of SOAP 
message, there are many improvements to improve the 
transmission efficiency as follows: to improve the transmission 
efficiency through improved SOAP binding [4]; according to 
different applications, using the appropriate SOAP message 
encoding rules [5]; to reduce construction and parsing of SOAP 
messages [6]; using compression technology to compress the 
SOAP message [7]. 

Sliding window technology is mainly used for information 
flow control, to coordinate the work pace of the sender and the 
receiver, to avoid the loss of data because the sender sends data 
too fast to the receiver too late to deal with [8]. This technology 
is not only widely used in the communication between Internet 
and the other network, but also used in information exchange 
of the different layers within the network system. In theory, 
sliding window can be used in anywhere which requires the 
flow control. 
     The paper proposes the VSW-SOAP(Variable Sliding 
Window-SOAP) to  effectively improve the efficiency of data 
transmission. VSW-SOAP uses variable sliding window 
mechanism in SOAP message transmission and takes data slice 
as the SOAP message attachments. The basic data unit in the 
variable sliding window is the SOAP message with slice 
attachment. 

The paper is organized as follows: Section II analyzes the 
principle of  VSW-SOAP, defines the variable sliding window, 
discusses SOAP attachment segmentation, the structure  of 
SOAP message and the transmission workflow of SOAP 
messages; Section III proposes an application level congestion 
control algorithm based on variable sliding window; Section IV 
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No. 2011D005017000002) and Dr. Start Fund of BUCEA (Grant 
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discusses the reliable transmission mechanism for SOAP 
message; Section V analyzes the main factors of VSW-SOAP 
and gives the simulation results; the conclusion and outlook for 
further work is given in Section VI. 

II. PRINCIPLES OF VSR-SOAP 

A. Variable  sliding window 
For data transmission, in extreme cases, unbounded input 

stream requires unbounded memory, which is clearly not 
applicable. Therefore, a window strategy is used to limit the 
number of tuples for each input stream stored in the processing 
of unbounded flow. The sliding window is set an interval on 
the data stream which only includes part of the new data of the 
data stream. With the arrival of new data, the window proceeds 
to replace the old data with new data. Therefore, the sliding 
window can be seen as a historical snapshot of a limited part of 
the data stream, while taking advantage of the characteristics of 
the sliding window to meet the real time and unbounded 
requirements of data flow. 

As a historical snapshot of a limited part of the data stream,
sliding window can be divided into time-based sliding window 
and tuple-based sliding window. The two sliding window 
usually assume that the window size is unchanged. In previous 
data transmission algorithms, many algorithms are based on the 
unchanged sliding window mechanism which achieves 
considerable results in terms of time and space complexity.
However, these technologies have usually ignored the time-
varying characteristics of specific issues in data stream.
Therefore it is difficult to implement adaptive adjustment of 
data model when the data distribution characteristics are 
changeable [9, 10].

Variable sliding window can adaptively adjust the window 
size according to the change of data stream flow and data 
distribution in order to achieve a minimum consumption of 
memory space and processing time. The principle of variable 
sliding window is as follows: the sender maintains a
continuous data set to be sent, called the sending window; at 
the same time, the receiver also maintains a continuous data set 
to be received, called the receiving window. The window is 
used for store data during message transmission. When 
updating data, the window will slide. In accordance with the 
principle of the sliding window, the sender has a sending 
window and the receiver has a receiving window. The sending 
window is used to implement flow control. The size of sending 
window represents the maximum number of data sent by the 
sender when the acknowledgment message is not received. The 
receiving window is used to control whether data can be 
received. At the receiving node, only when the serial number of 
the data is in the receiving window, the data can be accepted. 
The window size of variable sliding window is determined 
according to the data flow change. When the flow rate is 
quickly, reduce the size of the sliding window; otherwise,
when the flow rate is very slow, increase the size of the sliding 
window in real time. 

The differences between the SOAP sliding window and the 
other sliding window lies in: the data stored in SOAP sliding 
window are the SOAP messages, the function of the sliding 

window is to control the speed of the SOAP messages, to 
implement the network congestion control and to ensure a 
reliable orderly transmission of SOAP message attachment 
data. After the transmission is finished, the sliding window of 
the receiver will reassemble the slice data in the received 
SOAP message attachments into the original data. 

B. SOAP attachment segmentation 
If the data of the SOAP message with attachments is large,

it is difficult to read the whole data into memory only once.
Even if the data can read only once, it will be very difficult and 
time consuming for large data encryption and decryption 
operations. Especially when the network quality is poor, if 
there are transmission data errors, retransmitting the entire data 
is costly. Thus, for the large scale data attachment in the SOAP 
message, data can be segmented into multiple slices. The data 
slices can be encapsulated as a new SOAP message attachment 
using MIME, DIME or XOP. Each time the sender can send a
SOAP message attachment containing one or more data slices. 

The process of data segmentation and encapsulation as a 
SOAP attachment is shown in Figure 1. 

Figure 1.  The process of data segmentation and encapsulation as a SOAP 
attachment 

Because the data encapsulated in the SOAP message 
attachment is not complete data, but one or more data slices,
the body of the SOAP message is required to at least include 
the following information: SOAP message number(SOAPID), 
the data number to be sent(DataNumber), the slice number 
(SliceNumber), whether it’s the last data (isLastData), whether 
it is the last slice (isLastSlice). SOAPID is used to uniquely 
identify the SOAP message number that the data slice belongs 
to. DataNumber is used to represent the data that the data slice 
belongs to. SliceNumber is data slice number which represents 
the current transmission data slice. isLastData represents 
whether it’s the last data. isLastSlice represents whether it’s the 
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last data slice.  In this way, if there’s requirement to transmit 
large scale attachments data, SOAP message data can be 
broken down into multiple small SOAP messages with a slice 
attachment. 

By SOAP attachment segmentation, it avoids to read the 
entire data into memory at one time which is useful to encrypt 
and decrypt. Besides, the approach also supports flexible or 
unknown size SOAP attachment. 

C. The structure of the SOAP message 
In the variable sliding window, the SOAP message is 

divided into data message and acknowledgment message. 

The data message is sent by the sender and each data 
message contains one or more data slices. The length of slice is 
determined through consultation between the sender and the 
receiver. The slices are encapsulated in the SOAP message in 
accordance with the agreed specification. The basic 
information of data message is indicated in the body of SOAP 
message, which mainly includes: SOAPID, DataNumber, 
SliceNumber, IsLastData, IsLastSlice, the length of each data 
slice(size), safety information(Encryption). The structure of 
data message is shown in Figure 2.

<TransportRequest>
<SOAPID/>
<DataNumber/>
<SliceNumber/>  
<IsLastSlice>yes/no</IsLastSlice>       
<IsLastData>yes/no</IsLastData>       
<Encryption/>
<Data> </Data>

</TransportRequest>

Figure 2.  The structure of data message 

The acknowledgment message is sent by the receiver to 
confirm the data message issued by the sender. The 
acknowledgment message of the SOAP message body contains 
the following information: SOAPID, the type of 
acknowledgment message(ACKType), the data number 
confirmed(ACKDataNumber),  the slice number 
confirmed(ACKSliceNumber) , IsLastData, IsLastSlice, 
Specific response information(ResponseInfo).The structure of 
acknowledgment message is shown in Figure 3. 

<TransportResponse>
<SOAPID/>
<ACKType/>             
<ACKDataNumber/>       
<ACKSliceNumber/>                              
<IsLastData>yes/no</IsLastData>          
<IsLastSlice>yes/no</IsLastSlice>         
<ResponseInfo></ResponseInfo> 

</TransportResponse>

Figure 3.  The structure of acknowledgment message 

D. The workflow of VSW-SOAP 
Based on variable sliding window, the workflow of the 

SOAP message transmission mechanism can be described as 
follows: 

1) The connection between the sender and the receiver can 
be established through the three-way handshake. The three-way 
handshake can be implemented based on predefined 
transmission protocols and ports. In the three-way handshake, 
the following information are required to provide: SOAP
attachment package specifications, transport protocols, sliding 
window size, the length of slice, timeout interval, the 
maximum number of retransmission once timeout, the data 
slice number in a single SOAP message; 

2) According to the conventions built by three-way 
handshake, the sender and the receiver are initialized, including 
initialization of the sliding window, starting the timers of the 
sender and receiver; 

3) The sender reads data in accordance with the agreed 
length of slice, then packages the data slices into data message, 
places data message in a sliding window to be sent. After the 
transmission process is finished, the sender will wait for 
acknowledgment messages from the receiver; 

4) The receiver receives and parses the data message.
According to the parsing results, the receiver will determine 
whether to place the data into the sliding window or to discard 
the data. Once all data have been received, the sliding window 
will slide and the receiver will send the acknowledge message 
to the sender; 

5) Once the sender receives the acknowledgment message, 
it will parse the SOAP message and determine whether all data 
have been sent according to the parsing results. If not all data 
have been sent, the sender will determine whether to retransmit 
data message or to slide the window in order to read into the 
follow-up data. 

The sender and the receiver will repeat Step 4 and Step 5 
until all data are sent. 

III. THE ALGORITHM OF APPLICATION LEVEL CONGESTION 
CONTROL 

Though the SOAP message transmission mechanism based 
on variable sliding window can effectively improve the 
transmission efficiency, it also has some disadvantages, e.g. it 
can cause network congestion when the data are injected into 
the network too fast. TCP protocol itself has a congestion 
control mechanism. TCP congestion control usually takes the 
following three technologies: slowly start, accelerate the 
decreasing and congestion avoidance [11]. However, because 
TCP is the transport layer protocol, if the application layer still 
uses TCP’s three congestion control technologies and 
frequently changes the size of sliding window, it will lead to 
inefficiency. 

This section proposes an application layer congestion 
control algorithm based on variable sliding window in order to 
ensure the smooth transmission of the SOAP message. The 
algorithm of application layer congestion control is shown in 
Figure 4. 
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Figure 4.  The algorithm of application layer congestion control 

1) When the sender and the receiver establish a connection 
through the three-way handshake, set the maximum(MAX) of 
the sending window size acceptable to both sides, then set the 
sending window size (S)=MAX and the receiving window size 
(R)=MAX; 

2) In accordance with the sending window size, a sliding 
window is used to transmit the SOAP message; 

3) Once the sender receives an acknowledgment message, it 
will determine if the sending window size (S) is less than the 
maximum (MAX) of sending window. If S is less than the 
maximum of sending window, then S = S +1; Otherwise, keep 
the sending window size unchanged; 

4) During transmission, if the retransmission times of a
SOAP message is less than or equal to an experimental value 
(e.g. 3 times), the system will consider that network 
transmission is smooth, then will repeat Step2 to Step 4. 

If the retransmission times of a SOAP message is greater 
than an experimental value (e.g. 3 times), the system will 
consider network congestion, suspend the data transmission for 
DELAY_T, set S=(S+1)/2. At this time if the receiver did not 
receive the message for a long time, the receiver will sleep 
until waken up by the sender. 

5)  Determine the delay time is timeout. If the delay time is 
timeout, then continues to suspend data transmission, or 
proceeds to repeat Step 2 to step 5 until the data transmission is 
completed. 

During the algorithm of congestion control, DELAY_T 
means data transmission pause time which depends on the 
congestion time of current network. If the receiver doesn’t

receive the sender's data for a long time, it will go to sleep state 
or termination state, and finally will be wakened up by the 
sender. 

IV. THE TRANSMISSION RELIABILITY  OF SOAP MESSAGE 

In order to ensure the transmission reliability of the SOAP 
message based on variable sliding window, the following four 
cases will be considered during the specific analysis and design:
loss of data message, loss of acknowledgment message, 
duplicate message and data timeout. 

Once the data message is lost, if the sender still do not 
receive the acknowledgment message after waiting for a certain 
period of time, it will resend the data message. Once the 
acknowledgment message is lost, if the sender still do not 
receive the acknowledgment message after waiting for a certain 
period of time, it will also resend the data message. When the 
receiver receives the duplicate data message, the receiver will 
discard the duplicate message, and resend the confirmation of 
the maximum data slice. Once the receiver waits for data 
messages timeout, the receiver will resend the confirmation of 
the maximum data slice, and then wait for the next timeout. If
the receiver waits more than timeout maximum value, it can be 
seen as failure of the transmission. 

V. SIMULATION 
In VSW-SOAP, the main factors affecting the transmission 

efficiency are as follows: sliding window size S (the sending 
window size Ssender, the receiving window size Sreceiver), the 
data slice length L and the network transport protocol. The 
paper won’t discuss the network transport protocol for it
depends on its realization. 

Ssender is negotiated between the sender and the receiver 
when establishing a connection. Besides, during the 
transmission, the sender and the receiver can also negotiate to 
adjust the sliding window size and the length of data slice 
based on network bandwidth, packet round trip delay, or their 
own hardware and software environment. Sreceiver is decided 
by the receiver. If Sreceiver is less than Ssender, the received 
data is easy to exceed the receiving window range, resulting in 
data frequently discarded; on the contrary, if Sreceiver is 
greater than Ssender, it can cause excessive memory overhead 
although it can cache more data messages. Thus Ssender is best 
equal or similar to Sreceiver. 

A number of test cases are designed to test that S and L 
how to affect the transmission efficiency. The tests are 
conducted using the sliding window size from 1 to 50, and the 
sliding window size is equal to the receiving window size. 
Because the length of slice is restricted by memory size, the 
actual test range of length of slice gradually increases from 
20K to 10M. 

The relationship between the transmitting time and the 
sliding window size is shown in Figure 5. During the test, 
HTTP is used as the transport protocol and the length of slice is 
set 800K. 

It can be seen from Figure 5 that the larger the sliding 
window size, the shorter the transmitting time. When the 
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sliding window size increases to a certain extent, the 
transmitting time will reach an extreme and almost cease to 
decrease. The larger the sliding window size, the more the 
consumption of resources. When the window size increases to 
a certain extent, the memory and CPU processing speed will 
become a performance bottleneck. Under the current test 
environment, when the window size increases from 5 to 10, the 
transmission efficiency has been increased to a better state. In
addition, the sliding window can eliminate the transmitting 
time difference due to the RTT. When window size increases 
to a certain extent, the transmitting time is almost the same 
under the conditions of different RTT. 

Figure 5.  The relationship between the transmitting time and the sliding 
window size 

The relationship between the transmitting time and the 
length of slice is shown in Figure 6. For the test, RTT is equal 
to 100ms and the window size is 6. The length of slice 
gradually increases from 20Kbytes to 10Mbytes. 

Figure 6.  The relationship between the transmitting time and the length of  
slice 

It can be seen from figure 6 that the greater the length of 
slice, the shorter the transmitting time.  When the length of 
slice increases to a certain extent, the transmitting time will 
reach an extreme and almost ceases to decrease. Obviously, the 
length of slice is restricted by the memory, transmission 

concurrency and CPU processing capacity. Therefore, the 
length of slice must be set an appropriate value according to 
practical requirement. Under the current test environment, 
when the length of slice increases to 400K, the transmission 
efficiency has been increased to a better state. 

VI. CONCLUSION

As an extensible lightweight message processing 
framework, SOAP has become a de facto standard for 
information exchange in the open network environment.  As a 
SOAP message transmission mechanism based on variable 
sliding window, VSW-SOAP can effectively improve the 
transmission efficiency. On the basis of the analysis of the 
problems faced by data exchange based on SOAP, this paper 
puts forward the SOAP message transmission mechanism 
based on variable sliding window, designs an application level 
congestion control algorithm and discusses the transmission 
reliability of SOAP message. Simulation results show that 
transmission efficiency is effectively improved by a reasonable 
set of parameters of the variable sliding window. With the 
further development of Web applications such as e-commerce,
the VSW-SOAP will also play a greater role. 
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Abstract—Door passing is the basic capability of an intelligent
wheelchair. This paper presents a novel approach to address the
door passing issue using Bézier curve based trajectory planning.
The planed path consists of two segments: one from corridor
to door and the other from door to the goal position. For each
segment, an optimal Bézier curve is generated as a reference
trajectory for an intelligent wheelchair to travel smoothly and
accurately subject to corridor constraints, curvature limitation
and obstacles. The simulation is conducted to verify the feasibility
of the proposed approach, and the results show a good perfor-
mance in terms of tracking accuracy and good maneuverability.

Keywords-Door passing; Bézier curve; optimization; trajectory
planning; obstacle avoidance

I. INTRODUCTION

Door passing is considered as the fundamental capability of
intelligent wheelchairs that are operated in an indoor environ-
ment. The wheelchair users are normally elderly and disabled,
who may suffer some types of disabilities such as Parkinson’s
disease. They have difficulty in operating wheelchair using
a traditional joystick, not to mention to pass through the
constrained doorway. Therefore, there is great demand that
the intelligent wheelchair could autonomously travel through
confined and narrow doorways without user intervention or
carer supervision.

In general, this problem can be addressed by two typ-
ical methods - obstacle avoidance and trajectory planning.
Among all the methodologies solving obstacle avoidance,
potential field based method gains the most popularity [1]–
[3]. Although it provides an elegant solution to the obstacle
avoidance problem, it has the disadvantage of falling into a
local minimum as well as being undulating in some singularity
point which is unacceptable for the wheelchair, as human
being sitting on the wheelchair will feel uncomfortable in this
circumstance. Meanwhile, some existing wheelchairs provide
the door passage mode, such as the TAO one [4]. However, to
the best of our knowledge, they all use the range finder sensor,
e.g., infrared, to detect the door frame and avoid it at a low
moving speed and the curvature of the traveling trajectory is
not smooth and continous [4].

Recently, a trajectory planning based method drives the
wheelchair to follow a desired path. Due to the small ratio
of the door width to the wheelchair width (only about 300
mm access space for the wheelchair [5], see Fig. 1), it is

Fig. 1. Wheelchair in the doorway

difficult for the wheelchair to pass through the door at every
heading direction. A frontier point method integrated with
simultaneous localization and mapping was used for door
passing of wheelchair in [6]. However, it needs to continuously
generate the mean frontier points, which makes the curves
not smooth and time consuming. A Case-Based Reasoning
method for door passing was also presented in [7]. But it
neither considered the smoothness of the trajectory nor the
narrow structure of the doorway.

In order to produce a smooth trajectory, trajectory planning
based on circular arc [8], spline [9] and Bézier curves [10],
[11] can be adopted. Jolly et. al [10] proposed an efficient,
Bézier curve based approach for the trajectory planning of a
mobile robot, considering the boundary conditions, velocity
limitation, etc. Choi et. al in [11] presented two trajectory
planning algorithms based on Bézier curve for autonomous
vehicles with constraints produced by waypoints and corridor
width. However, it regards the vehicle as the particle, which is
infeasible for the door passing of the wheelchair, in addition
the obstacle avoidance has not been taken into account.

This paper intends to propose an efficient strategy for an
intelligent wheelchair to pass through the narrow doorway in
real time and with the greatest possible success. It introduces
the Bézier curve based trajectory planning and the constrained
optimization to generate smooth trajectories for the wheelchair
to follow without significantly reducing the speed. Moreover,
the proposed scheme can avoid the static obstacles while
moving to the destination.
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Fig. 2. A cubic Bézier curve defined by four control points

The rest of this paper is organized as follows. Section
II gives a brief introduction about the Bézier curve. The
door passing strategy is elaborated in Section III, where the
problem description, trajectory planning based on Bézier curve
as well as the wheelchair control are presented. Section IV
presents the simulation results which verify the feasibility of
the proposed door passing strategy based on Bézier curves.
Finally, a brief conclusion and future work are presented in
Section V.

II. BÉZIER CURVE

Nowadays, Bézier curve as a powerful and efficient tool has
been widely used in computer graphics, animation and fonts
because of its capacity of smoothing [12]. The Bézier curves
can be formulated as

B(t) =

n∑
i=0

bi,n(t)Pi, t ∈ [0, 1] (1)

where the polynomials

bi,n(t) =

(
n

i

)
ti(1− t)n−i, i = 0, . . . n (2)

are known as Bernstein basis polynomials of degree n, and the
binomial coefficient,

(
n
i

)
is expressed as Cn

i . The points Pi are
called control points for the Bézier curve. The polygon formed
by connecting the Bézier points with lines, starting with P0

and finishing with Pn, is called the Bézier polygon (or control
polygon). The convex hull of the Bézier polygon contains the
Bézier curve. The Bézier curves of degree 1, 2 and 3 are
called linear, quadratic and cubic Bézier curves respectively,
and quadratic and cubic Bézier curves are most common.

The reasons for why Bézier curves can be ideally used
for trajectory planning in robotics rest with the following
properties of Bézier curve:

• The curve begins at P0 and ends at Pn. This is the so
called endpoint interpolation property.

• The start (end) of the curve is tangent to the first (last)
section of the Bézier polygon.

These two properties are exactly the requirements of trajectory
planning given two points(start and goal points). The quadratic
curve and other curves of higher degree can satisfy with the
requirements. However, the quadratic curve is less flexible

than cubic curves, and higher degree (more than 3) curves are
more computationally expensive to evaluate. Therefore, in this
paper, to make a balance between flexibility and computational
expense of the proposed curve, cubic curves are chosen as the
Bézier curves for trajectory planning for the wheelchair to pass
the doorway.

According to (1) and (2), the cubic Bézier curve defined by
four control points P0(A0, B0), P1(A1, B1), P2(A2, B2) and
P3(A3, B3) in Fig. 2 can be expressed as

B(t) =
3∑

i=0

bi,n(t)Pi , t ∈ [0, 1]

= (1− t)3P0 + 3(1− t)2tP1 + 3(1− t)t2P2 + t3P3

(3)

As we only consider 2-D environment, the cubic Bézier curve
can be specified in the form of B(t) = (x(t), y(t)) where

x(t) = A0(1−t)3+3A1(1−t)2t+3A2(1−t)t2+A3t
3 (4a)

y(t) = B0(1−t)3+3B1(1−t)2t+3B2(1−t)t2+B3t
3 (4b)

III. DOOR PASSING STRATEGY

A. Problem Description

We consider the door passing problem of a wheelchair as a
trajectory planning problem. As long as the wheelchair is able
to follow the designed path which passes through the doorway
without colliding with the door wall as well as other obstacles,
then the door passing problem will be well solved. As can be
seen in Fig. 3, the wheelchair in the corridor intends to traverse
the door on its left side and reach the target in the room. To
successfully achieve this goal, the door passing strategy should
comply with the following criteria:

• The actual trajectory of the wheelchair has to be graceful
and smooth without oscillating or ambiguity, as shown in
Fig.3, where the red line represents the desired trajectory
in which no obstacles are in the way, and the blue dash
line represents the desired trajectory avoiding obstacles.

• Due to the mechanical constraints of the wheelchair, the
curvature of the trajectory needs to be limited to certain
ranges so that the turning rate will not be too high.

• It is easy for the wheelchair to bump into the door frame
if the heading of the wheelchair is not perpendicular
to the door plane because of the large volume of the
wheelchair. Therefore, it is demanded that the heading of
the wheelchair is perpendicular to the door plane when
the wheelchair arrives at the Pd point.

We propose the general methods for the wheelchair to pass the
doorway as: first, dividing the whole trajectory PsPdPt

�
into

two parts - PsPd

�
and PdPt

�
; second, designing the desired

trajectory PsPd

�
and PdPt

�
independently based on Bézier

curve, to make sure each trajectory meet with the criteria
stated above; finally developing an algorithm to control the
wheelchair to follow the desired trajectory.
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Fig. 3. The schematic description of door passing process of a wheelchair.
The red line represents the desired trajectory where no obstacles are in the
way, and the blue dash line represents the desired trajectory avoiding obstacles.
Ps represents the current position of the wheelchair, Pd is the middle position
of the door, and Pt is the target position that the wheelchair is supposed to
reach.

B. Trajectory Planning based on Bézier Curve

In this subsection, the trajectory planning for door passing
is presented. Its key idea is that the control points which
totally define the shape of the Bézier curve are determined
using optimization method. The merit of this method lies in
the minimum curvature changes of the curve, satisfying the
various constraints of the wheelchair and environment and
providing the smoothest Bézier curve.

The trajectory planning strategies are divided into two
categories depending on whether there is an obstacle. In Fig.3,
let Hs, Hd and Ht denote the headings at the positions Ps, Pd

and Pt respectively, and denote the control points of PsPd

�
and

PdPt

�
to be Pci and Pri, i ∈ 0, 1, 2, 3, respectively. Then, the

trajectory planning is required to generate the cubic Bézier
curves which connect the points Ps, Pd and Pt with the
orientations Hs, Hd and Ht. Because the target in the room is
obstructed by the wall, the wheelchair cannot decide the exact
position of the target until it closes to the door. Therefore, the
whole trajectory PsPdPt

�
has to be divided into two segments -

PsPd

�
and PdPt

�
, for which the Bézier curve based trajectories

are independently designed.
1) Trajectory Planning without Obstacle: The trajectory

planning without obstacle only needs to consider the positions
and headings of the beginning and end points of each Bézier
curve. There is no demand for obstacle avoidance.

a) Segment from Corridor to Door: When the desired
door is detected, the wheelchair uses its current position Ps,
the middle of the door Pd and their corresponding orientations
to perform the optimization based control point estimation.
The door detection can be achieved by some established tech-
niques, such as computer vision. Since Ps and Pd correspond
to the control points Pc0 and Pc3 respectively, which are
known, the parameter estimation only needs to calculate Pc1

and Pc2, which completely determine the shape of the curve
once given Pc0 and Pc3.

In order to meet the aforementioned requirements, several

constraints are devised for the optimization according to the
environment and the reality. They are summarized into three
types.

i) Corridor structure. In reality, the wheelchair should al-
ways be within the corridor while it is turning to the doorway.
Therefore, the planned trajectory has to be constrained by
the physical structure of the corridor, such as corridor width.
Owing to the convex property of Bézier curve, the course can
completely lie in the corridor once all the control points are in
it. Therefore, the boundary constraint is that Pc1 and Pc2 can
only be chosen from the corridor area. This can be formulated
as

Pc1 ∈ C Pc2 ∈ C (5)

where C is the region of the corridor. With this requirement,
the produced path can be constrained in the corridor.

ii) Orientations. Since the trajectory planning begins with
the heading Hs, the slope of tangent line of the designed
Bézier curve at position Pc0 should equal Hs. Similarly, the
tangent line at Pc3 should be the normal of the door at the
middle in order to overcome the small ratio of door width to
the wheelchair’s. Therefore, the possible ranges of Pc1 and
Pc2 can be further reduced to one dimension by the means of
this idea. In other words, the Pc1 and Pc2 must respectively
locate on the tangent lines at positions Pc0 and Pc3 due to the
aforementioned second property of Bézier curve in Section II.
Moreover, Pc1 has to be searched along the direction of Hs,
while Pc2 only can lie on the opposite direction of Hd. Hence,
the constraints are

θ0 = arccos

( −−−−→
Pc0Pc1 ·Hs

‖
−−−−→
Pc0Pc1‖ · ‖Hs‖

)
= 0 (6a)

θ3 = arccos

( −−−−→
Pc2Pc3 ·Hd

‖
−−−−→
Pc2Pc3‖ · ‖Hd‖

)
= 0 (6b)

These restrictions ensure that the Bézier curve determined by
Pc1 and Pc2 can join the starting and end points Pc0 and Pc3

with the desired orientations Hs and Hd.
iii) Complete convexity. The curvature limitation described

in III-A requires that there is no sharp bend or sudden change
of curvature in the curve. Thus, the Bézier curve is better to be
completely convex. It has been known that a Bézier curve is
completely convex if its control polygon is convex. Therefore,
Pc1 and Pc2 have to be constrained to guarantee the complete
convexity of the curve. The cross product method is introduced
in this proposed strategy to fulfill this convex requirement.
The cross products ω1 and ω2 of vectors

−−−−→
Pc0Pc1,

−−−−→
Pc1Pc2 and

−−−−→
Pc2Pc3 are

ω1 =
−−−−→
Pc0Pc1 ×

−−−−→
Pc1Pc2 (7a)

ω2 =
−−−−→
Pc1Pc2 ×

−−−−→
Pc2Pc3 (7b)

Therefore, the constraint of the complete convexity is

sign(Zω1
) · sign(Zω2

) > 0 (8)

where sign(Zωi
), i = 1, 2, are the rotation direction of the

ωi.
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The constrained optimization problem is to find the control
points Pc1 and Pc2 which make the curve smooth. Then, the
curvature and the rate of its change should be as small as
possible. According to (4), the curvature of a Bézier curve
with respect to t is

κ(t) =
1

ρ(t)
=

ẋ(t)ÿ(t)− ẏ(t)ẍ(t)

(ẋ2(t) + ẏ2(t))3/2
(9)

where ρ(t) is the radius of curve. Therefore, Pc1 and Pc2

can be computed by the following constrained optimization
problem, which is subjected to (5), (6) and (8):

min
Pc1,Pc2

∫
1

0
[(κ(t))2 + (κ̇(t))2]dt (10a)

s.t. (5) (6) (8) (10b)

where κ̇(t) is the first derivative of curvature. The interior
point method is introduced in this study to solve all the
optimization problems. Thus, the calculated Pc1 and Pc2

can meet the various requirements and provide an optimal
trajectory planning for the first part PsPd

�
.

b) Segment from Door to Target: When the wheelchair
arrives in the doorway, it is expected to be at the center
of the door with heading being perpendicular to the door.
However, because of the disturbances and the control errors,
the final position and orientation of last step may not coincide
with the desired ones even though the errors may be small
under an efficient control strategy. In order to satisfy the third
requirement in III-A, the true heading Ha

d needs to be adjusted
to the perpendicular direction of the door before addressing the
trajectory planning PdPt

�
.

This trajectory planning from door to target should start
from the true position PT

d with the heading Ha
d in order to

maintain the smoothness of the intersection of the two Bézier
curves. Moreover, the PT

d and Pt correspond to the control
points Pr0 and Pr3 of the Bézier curve respectively. The main
idea of this trajectory planning from door to target is similar
to the segment from corridor to door except some specified
constraints. The constrained optimization problem of this part
is

min
Pr1,Pr2

∫
1

0
[(κ(t))2 + (κ̇(t))2]dt (11a)

s.t. Pr1 ∈ R Pr2 ∈ R (11b)

arccos

(
−−−−→

Pr0Pr1·H
a

d

‖

−−−−→

Pr0Pr1‖·‖H
a

d
‖

)
= 0 (11c)

arccos
(

−−−−→

Pr2Pr3·Ht

‖

−−−−→

Pr2Pr3‖·‖Ht‖

)
= 0 (11d)

sign(Zω3
) · sign(Zω4

) > 0 (11e)

where R is room area, and Zωi
, i = 3, 4, are the cross

products of vectors
−−−−→
Pr0Pr1,

−−−−→
Pr1Pr2 and

−−−−→
Pr2Pr3. (11b) is

the room boundary constraint, which bounds the planned
trajectory by setting the the control points Pr1 and Pr2 in
the room area. As the orientation and complete convexity
constraints, (11c), (11d) and (11e) are respectively very similar
to (6a), (6b) and (8) in terms of format and functions. Since
the initial value of the optimization problem highly decides if
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Fig. 4. The position error of the wheelchair is calculated from a point F ,
which is projected in front of the vehicle with a distance of t, and unto the
desired trajectory to point S [11].

the global minimum can be reached, the beginning point of
the period PT

d is used as the initialization for Pr1 and Pr2.
2) Trajectory Planning with Obstacle: It is well-known that

the door crossing is more difficult for the wheelchair with
an obstacle around and this scene is common in practice.
In general, the typical techniques divide the door crossing
problem into two phases: first, the wheelchair is driven to
the area near the door, avoiding the obstacle; then, the door
crossing strategy is designed to pass the doorway successfully.
However, the special obstacle avoidance step is redundant,
especially for the static obstacle, when a one step method is
adopted to efficiently address the door passing with obstacle.

This approach also transforms the door crossing with obsta-
cle into the optimization problem, and it is mainly based on the
aforementioned trajectory planning. However, the planning of
the Bézier curve has to be adjusted according to the obstacle.
Assume the static obstacles are distributed as Fig.3. Then, the
problem can be addressed by adding an additional constraint
to the optimization problem (10) and (11):

(y(tk)− yo)
2 + (x(tk)− xo)

2 > d2r

tk ∈ [0, 1], k ∈ [1, 1000]
(12)

where x(tk) and y(tk) are the discrete points sampled
from (4), and dr, which depends on the dimensions of the
wheelchair and the obstacle, is the allowable minimum dis-
tance between the wheelchair and the obstacle. The computed
control points Pc1, Pc2, Pr1 and Pr2 under the above constraint
can provide the desired pathes for the wheelchair to pass the
door with obstacle avoidance.

C. Wheelchair Control

In order to drive the wheelchair to track the desired tra-
jectory, a feedback control principle using PID controller is
adopted. The position error between the actual position of the
wheelchair and the reference trajectory is used as the input of
the PID controller. As can be seen in Fig.4, and a point F

ahead along the heading of the wheelchair with a distance of
Z is used to define the position error, F is projected onto the
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TABLE I
THE INPUT PARAMETERS FOR EACH TRAJECTORY

Ps(m) Pd(m) Pt(m) 1(Hs, Hd) 2(Hs, Hd) 3(Hd, Ht) 4(Hd, Ht)

A (0.1,1.3) (1.6,1.8) (0.0,3.5) (-20,90) (-40,90) (90,160) (90,200)

B (0.1,1.3) (1.6,1.8) (3.4,3.5) (-10,90) (10,90) (90,20) (90,-20)

reference trajectory at point S such that FS is perpendicular
to the tangent at S. The position error is then represented
by the distance Derr between point F and S. The cross
track error Cerr is defined by the shortest distance between
the desired trajectory and the position of the center of the
gravity of the wheelchair (xr, yr), and Cerr will be adopted
as the indication of the control performance in the simulation
analysis in Section IV.The position of the wheelchair (xr, yr)
is assumed to be estimated by other techniques such as SLAM
algorithms.

In this paper, the longitudinal velocity V is considered as
constant, and the angular rate ω as the control output of the
PID controller. The discretized PID controller can be expressed
as

ω = kpD
k
err + kiTs

k∑
i=1

Di
err +

kd

Ts

(Dk
err −Dk−1

err ) (13)

where kp, ki and kd are proportional, integral and derivative
gains respectively, Dk

err is the current position error, and Dk−1

err

is the position error of last time instance. The reason for why
Derr rather than Cerr is used as the input of the PID controller
lies in the fact that the required kp for compensating the same
quantity of Cerr is much larger than that of Derr, and the
larger kp is more likely to cause system oscillation.

IV. SIMULATION RESULTS

In order to verify the proposed Bézier curve door passing
strategy, simulation work has been conducted. First we carried
out two simulation scenarios, namely Scenario A and B, where
no obstacles are considered. For each scenario, four different
reference trajectories are determined by our Bézier curve based
trajectory planning algorithms using optimization technique.
The parameters such as the starting position of the wheelchair
and its heading, the target position and the heading should be
given for determining each reference trajectory.

The required parameters for each reference trajectory are
listed in Table I, where Ps, Pd and Pt represent the coordinate
of starting point in corridor, the coordinate of the middle
of the door and the coordinate of the target point in the
room respectively. 1(Hs, Hd) represents the heading of the
starting position and the end position for trajectory 1, and
the same meaning goes with other i(Hs, Hd) or i(Hd, Ht)
with i being the ith trajectory. Using these parameters as the
inputs, the Bézier curve based trajectory planning strategy is
able to calculate the optimized smooth reference trajectory
for the wheelchair to follow gracefully. The PID controller,
whose gains are selected to be kp = 0.01, ki = 0.001 and
kd = 0.001, is then adopted to drive the wheelchair to track
the reference trajectory.
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Fig. 5. Reference trajectory and actual trajectory of wheelchair.

Fig. 5 shows the calculated reference trajectories and their
corresponding actual trajectories of the wheelchair given the
parameters in Table I. As can be seen, several conclusions
can be drawn: 1) All the optimized reference trajectories
satisfy with the constraints mentioned in Section III-B. That is:
first, the wheelchair always is within the corridor; second, the
tangent of the Bézier curve at the starting position is equal to
the heading of the wheelchair, and the same situation goes with
the target position; the control polygon of the designed Bézier
curve is convex. 2) The optimized reference trajectories are
smooth. 3) The actual trajectories precisely track the reference
trajectory, although there are small tracking errors (can be seen
from the amplified part of trajectories). With this fact, the basic
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Fig. 6. The angular rate and the tracking errors for each trajectory in Scenario
A

goal of door passing is successfully achieved.
To analyze the smoothness and the accuracy of the actual

trajectories that the wheelchair follows, the angular rate ω

and the distance error Derr with respect to the Bézier curve
parameter t for each trajectory in Scenario A are shown in
Fig. 6a and Fig. 6b respectively. It can be seen that there is
no sharp change of the angular rate, which demonstrates the
wheelchair is able to move smoothly. The maximum tracking
error is about 55 mm, which is both reasonable and acceptable,
indicating the relatively high accuracy of the tracking. In order
to validate the scheme with obstacle, a scenario where two
obstacles are separately distributed in the corridor and room
is simulated, see Fig. 7. The blue circles are obstacles, and
the widths of wheelchair, corridor and door are assumed to
be 75, 160 and 90 centimeters respectively. Compared the
trajectory planning without obstacle, which is denoted by the
red dash line, with the one affected by the obstacle, which is
represented by the diamond and square dash lines, it can be
seen that the wheelchair can dynamically adjust its planned
trajectories according to the position of the obstacle, avoiding
the obstacles and still reaching the destination smoothly.

V. CONCLUSIONS

In this paper, a novel method is proposed to address the
tough door crossing problem of the wheelchair. It introduces
the Bézier curve based trajectory planning and optimization
to produce a smooth and reasonable reference trajectory for
the wheelchair to follow. Its merit is that it sufficiently
considers the various constraints of the wheelchair and the
environment, and can perform the door crossing with graceful
and smooth trajectories even hindered by the obstacles. The
good performance of the proposed approach is also verified by
the means of simulation. It is not limited to the wheelchair,
but also can be used for the various mobile robots which
intend to pass the narrow door. Our future work will focus
on implementing the proposed approach on a real wheelchair.
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Abstract—This paper presents a methodology to solve for-
mation flight problem for unmanned aerial vehicles (UAVs). It
employs a unique “extension-decomposition-aggregation” scheme
to transform the overall complex formation control problem to a
group of sub-problems. The decentralised formation longitudinal
and lateral autopilots are designed to support the implementation
of the formation flight and manoeuvring of UAVs. Simulation
studies have been carried out to verify the performance and
effectiveness of the presented cooperative flight strategy.

Index Terms—Cooperative flight; Decentralised control; For-
mation autopilot; Unmanned aerial vehicle

I. INTRODUCTION

Research in cooperative flight control of multi-aircraft sys-
tems has attracted growing interest in recent years. After
NASA launched the Autonomous Formation Flight (AFF)
program, extensive research and development work has been
carried out. One of the experiments was conducted by Dryden
Flight Research Center, which demonstrated that an F/A-18
flying in the wingtip vortex behind another F/A-18 exhibited a
14% fuel savings [1]. In addition, in [2], the authors presented
the benefits that birds “V” shape formation flying brings to
energy saving compared to isolated flying, because of the
reduction in induced flying drag. Further, its implications are
very significant, not just for fuel and energy saving but for
other future applications in civilian and military domains. For
instance, formation flight can be used to handle increase in
air traffic around airports through civil aeroplane formation
taking-off and landing to increase use efficiency of airport
runway, and applications in military field include aerial re-
fuelling, aircraft logistics, air formation patrol, and carrier
landing systems.

Successful formation flight requires the solution of the
formation control problem. A number of approaches have been
proposed in the literature. For instance, in [3] and [4], the
decentralised behaviour-based approach which was inspired by
the study of animal behaviour was applied to a group of mobile
vehicles. In [5], the leader-following strategy was employed,
which has been widely used to deal with the aircraft formation
flight control. Virtual structure approach for synchronising
UAV position tracking control and for maintaining formation
geometry was presented in [6]. Further, the authors have
introduced the extension-decomposition-aggregation (EDA)
formation control strategy in [7] to translate the complex
formation control problem into a group of sub-problems which

are simpler to solve. There, the EDA scheme was applied to
the formation control of a point mass robot in the horizontal
plane.

In this paper, the EDA strategy is further extended and
applied to the complex cooperative flight control of UAVs. A
nonlinear Aerosonde UAV model is linearised about specific
trim conditions, and the multivariable H∞ control methodology
based on linear matrix inequalities (LMI) is then employed
to design the longitudinal and lateral formation controllers to
maintain the corresponding formation stability. Additionally,
proportional-integral (PI) compensators are designed to elimi-
nate steady-state formation errors. Simulation studies showing
formation manoeuvres have been performed to demonstrate
the effectiveness of the proposed method and the formation
stability.

This paper is organised as follows. Section II presents the
problem formulation and preliminaries. Section III proposes
the EDA formation control methodology, whilst Section IV
describes the decentralised longitudinal and lateral formation
autopilots design. Section V reports the implementation and
simulation results. Finally, concluding remarks and sugges-
tions for future work are provided in Section VI.

II. PROBLEM FORMULATION AND PRELIMINARIES

Consider a group of three UAVs flying in a specified
formation as depicted in Fig. 1. A reference vehicle (RV) in
the group can be selected by a consensus between the UAVs.
Note that the RV is different from the leader vehicle in the
leader-following approach, since it is mainly used to define
the local formation coordinate system (LFCS), which is a
convenient way of describing a formation, a simple illustration
being shown in Fig. 1.

In contrast to the earth axes frame (XE , YE , ZE ) and the
fixed body axes frame (XB, YB, ZB), the LFCS-axes, (XL,YL,ZL)
are always aligned with the vehicle body axes of the RV.
This implies that the LFCS axes always vary with the RV’s
position and direction. From Fig. 1, the position vector of the
ith vehicle in the LFCS is defined as pLi = [pLix, pLiy, pLiz], and
the desired formation can then be mathematically expressed as
Fd = [pL1;pL2; · · · ;pLN ], where L represents the LFCS and N
is the number of vehicles in the formation.

However, it is not enough to describe a formation by
only defining the position in the LFCS, since the motion of
UAVs in 3D has six degree-of-freedom (6-DOF) defining the
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positions and attitudes. Thus, a complete formation definition
in Euclidean space is given by,

Fd = [pL1;pL2; · · · ;pLN ]
x̃i = [φi,θi,ψi, · · · ]T : i = 1,2, · · · ,N.

(1)

where φi, θi and ψi are the roll, pitch and yaw angles respec-
tively constituting the attitude of the ith individual vehicle.
Note that the above attitude angles are just partial elements of
the state vector x̃i of the ith vehicle. when a formation change
is needed, x̃i must generally be regulated by the formation
control algorithm. Subsequently, all vehicles within the group
will achieve their new desired relative distances. This implies
that stabilising relative positions in a formation is a sufficient
condition to achieve equal attitude angles. Thus, the primary
function of formation control is to maintain the stability of
the relative positions by controlling the states of each vehicle
(such as the attitude angles above).

III. FORMATION CONTROL METHODOLOGY

A. Novel strategy for decentralised formation control

It has been recognised that complex systems can be de-
composed into subsystems of lower dimensionality, and those
individual subsystem solutions are then combined in some way
to provide an overall system response. Motivated by this idea,
the EDA scheme proposed in [7] is described in detail here,
and Fig. 2 shows the overall process.
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For the case of multi-vehicle formation control, each ve-
hicle is a separate entity in the formation space, i.e. there
is generally no explicit relationship among the vehicles to
represent their formation statuses. The strategy here is to
introduce a virtual additional system (VAS), which has three
main functions: (1) to build a relationship between the isolated
vehicles leading to a new overall vehicle formation control
system, (2) to involve the desired formation variables or pa-
rameters in the overall formation control system, which could
be combined with the related individual vehicle model, and
(3) to support the subsequent decomposition, and to simplify
stability analysis of the overall formation. Note that the VAS is
merely an algorithm to act as an “interaction bridge” providing
each vehicle with the capability of sensing its local-formation
states, which can then be used in the formation control design.

Since the overall formation system involving many variables
is difficult to handle as a whole, it is natural to decompose it
into several local-formation subsystems. However, it is noted
that there is no general systematic procedure for decomposing
such a complex dynamical system. Here, using physical insight
the overall formation system is decomposed into N individual
subsystems, each being called an individual augmented sub-
system (IAS) since it combines the individual vehicle model
and the local-formation variables. Thus, the initial overall
complex formation control problem can now be redefined in
terms of stability and set-point tracking for all the decomposed
IASs.

In order to analyse the stability of the overall formation, a
viable idea is to select a scalar Lyapunov function as an index
to represent the stability of each IAS. These indices are then
aggregated to mathematically analyse the stability of the over-
all formation system through the Lyapunov theory. This also
brings about a considerable reduction in the dimensionality
of the formation stability problem. However, the focus in this
paper is on the performance of the proposed formation control
system and therefore the stability analysis is not shown here.

B. A candidate VAS: coupled multiple pendulums

To meet the requirements of the additional system, a
virtual multiple-inverted-pendulum system was employed in
the original algorithm [7]. However, here a virtual coupled-
multiple-pendulum system (CMP) shown in Fig. 3 is used to
demonstrate the flexibility of the proposed approach. Here, the
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Fig. 3. Coupled multiple pendulums system

CMP consists of N cart-mounted pendulums coupled by N−1
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springs, and the model of the individual pendulum within the
CMP is given by (2),

Jε̈ =−Bcε̇ −mla · cosε −mgl sinε +W (2)

where J = I+ml2 = 4ml2/3, I = ml2/3 is the inertial moment
of pendulum, ε stands for the deflection angle of each pendu-
lum, Bc is the viscous damping constant at the pivot point, a
represents the acceleration, l is the length from the pivot to the
gravity centre, m and g represent the mass and the gravitational
constant respectively, and W is the resultant torque from the
connected springs.

In Fig. 3, each cart of the CMP system can be associated
with a vehicle in the formation. The spring connecting two
pendulums corresponds to the communication channel be-
tween two vehicles, where the magnitude of the torque from
the spring force depends on the spring coefficient (ks), the
free or natural length (lκi ), and the relative distances between
the vehicles. Based on these associations, one approach for
constructing the relationship is to consider lκi as the desired
formation parameter. Thus, if a formation is disturbed, the
force or torque which is caused by the springs must then
impact the pendulums, resulting in a change in their deflection
angles, εi. This implies that the variation of εi is a reflection of
the formation error. Thus, the aim of the individual formation
control for each IAS is to regulate the deflection angle by
manipulating the vehicle states. This will automatically cause
the spring to return to its balanced state, i.e. the formation
becomes stable. If all the springs return to their natural states
or all the deflection angles are equal to zero, this in turn
implies that the formation is stable with zero formation error.

Since the CMP is a virtual system, its parameters can
be altered by the control algorithm according to the phys-
ical dynamics and engineering design requirements of the
formation. For example, if the natural length of the springs
are dynamically re-defined, the overall vehicle formation will
likewise be changed. One of the most interesting aspects
of this strategy is that it can be applied to handle vehicle
collisions and the desertion problem, both of which are of
prime importance in the motion of multiple vehicles. However,
this is not discussed here due to lack of space. Recalling
the EDA scheme shown in Fig. 2, the overall system is then
partitioned or decomposed at the spring positions to obtain the
IASs as explained in the next section.

IV. DECENTRALISED FORMATION AUTOPILOT DESIGN

A. Modelling of longitudinal and lateral IASs

Following the standard convention, the 6-DOF aircraft dy-
namics is approximately decomposed into its longitudinal and
lateral components. The longitudinal motion occurs within
the plane of symmetry of the aircraft, whereas the lateral-
directional motion occurs outside of this plane of symmetry.
Based on this separated characteristics and the scheme of
EDA, the longitudinal IAS and the lateral IAS can in general

be expressed by (3) and (4) respectively.{
˙̃xlong = f (x̃long,δlong)

ε̈long =−Bc
J ε̇long − mgl

J sinεlong − ml
J along · cosεlong +

1
J ·Wlong

(3){
˙̃xlat = g(x̃lat ,δlat)

ε̈lat =−Bc
J ε̇lat − mgl

J sinεlat − ml
J alat · cosεlat +

1
J ·Wlat

(4)

where x̃long, x̃lat are the state vectors of the longitudinal and
lateral dynamics, δlong, δlat are their input vectors, f (·) and
g(·) are the analytic functions modelling the dynamics of an
UAV, εlong and εlat are considered as the variables reflecting
their local-formation errors, and along and alat are referred to
as the longitudinal and lateral accelerations respectively in the
inertial reference system.

The designed control framework of an individual aircraft
formation system is illustrated in Fig. 4. Here, each plant
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Fig. 4. Longitudinal and lateral autopilots framework

or so-called longitudinal IAS is generated by combining the
longitudinal model with a virtual pendulum (VP) system, and
the lateral IAS is obtained likewise. The exogenous inputs
Wlong and Wlat are derived from the longitudinal and lateral
formation change or error, and are assumed to be bounded
disturbances to the IASs.

The nonlinear models of the longitudinal and lateral IASs
in (3) and (4) can be generally linearised about some specific
trim conditions of the aircraft, into corresponding reduced-
order state-space equations as shown in (5),

ẋlong = Alongxlong +B1 longWlong +B2 longulong
ẋlat = Alatxlat +B1 latWlat +B2 latulat

(5)

where xlong = [x̃long,εlong, ε̇long]
T and xlat = [x̃lat ,εlat , ε̇lat ]

T are
the states of the longitudinal and lateral IASs respectively,
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which are the augmented vectors from the vehicle states x̃long
and x̃lat . Similarly, Wlong and Wlat are augmented vectors
from Wlong and Wlat respectively, whereas ulong and ulat
correspond to the control input vectors in the longitudinal and
lateral directions.

B. Lateral formation autopilot design

For the lateral formation autopilot, the lateral formation
motion in the (XL,YL) plane is considered. As shown in
Fig. 4, the proposed lateral formation autopilot consists of
two components: the multivariable lateral formation controller
and the lateral compensators. Here, the former is designed by
using the LMI-based H∞ robust control methodology [8], [9],
[10], to compute the control signals (δa lat and δr lat ), maintain
the stability of the lateral IASs and reject the disturbances
(Wlat ). However, it is noted that although these controllers
maintain the stability of the lateral formation, zero steady-state
formation error cannot be guarantee because of the system
type. This is why PI-based lateral compensator given by (6)
is supplemented for eliminating this error,

D(s) = Kp(1+Ki
/

s) (6)

where Kp and Ki are the proportional and integral parameters
respectively, which are individually tuned for each of the roll,
heading and lateral formation compensators.

Since the convergence of the roll and heading angles is a
necessary condition for the stability of the overall formation
system, the roll and heading compensators guarantee the roll
and heading angles to asymptotically converge to φre f and ψre f
respectively. The nominal value of φre f is usually set to zero
during normal operation, whereas ψre f depends on vehicle’s
particular role in the formation. For instance, if the current
vehicle is RV, ψre f can be calculated by a guidance algorithm,
otherwise it should be the same as the heading angle of RV
(ψRV ). In addition, since the local-formation variable, εlat , is
a reflection of the lateral formation change, the respective
formation compensator is also required to converge εlat to
εlat re f which should be regulated to zero to ensure no steady-
state formation error.

As shown in Fig. 4, the resultant of the complete inputs, δa
and δr, for the lateral dynamics can be expressed by (7).

δa = δa lat +δa ϕ
δr = δr lat +δr ψ +δr ε

(7)

These control signals can then drive the individual UAV to
maintain the stability of the lateral formation and compensate
the steady-state lateral formation error.

C. Longitudinal formation autopilot design

The longitudinal formation autopilot deals with the longi-
tudinal formation motion in the (XL,ZL) plane. It is generally
more complicated than the lateral formation autopilot because
the airspeed plays a significant role in different stages of
the flight, such as take-off, climb/descend and altitude hold
stages. The designed strategy here is that the formation altitude

steady-state error is regulated by the pitch angle, and the for-
ward formation steady-state error is eliminated by regulating
the airspeed.

In Fig. 4, the longitudinal formation autopilot consist of
two components: the longitudinal formation controller and the
longitudinal compensators. The former can be also developed
by using the LMI-based H∞ control methodology to compute
the control signals (δe long and δth long) to guarantee the
stability of the longitudinal formation, and the latter is em-
ployed to eliminate the steady-state errors of the altitude (H),
the airspeed (V ) and forward formation (εlong). The related
compensators have the same structure as (6), where Kp and Ki
are separately designed for each variable. The resultant control
signals, δe and δth, of the longitudinal formation autopilot are
then calculated by (8).

δe = δe long +δe H
δth = δth long +δth V +δth ε

(8)

These control inputs can then maintain the stability of the
longitudinal formation in addition to compensating for the
longitudinal steady-state formation error.

V. IMPLEMENTATION AND SIMULATIONS

A. Implementation of linear longitudinal and lateral IASs
The performance of the proposed methodology was evalu-

ated by using the 6-DOF Aerosonde UAV nonlinear simulink
model [11]. The autonomous Aerosonde has a length of
1.74m, a wingspan of 2.87m, maximum payload capacity of
5kg and endurance of up to 30hours. It was designed for
applications including long-range weather data acquisition and
reconnaissance over oceanic and remote areas.

In this paper, the IAS models were evaluated by trimming
the Aerosonde model. The trim condition is chosen as: V =
26m/s, initial H = 800m, φ = 0rad and fuel mass is 2kg.
The parameter values of CMP system are heuristically chosen
as: m = 50kg, g = 9.81m/s2, l = h = 0.3m, J = (4/3)ml2 =
6kg ·m2, Bc = 12N ·s/m, ks = 0.1N/s, but can be related to the
dynamics of the physical system to be controlled. Furthermore,
the relevant symbols representing the states, inputs and outputs
of the longitudinal and lateral IASs are given in Table I.

TABLE I
RELEVANT SYMBOLS OF Aerosonde LINEAR MODEL

Variable Symbol Variable Symbol
Longitudinal velocity u Airspeed V
Lateral velocity v Sideslip angle β
Normal velocity w Angle of attack α
Roll angle φ Roll rate p
Pitch angle θ Pitch rate q
Yaw angle ψ Yaw rate r
Altitude H Engine rotation speed ω
Longitudinal εlong

Lateral εlatformation variable formation variable
Elevator deflection δe Throttle deflection δth
Aileron deflection δa Rudder deflection δr

Specifically, the resulting dynamic equations of the longi-
tudinal IAS are written as (9), which are obtained from the
trimming of (3).

ẋlong = Alongxlong +B1 longWlong +B2 longulong
ylong =Clongxlong +D1 longWlong +D2 longulong

(9)
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where xlong = [u,w,q,θ ,H,ω,εlong, ε̇long]
T , ulong = [δe,δth]

T ,
and ylong = [V,α,q,θ ,H,εlong, ε̇long]

T represent the state, in-
put, and output vectors respectively. The resulting matrices
are given by (10).

Along =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−0.23 0.51 −1.19 −9.80 0 0.01 0 0
−0.55 −4.38 25.39 −0.46 0 0 0 0
0.41 −4.73 −5.06 0 0 0.01 0 0

0 0 1 0 0 0 0 0
0.05 −1.00 0 26.00 0 0 0 0

33.97 1.58 0 0 −0.05 −3.13 0 0
0 0 0 0 0 0 0 1

−0.65 0.76 −0.02 −24.53 0 0.03 −24.5 −2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
B1 long =

[
0 0 0 0 0 0 0 0.1667

]T

B2 long =

[
0.35 −2.60 −35.90 0 0 0 0 0.59

0 0 0 0 0 346.5 0 0

]T

Clong =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0.9989 0.0466 0 0 0 0 0 0
−0.0018 0.0384 0 0 0 0 0 0

0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
D1 long = [0]8×1,D2 long = [0]8×2

(10)
Similarly, the state-space equations of the lateral IAS are

expressed as (11), which were achieved by trimming of (4),

ẋlat = Alongxlat +B1 latWlat +B2 latulat
ylat =Clatxlat +D1 latWlat +D2 latulat

(11)

where xlat = [v, p,r,φ ,ψ,εlat , ε̇lat ]
T , ulat = [δa,δr]

T , and ylat =
[β , p,r,φ ,ψ,εlat , ε̇lat ]

T . Their resulting matrices are given by
(12).

Alat =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

−0.68 1.21 −25.97 9.80 0 0 0
−4.47 −21.99 10.58 0 0 0 0
0.72 −2.85 −1.11 0 0 0 0

0 1 0.05 0 0 0 0
0 0 1.00 0 0 0 0
0 0 0 0 0 0 1

−1.69 0 0 0 0 −24.53 −2

⎤⎥⎥⎥⎥⎥⎥⎥⎦
B1 lat =

[
0 0 0 0 0 0 0.1667

]T

B2 lat =

[ −1.51 −132.34 −5.22 0 0 0 −3.77
3.85 2.38 −24.31 0 0 0 9.62

]T

Clat = diag(0.0385,1,1,1,1,1,1)
D1 lat = [0]7×1,D2 lat = [0]7×2

(12)

Using the LMI-based H∞ control methodology [10], the
calculated state-feedback gain matrices of the longitudinal and
lateral formation controllers are given by (13).

Klong =

[
0.0455 −0.1056 0.0890 4.7866 0.4322 −0.0002
−0.1487 −0.0114 0.0094 0.2249 −0.0716 −0.0008
−0.0055 −0.1031
0.3373 −0.0131

]
Klat =

[
0.0157 0.0119 −0.0746 0.0970 0 0.0481 −0.0146
−0.0131 −0.0081 0.0719 −0.0166 0 −0.063 −0.0026

]
(13)

Furthermore, the longitudinal and lateral compensators were
designed heuristically to eliminate the corresponding forma-
tion error, and are listed in Table II.

TABLE II
PI PARAMETERS OF ALL THE COMPENSATORS

Lateral compensators Longitudinal compensators
Variables Kp Ki Variables Kp Ki

φ 1.0 2.0 H 0.13 0.7
ψ 0.5 2.0 V 0.4 0.25

εlat 0.15 3.80 εlong 0.5 4.0

To perform the computer simulations and evaluate the
performance of the proposed formation control strategy, the
nonlinear Aerosonde model was utilised with all the controller
gains and parameters as shown previously.

B. Formation flight simulation

In the simulation, the constraints on the pitch and roll angles
are given as: ±20deg and ±40deg, respectively. The group
of UAVs is tasked to navigate the 3D waypoints provided
in Table (III) which can be generated from an online or
offline path planning algorithm. The planar projection of the
3D manoeuvring trajectories are displayed in Fig. 5 to show
the formation maintenance and changing when needed, where
UAV 2 is the RV and UAV 1 and 3 are its neighbours. The
altitudes, airspeeds and attitudes are shown in Fig. 6 and
Fig. 7 respectively. Using (1) and Fig. 1, the formation change
sequences are mathematically expressed by (14), where Fd A
denotes the initial formation shape, Fd B illustrates the first
formation change about their altitudes at t = 0s, and Fd C
indicates the new longitudinal and lateral formation changes
at t = 200s.

TABLE III
WAYPOINTS OF UAVS FORMATION MANOEUVRE

Number 1 2 3 4 5
East(m) 0 2500 3500 500 −500

North(m) 0 600 3500 3500 1000
Altitude(m) 800 1100 1400 1400 1200

Fd A =

⎡⎣ −150 −150 0
0 0 0

−150 150 0

⎤⎦⇒ Fd B =

⎡⎣ −150 −150 100
0 0 0

−150 150 −100

⎤⎦
⇒ Fd C =

⎡⎣ −300 −250 100
0 0 0

300 450 −100

⎤⎦ (14)
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As depicted, the following observations could be made:

1) The group of UAVs completed the desired manoeuvring
task of tracking all the required waypoints. Furthermore,
the overall formation remained stable, and small forma-
tion errors existed only during the formation change and
turning manoeuvres.
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0 50 100 150 200 250 300 350 400 450
700

800

900

1000

1100

1200

1300

1400

1500

time (s)

A
lti

tu
de

 (m
)

Altitude of UAVs

Altitude of UAV 1
Altitude of UAV 2
Altitude of UAV 3

Fig. 6. Dynamics of altitudes while manoeuvring

2) During the turnings, it is clear that the attitude (pitch
and roll) of each UAV remains within the specified
constraints.

3) The airspeed variation with the formation changing
could be observed as it was required to maintain the
position of UAVs within the new desired formation as
quickly as possible.

VI. CONCLUDING REMARKS

In this paper, the extension-decomposition-aggregation
(EDA) scheme was extended to support the design of the
decentralised autopilots for the formation flight of UAVs in 3-
D. Longitudinal and lateral formation compensators were em-
ployed to eliminate the corresponding steady-state formation
error. Simulation studies have been performed to verify the
feasibility and effectiveness of the EDA-based formation flight

strategy. Future work includes mathematical stability analysis
of the overall formation and inner/outer collision avoidance.
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Abstract—In many practical applications, constraints are often
present on, for example, the magnitudes of the control inputs.
Recently, based on a novel successive projection framework, two
constrained iterative learning control (ILC) algorithms were de-
veloped with different convergence properties and computational
requirements. This paper investigates the effectiveness of these
two methods experimentally on a gantry robot facility, which
has been extensively used to test a wide range of linear model
based ILC algorithms. The results obtained demonstrate the
effectiveness of the algorithms in solving one form of the general
constrained ILC problem.

I. INTRODUCTION

Iterative Learning Control (ILC) is a technique for control-
ling systems operating in a repetitive or trial-to-trial mode with
the requirement that a reference trajectory yref (p) defined over
a finite interval 0 ≤ p ≤ α is followed to a high precision,
where the constant α denotes the finite trial duration or length.
The basic idea in ILC is that information from previous trials
is used to update the control input for the next trial in order
to sequentially improve performance. Moreover, the next trial
input is typically computed during the time taken to reset
between successive trials.

Since the original work by [1], ILC has developed into an
established area in control systems research and applications.
Initial sources for the relevant literature are the survey pa-
pers [2] and [3]. These show that a wide range of algorithms
have been developed, many of which, particularly those based
on a linear plant model, have been experimentally tested.

In many practical applications, constraints are present due,
for example, to physical limitations or performance require-
ments. Hence ILC design must take these constraints into
account but most of the currently available ILC results are
for unconstrained systems and there are relatively few results
for the constrained case. One set of results is due to [4] where
a novel nonlinear controller for process systems with input
constraints is developed where the learning scheme requires
relatively little knowledge of the process model. In [5] an ILC

problem with soft constraints is studied where Lagrange multi-
plier methods are used to develop a solution. [6] uses quadratic
optimal design to formulate a constrained ILC problem and
suggests that a quadratic optimal design has the capability of
dealing with constraints. Also [7] uses a constrained convex
optimization technique to solve the constrained ILC problem
for linear systems with saturation constraints.

Recently, the ILC design problem with general convex input
constraints has been considered in [8]. This work shows that
the constrained ILC problem can be formulated in a recently
developed successive projection framework, which provides
an intuitive but rigorous method for system analysis and
design. Based on this, a systematic approach for constraints
handling is provided and two algorithms to solve this problem
developed. The convergence analysis shows that when perfect
tracking is possible, both algorithms can achieve this goal
whereas the computation of one algorithm is much less than
the other at the cost of slightly slower convergence rate. When
perfect tracking is not possible, both algorithms converge to
asymptotic values representing a ”best fit” solution. Again
the more computationally complex algorithm has the best
convergence properties. It was also found that the input and
output weighting matrices have an interesting effect on the
convergence properties of the algorithms.

The main aim of this paper is to give experimental results to
verify the effectiveness of the constrained ILC algorithms us-
ing a gantry robot facility previously used to test a wide range
of ILC algorithms, including Norm Optimal ILC (NOILC) [9].
The paper is organized as follows. In Section 2, the required
results from the derivation of the constrained ILC algorithms
are given. Then in Sections 3 and 4, the gantry robot facility
and the test parameters are described. The experimental results
are given in Section 5 and Section 6 gives conclusions and
suggestions for further research.
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II. ITERATIVE LEARNING CONTROL FOR CONSTRAINED
LINEAR SYSTEMS

Consider the following discrete linear time-invariant system

xk(t+ 1) = Axk(t) +Buk(t),

yk(t) = Cxk(t), (1)

where t is the time index (i.e. sample number), k ≥ 0 is the
trial index and xk(0) = x0, k = 1, 2, · · · is the same for all
trials. The control objective is to track a given reference signal
r(t) and uk(t), xk(t), yk(t) are input, state and output vectors,
respectively, of the system on trial k. In operation, a trial is
completed, the system is reset and a new trial begins. The
ILC design uses information from previous trial(s) to compute
the control input for the next trial in a manner that improves
tracking performance from trial-to-trial.

Before presenting the main results, the operator form of the
dynamics is introduced using the well-known lifted-system
representation, which provides a straightforward ”N × N
matrix” approach in the analysis of discrete-time ILC [10],
[11].

Assume, for simplicity, the relative degree of the system is
unity, i.e. the generic condition CB �= 0 is satisfied (the case
when the system relative degree is greater than one follows as
an obvious generalization), then the system state-space model
(1) on trial k can be written in the form

yk = Guk + d, (2)

where G and d are the N ×N and N × 1 matrices

G =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

CB 0 · · · 0 0

CAB CB
. . . 0 0

CA2B CAB
. . . . . .

...
...

. . . . . . CB 0
CAN−1B · · · · · · CAB CB

⎤⎥⎥⎥⎥⎥⎥⎥⎦
d =

[
CAx0 CA2x0 CA3x0 · · · CANx0

]T
.

(3)

The N × 1 vectors of input, output and reference time series
uk, yk and r are defined as

uk =
[
uk(0) uk(1) · · · uk(N − 1)

]T
,

yk =
[
yk(1) yk(2) · · · yk(N)

]T
,

r =
[
r(1) r(2) · · · r(N)

]T
.

(4)

Also no loss of generality arises from assuming that d = 0
(non-zero d can be incorporated into the reference signal by
replacing r with r − d). Hence (2) becomes

yk = Guk, (5)

where G is nonsingular and hence invertible.
Tracking error improvements from trial-to-trial are achieved

in ILC by the design of a control law of the following general
form

uk+1 = f (ek+1, . . . , ek−s, uk, · · · , uk−r) . (6)

When s > 0 or r > 0, (6) is termed a higher order updating
law. This paper only considers algorithms of the form uk+1 =
f (ek+1, ek, uk). For higher order algorithms, refer to [12],
[13] and the references therein. The ILC design problem can
now be stated as finding a control updating law (6) such that
the system output has the asymptotic property that ek → 0 as
k → ∞.

There are many design methods to solve the ILC problem.
The one used in this paper is based on a quadratic (norm)
optimal formulation [14] where, on each trial, a performance
index is minimized to obtain the system input time series
vector to be used on the next trial. The basis of this paper
is NOILC that designs the control input to minimize the
performance index

Jk+1(uk+1) = ‖ek+1‖2Q + ‖uk+1 − uk‖2R, (7)

subject to the constraint ek+1 = r − Guk+1, where G is the
operator representation of the system (1) and Q and R are
positive definite weighting matrices. Also ‖e‖2Q denotes the
quadratic form eTQe and similarly for ‖ · ‖2R. Solving this
optimization problem gives the following optimal choice for
the time series vector uk+1

uk+1 = uk +R−1GTQek+1 (8)

which, when k → ∞, asymptotically achieves perfect track-
ing. This well-known NOILC algorithm has many appealing
properties including implementation in terms of Riccati state
feedback. More details concerning NOILC can be found in
[14]–[17].

In practical applications, system constraints are encountered
and of different forms, e.g., input constraints, input rate
constraints and state or output constraints. Constraints can be
divided into two classes termed hard and soft, respectively.
Hard constraints are those on magnitude(s) at each point in
time, for example, output limits on actuators. Soft constraints
are those that are applied to the whole function rather than its
point-wise values e.g. constraints on total energy usage. This
paper only considers input constraints.

Suppose the input is constrained to be in a set Ω, which is
taken to be a closed convex set in some Hilbert space H. In
practice, the set Ω is often of simple structure. For example,
the following are often encountered:

• input saturation constraint:

Ω = {u ∈ H : |u(t)| ≤ M(t)}
• input amplitude constraint:

Ω = {u ∈ H : λ(t) ≤ u(t) ≤ μ(t)}
• input sign constraint:

Ω = {u ∈ H : 0 ≤ u(t)}
• input energy constraint:

Ω = {u ∈ H :
N−1∑
t=0

u2(t) ≤ M}
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If there are no constraints, the ILC design problem is
relatively easy to solve and there are many design methods
in the literature. However, when constraints are present, the
problem becomes more complicated since it is now necessary
to decide how to incorporate them into the design process and
retain known performance properties. In what follows, two
constrained ILC algorithms recently developed in [8] using a
novel successive projection framework are summarized.

Algorithm 1: Given any initial input u0 satisfying the con-
straint with associated tracking error e0, the input sequence
uk+1, k = 0, 1, 2, · · · , defined by

uk+1 = argmin
u∈Ω

{
‖r −Gu‖2Q + ‖u− uk‖2R

}
, (9)

also satisfies the constraint and iteratively solves the con-
strained ILC problem.
Constrained Algorithm 1 has the following properties:

Theorem 1: Algorithm 1 converges to point u∗
s which is

uniquely defined by the following optimization problem

u∗
s = argmin

u∈Ω

‖r −Gu‖2Q. (10)

Moreover, this convergence is monotonic in the tracking error,
that is,

‖ek+1‖ ≤ ‖ek‖, k = 0, 1, · · · . (11)

In the case when perfect tracking is possible, Constrained
Algorithm 1 will converge to zero tracking error and has
desirable properties of monotonic convergence in tracking
error norm. However, it requires the solution of a quadratic
programming (QP) problem and can be computationally de-
manding and in [8] two efficient solution methods were
developed but are omitted here for brevity.

Another algorithm that is less computationally demanding
is the following.

Algorithm 2: Given any initial input u0 satisfying the con-
straint with associated tracking error e0, the input sequence
uk+1, k = 0, 1, 2, · · · , defined by the solution of the input
unconstrained NOILC optimization problem

ũk = argmin
u

{
‖r −Gu‖2Q + ‖u− uk‖2R

}
, (12)

followed by the simple input projection

uk+1 = argmin
u∈Ω

‖u− ũk‖ ∈ Ω, (13)

also satisfies the constraint and iteratively solves the con-
strained ILC problem.

Remark 1: The first step in Algorithm 2 requires the so-
lution of the input unconstrained NOILC optimization prob-
lem (12). Unlike Algorithm 1, which may cause computational
problems in solving the large constrained QP problem (9), (12)
has a real-time Riccati solution [16]

uk+1(t) = uk(t)−R−1BTM(t),

M(t) := K(t)(I +BR−1BTK(t))−1 ×
A(xk+1(t)− xK(t))− ξk+1(t), (14)

where K(t) satisfies the Riccati equation

K(t) = ATK(t+ 1)A+ CTQC −ATK(t+ 1)B×
(BTK(t+ 1)B +R)−1BTK(t+ 1)A (15)

with final time condition K(N) = 0. Moreover, ξk+1(t)
satisfies the differential equation

ξk+1(t) = (I +K(t)BR−1BT )−1(AT ξk+1(t+ 1)

+ CTQek(t+ 1)), (16)

which is computable in reverse time as it is driven by tracking
error from the previous trial k [16].

Remark 2: The second step in Algorithm 2 requires the
solution of the problem (13) and would appear to need the
application of optimization methods. However, in practice the
input constraint Ω is often a point-wise constraint and the
solution of (13) can be computed easily. For example, when
Ω = {u ∈ H : |u(t)| ≤ M(t)}, the solution is

uk+1 (t) =

⎧⎨⎩
M (t) : ũk (t) > M (t)
ũk (t) : |ũk (t)| ≤ M (t)
−M (t) : ũk (t) < −M (t)

(17)

for t = 0, · · · , N − 1.
Constrained Algorithm 2 requires less computational effort

but, unlike Constrained Algorithm 1, it cannot guarantee
monotonic convergence of the tracking error norm. Instead,
it achieves monotonic convergence of weighted error norm, as
shown in the following theorem.

Theorem 2: When perfect tracking is not possible, Algo-
rithm 2 converges to a point u∗

s which is uniquely defined by
the following optimization problem,

u∗
s = argmin

u∈Ω

{‖Ee‖2Q + ‖Fe‖2R
}
. (18)

Moreover, this convergence is monotonic with respect to the
following performance index

Jk = ‖Eek‖2Q + ‖Fek‖2R, (19)

where

e = r −Gu

E = I −G
(
GTQG+R

)−1
GTQ

F =
(
GTQG+R

)−1
GTQ

. (20)

It was also shown in [8] that when perfect tracking is
not possible, the choice of Q and R in Algorithm 2 has an
interesting effect on the convergence properties. In particular,
there is a compromise between the convergence rate and the
tracking performance: using a smaller R will result in faster
convergence, however, with a larger final tracking error.

Simulation studies have demonstrated that the two algo-
rithms considered above can solve the constrained ILC prob-
lem efficiently, with different convergence properties and com-
putational requirements. The remainder of this paper examines
the performance of the algorithms experimentally on a gantry
robot that has been used to tests an extensive range of linear
model based ILC algorithms [9], [18].
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III. GANTRY ROBOT TEST FACILITY

This approach has been experimentally implemented on a
3-axis gantry robot. Figure 1 shows this experimental facility
where the robot head performs a ‘pick and place’ task and
is similar to systems which can be found in many industrial
applications. These include food canning, bottle filling or
automotive assembly, all of which require accurate tracking
control, each time the operation is performed, with a minimum
level of error in order to maximize production rates. This is
an obvious general area for application of ILC.

Each axis of the gantry robot has been modeled based on
frequency response tests where, since the axes are orthogonal,
it is assumed that there is minimal interaction between them.
Here we first consider the X-axis (the one parallel to the
conveyor in Figure 1) and frequency response tests (via Bode
approximate gain plots in Figure 2) result in a 7th order
continuous-time transfer-function as an adequate model of the
dynamics on which to base control systems design.

GX(s) =
13077183.4436(s+ 113.4)

s(s2 + 61.57s+ 1.125× 104)
× · · ·

(s2 + 30.28s+ 2.13× 104)

(s2 + 227.9s+ 5.647× 104)(s2 + 466.1s+ 6.142× 105)
.

(21)

The dynamics have been sampled at Ts = 0.01 seconds to
yield the discrete state space model which can be used to
compute the model matrix G according to (3). The same
procedure has been applied to the Y-axis and Z-axis. For the

Fig. 1. The multi-axis gantry robot.
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Fig. 2. Frequency response test results and fitted model

details see [9].

Ax =⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0.035 1.000 0 0 0 0 0
−0.008 0.035 −0.071 0.156 0 0 0

0 0 −0.158 1.000 0 0 0
0 0 −0.078 −0.158 0.569 0.698 1.319
0 0 0 0 0.388 1.000 0
0 0 0 0 −0.390 0.388 1.080
0 0 0 0 0 0 1.000

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,

Bx =
[
0 0 0 0.0164 0 0.0134 0.0197

]T
,

Cx =
[ −0.0003 −0.0054 −0.0145 0.0316 0 0 0

]
.

IV. TEST PARAMETERS

The gantry robot is designed to repeatedly complete a pick-
and-place motion in synchronization with a moving conveyor.
A reference trajectory for the gantry movement has been pre-
defined with the purpose of synchronizing its motion with
that of the conveyor, which is running at a constant speed.
Each axis is controlled individually and has its own reference
trajectory and they are combined to form the 3D reference
trajectory given in Figure 3 which clearly shows the ‘pick and
place’ action. The signal duration is 2 seconds.

V. EXPERIMENTAL RESULTS

This section gives the results of experimental performance
of the two constrained ILC algorithms given in Section 2. Input
constraints were imposed such that for each axis, the amplitude
of the input voltage was limited to be 90% that of the optimal
input u∗, which produces performance tracking. Note that
under these constraints perfect tracking is not possible, which
is more practically relevant than the trivial case where perfect
tracking is achievable).
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Fig. 3. 3-D combined reference trajectory.
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The cost function weighting matrices are chosen as diagonal
matrices with common diagonal entries of 100 and 0.01 for all
three axes and the experimentally results are given in Figure 4.
These results confirm that both algorithm solve the constrained
ILC problem and converge to some final values. The conver-
gence of Constrained ILC Algorithm 1 is monotonic in the
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Fig. 6. Output on the 100th trial for the X-axis

tracking error norm, whereas Constrained ILC Algorithm 2 is
not. Moreover, the final tracking error norm of Constrained
ILC Algorithm 1 is smaller than that of Algorithm 2, which
is consistent with the theoretical predictions.

To expand the discussion of these results , the input, output
and tracking error on 100th trial for X-axis are given in
Figures 5-7. Using Constrained ILC Algorithm 1, a smaller
tracking error (on average) is obtained, compared to Con-
strained ILC Algorithm 2. Note also that the input computed
by Algorithm 2 does not just enforce saturation on the original
input but adds some compensation (Figure 5).

Figures 8 shows the effects of varying the selection of the
weighting matrices keeping the diagonal structure but chang-
ing the control input weighting to 0.1. Compared to the results
in Figure 4, this new choice puts larger weighting on the input
change, leading to slower convergence. Varying this weighting
value has no effect on the final tracking error for Algorithm 1
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but in Algorithm 2 it results in a better (almost optimal)
tracking accuracy, which verifies the theoretical results of
Section 2.

Using these results, it can be concluded that Constrained
ILC Algorithm 1 performs better than Algorithm 2. However,
this is achieved at the expense of higher computational load,
which may be not acceptable in some applications but Al-
gorithm 2 achieves nearly optimal performance using a quite
simple computation, which is equally (if not more) important
in many cases.

VI. CONCLUSIONS

In this paper, two constrained ILC algorithms developed
based a successive project framework in [19] have been tested

on a gantry robot facility. The results confirm that both algo-
rithms can solve the constrained ILC problem efficiently, while
the computation of one algorithm is much less than the other at
the cost of slightly sacrificed convergence performance. This
requires a compromise between the performance/accuracy and
the computational cost.

The experimental results in this paper are based on a
linear model of the gantry robot, where nonlinearities are
neglected and can be treated as model uncertainty. The results
clearly demonstrate certain robustness of the algorithms used.
However, further theoretical robustness analysis still needs to
be done and constitutes part of planned future research.
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Abstract—For the fault tolerant control of an eight-rotor
VTOL Unmanned Air Vehicle (UAV), a control allocation scheme
is proposed. The eight-rotor configuration provides actuator
redundancy to ensure safe operation under rotor/motor failures.
A PD controller is used to generate total thrust and moment
demands. A cascade inverse method of control allocation is
proposed to allocate the controller commands to the actuators
whilst ensuring that actuator saturation does not occur. If the
vehicle is subjected to rotor failures, the scheme re-allocates the
commands to maintain the vehicle stability and performance.
Until actuator saturation occurs the response of the vehicle is the
same when operating with all motors or fewer. The response of
the vehicle to several combinations of complete actuator failures
is investigated by simulation and it is shown that the proposed
method is able to maintain control after failure of up to four
actuators. The controller is invarient and the vehicle response to
commands is identical until motor saturation occurs.

Index Terms—Control Allocation, VTOL UAV, Octorotor, Fault
Tolerance

I. INTRODUCTION

Unmanned Air Vehicles (UAVs) capable of Vertical Take-off
and Landing (VTOL) operations can provide many advantages
over conventional manned aircraft and UAVs which are not
capable of such flight. They give mission flexibility in that a
runway is not needed for launch and recovery, give a stable
platform for capturing images due to their hover capability, are
capable of high agility maneuvers such as vertical drops [1]
and allow for operations in harsh and hostile environments
since they do not put a human operator at risk. One major
drawback with using conventional quadrotor vehicles such as
OS4 [2], STARMAC [3], Qball-X4 [4] and tri-rotor vehicles
[5] is that there is no effector redundancy. If a rotor fails
completely then control is lost and the vehicle may crash. This
is an unacceptable scenario when operating over populated
urban areas.

It is fairly straightforward to demonstrate that complete loss
of a rotor for a quadrotor results in a vehicle that is not fully
controllable. However, with a partial failure in one rotor, a
quadrotor is still controllable. Fault detection and recovery
schemes have been investigated for a 50% thrust reduction in
one rotor by [6] and, using a sliding mode method, by [7].
Other methods for partial failures can be found in [4], [8].

Fault tolerant control for a quadrotor subject to sensor failures
has been investigated by [9] and by [10]. Even though a total
loss of a rotor results in an uncontrollable vehicle, it has been
shown that partial control can be maintained [11] with a loss
of yaw control.

Fig. 1. Octorotor Schematic Layout

TABLE I
VEHICLE PARAMETERS

Thrust factor, b 3.13 ×10−5

Drag factor, d 7.5 ×10−7

Inertia Ix, Iy 7.5 ×10−3kg m2

Inertia Iz 1.3 ×10−2kg m2

Rotor Inertia, J 6 ×10−5kg m2

Length of arm, l 0.4m
Vehicle mass, m 1.2kg

γ 22.5◦

The octorotor has been proposed as a solution to the
problem of safe operation of quadrotor-like UAVs [12], [13]. A
schematic of the vehicle is shown in Figure 1 with parameters
shown in table I. With eight independently controllable rotors
the vehicle has in-built hardware redundancy. Combinations
of various rotor thrusts will provide moments causing the
vehicle to roll around the x axis and pitch around the y
axis. Yaw control is achieved by varying the thrust from
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the clockwise and counter-clockwise rotors whilst keeping a
constant overall thrust value. This generates an imbalance in
the gyroscopic drag causing the vehicle to yaw around the z
axis. Furthermore, if the thrust of any single rotor is changed
then it will generate a rolling, pitching and yawing moment.
This is a property that can be exploited when fewer than eight
rotors are utilized.

It is possible to use various combinations of rotors to
generate moments across the body. The allocation and mixing
of the thrust demands to achieve a desired objective is the
control allocation problem. Various methods for linear control
allocation have been proposed including explicit ganging [14],
rule based systems [15, pp. 89-106] which have switches in the
control laws depending on the failure scenario, daisy chaining
[16] which divides the actuators into sets that can perform
the same task and are then ranked according to preference
for usage and effectiveness until the requirements are met
or the maximum performance from the set is reached. On-
line optimization methods have been proposed, see [17] for a
review. The most common approach uses constrained quadratic
programming (e.g. [18], [19], [20], [21], [22]) and this results
in efficient solutions. A Redistributed Pseudo Inverse (RPI)
method [21] is used in this paper. This method can increase
the possibility of reaching an optimal solution to an inverse
problem and allows for actuator saturation to be considered.
A comparison of control allocation methods with control
effectiveness uncertainties [23] has shown that the RPI method
leads to low errors and high performance.

This paper proposes the use of controller reallocation as
a means of obtaining fault tolerant control of the octorotor
vehicle subject to failures in one or more rotors. Stability and
performance of the vehicle is maintained by means of an RPI
control reallocation scheme. The performance of the vehicle
subject to multiple rotor failures is shown by simulation. The
authors believe this is the first work to show full controllability
of all states for a VTOL UAV after rotor failures.

In Section II the dynamics of the octorotor are presented.
The essential dynamics are well known [24], [25], [26] but this
work focusses on the application to a vehicle with eight rotors
rather than the four found in other work [2], [3]. The controller
tasked with stabilizing the body angles and global altitude is
developed in Section III. A description of rotor saturation and
control allocation via the RPI method is given in Section IV.
Section V shows results from numerical simulations showing
how the control re-allocation can control the vehicle with
hardware failures.

II. OCTOROTOR DYNAMICS

A. Dynamics Model
The dynamics of small VTOL UAVs are well developed.

Here, the Newton-Euler approach is used [24], [25], [26] with
the following assumptions:

• the structure is rigid and symmetric,
• the propellers are rigid,
• the thrust and the drag are proportional to the square of

the speed of the rotor,

• ground effect is neglected,
• the inertia matrix is diagonal,
• the rotor Coriolis force and wind forces are not included,
• and the motor dynamics are ignored.

The state variables used in this analysis are:

X = [U V W P Q R x y z φ θ ψ]
T (1)

where U, V,W are the body-centric velocities of the vehicle,
P,Q,R are the rotation rates, x, y, z describe the global
position of the vehicle in the inertial frame and φ, θ, ψ are the
Euler angles. Consider a body-fixed frame with the x,y, and z
axes originating at the center of mass of the vehicle. An inertial
frame is fixed to the Earth and has axes in the conventional
North-East-Down arrangement. The orthogonal rotation matrix
Sb converts from a body-fixed coordinate system to the Earth-
fixed coordinate system with the assumptions that

• the Earth is flat and stationary and
• the center of gravity lies at the origin of the body axis

reference frame
and is given by

Sb =

⎡⎣ cθcψ cθsψ −sθ

sφsθcψ − cφsψ cφcψ + sφsθsψ cθsφ

cφsθcψ + sφsψ cφsθsψ − sφcψ cθcφ

⎤⎦ (2)

where sφ = sinφ, cφ = cosφ etc. This notation is used
throughout the paper.

The total forces and moments in the body axis are given by

Fnet =
d

dt
[mV] + ω′ × [mV] (3)

Mnet =
d

dt
[Iω′] + ω′ × [Iω′] (4)

where V is the vector of linear velocities, ω′ is the vector of
angular velocities, I is the inertia matrix and m is the mass
of the vehicle. The gravitational force Fg is

Fg = m Sb

⎡⎣0
0
g

⎤⎦ = mg

⎡⎣−sθ

cθsφ

cθcφ

⎤⎦ (5)

where g is the acceleration due to gravity. The total force
Fnet is the force of gravity and the forces generated through
the rotors, Fp,

Fnet = Fg + Fp, (6)

which from (3) gives⎡⎣ U̇

V̇

Ẇ

⎤⎦ =
1

m

⎡⎣Fpx

Fpy

Fpz

⎤⎦+ g

⎡⎣−sθ

cθsφ

cθcφ

⎤⎦−

⎡⎣QW −RV

RU − PW

PV −QU

⎤⎦ (7)

From (4), the total moments Mnet acting on the vehicle are

Mnet =

⎡⎣Mx

My

Mz

⎤⎦ =

⎡⎣Ix 0 0
0 Iy 0
0 0 Iz

⎤⎦⎡⎣ṖQ̇
Ṙ

⎤⎦
+

⎡⎣PQ
R

⎤⎦×

⎡⎣Ix 0 0
0 Iy 0
0 0 Iz

⎤⎦⎡⎣PQ
R

⎤⎦ (8)
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Rearranging in terms of the state variable derivatives gives⎡⎣ṖQ̇
Ṙ

⎤⎦ =

⎡⎣Mx/Ix
My/Iy
Mz/Iz

⎤⎦−

⎡⎣((Iz − Iy)/(Ix))QR

((Ix − Iz)/(Iy))RP

((Iy − Ix)/(Iz))PQ

⎤⎦ (9)

The rotation matrix, Sb, from (2) is used to express the
movement of the vehicle in the global axes once the body-
centric velocities are known:⎡⎣ẋẏ

ż

⎤⎦ = ST
b

⎡⎣U

V

W

⎤⎦
=

⎡⎣cψcθ cψsθsφ− sψcφ cψsθcφ+ sψsφ

sψcθ sψsθsφ+ cψcφ sψsθcφ− cψsφ

−sθ cθsφ cθcφ

⎤⎦⎡⎣U

V

W

⎤⎦
(10)

The flight path is found by integrating (10). It contains the
body-centric Euler angles and these are related to the global
body angles through⎡⎣PQ

R

⎤⎦ =

⎡⎣1 0 −sθ

0 cφ sφcθ

0 −sφ cθcφ

⎤⎦⎡⎣φ̇θ̇
ψ̇

⎤⎦ = S−1

e

⎡⎣φ̇θ̇
ψ̇

⎤⎦
giving ⎡⎣φ̇θ̇

ψ̇

⎤⎦ = Se

⎡⎣PQ
R

⎤⎦ (11)

where

Se =

⎡⎣1 tθsφ tθcφ

0 cφ −sφ

0 sφ/cθ cφ/cθ

⎤⎦ (12)

B. State Space Model

The general state space model Ẋ = f(X,Γ) is obtained
from (7), (9), (10), (11) and (17) with state variables given by
(1) and control given by

Γ =

[
Fpz

Mp

]
(13)

where Mp = Mnet. This gives the state equation

d

dt

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

U
V
W
P
Q
R
x
y
z
φ
θ
ψ

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−g sθ − (QW − RV )
g cθsφ− (RU − PW )

(−cθcφFpz/m) + g cθcφ− (PV −QU)
(Mx/Ix)− ((Iz − Iy)/Ix)QR
(My/Iy)− ((Ix − Iz)/Iy)RP
(Mz/Iz)− ((Iy − Ix)/Iz)PQ

(cψcθ)U + (cψsθsφ− sψcφ)V + (cψsθcφ+ sψsφ)W
(sψcθ)U + (sψsθsφ+ cψcφ)V + (sψsθcφ− cψsφ)W

−sθU + (cθsφ)V + (cθcφ)W
P + (tθsφ)Q + (tθcφ)R

cφQ− sφR
(sφ/cψ)Q + (cφ/cθ)R

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(14)

C. Actuator Model
The total force provided by the rotors in the body frame is

Fpz =

7∑
i=0

b Ω2

i (15)

where b is the term relating the rotor thrust to the squared
rotor speed Ω2

i . The rotor axes are mounted vertically on the
vehicle so

Fpx = Fpy = 0 (16)

The moments, Mx,My,Mz, are generated by the differences
in the thrusts of the eight rotors. The relationship between the
control Γ and the rotor speeds is given by

Γ = ΛΣ (17)

where Σ is the vector containing the squared rotor speeds

Σ =
[
Ω2

0
Ω2

1
Ω2

2
Ω2

3
Ω2

4
Ω2

5
Ω2

6
Ω2

7

]T
, (18)

and Λ is the control allocation matrix

Λ =

⎡⎢⎢⎣
b b b b b b b b

bs −bs −bc −bc −bs bs bc bc
−bc −bc −bs bs bc bc bs −bs
d d −d −d d d −d −d

⎤⎥⎥⎦ ,

(19)
where bs = bl sin γ, bc = bl cos γ and where γ denotes the
angle between the arms of the vehicle and the major axis lines
as shown in Figure 1, l denotes the arm length from the center
of the vehicle to the rotor axis, the factor b relates the squared
rotor speed Ω2

i to the thrust and the drag factor d relates the
gyroscopic drag to the squared rotor speed.

III. CONTROLLER

∫

f(X,Γ) control
allocationΛ

Γ
K

U

XẊ

Σ

Fig. 2. System Block Diagram

Figure 2 shows the block diagram of the system which is as-
sumed to provide perfect control allocation, that is Γ = U . The
number of rotors and the allocation of the control demands, Σ,
are not considered in the control block where the output, U ,
is simply a moment demand. This means that any maneuvers
are completed with the same performance regardless to the
number of functional rotors. The operator should not notice
any performance change with rotor/motor failures unless all
actuators are saturated.

Even though the vehicle has eight physical actuators the
system is under actuated in that the actuators can only directly
affect four of the six degrees of freedom. For this reason
only four control demands can be performed. The control Γ
(17) contains the total thrust and three moment demands and
corresponds to commands Ui, i = 1, 2, 3, 4.
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To design the controller, several further assumptions are
made on the model presented in Section II. The vehicle is
assumed to operate near hover (non-acrobatic flight), hence the
cross coupling terms are ignored in (9) and state derivatives
Ṗ , Q̇, Ṙ are assumed to be proportional to the controller
demands: ⎡⎣ṖQ̇

Ṙ

⎤⎦ = diag

(
1

Ix
,
1

Iy
,
1

Iz

)⎡⎣U2

U3

U4

⎤⎦ (20)

Similar approximations are made to (10) and (11) to obtain

ż = W (21)
φ̇ = P (22)
θ̇ = Q (23)
ψ̇ = R (24)

The total thrust is calculated in the Earth-fixed frame meaning
the thrust from the rotors Fpz must be multiplied by the
appropriate factors in the Sb matrix (2). Using (3) and (7) the
total thrust demand is known. Based on these approximations,
a PD scheme is used for the controller block, K , with the
individual commands:

U1 = −
m

cφcθ
(Kpz(zd − z)−Kdz(ż) + g) (25)

U2 = (Kpφ(φd − φ) −Kdφ(φ̇)) (26)
U3 = (Kpθ(θd − θ)−Kdθ(θ̇)) (27)
U4 = (Kpψ(ψd − ψ)−Kdψ(ψ̇)) (28)

The gain values were tuned by trial and error and are identical
for the roll and pitch controllers (26) and (27) since the vehicle
has planes of symmetry along the x and y body axes and so it is
possible to equate the pitch and roll responses to a rotor thrust.
The gain values for the yaw controller, (28), are set lower than
for the roll and pitch since the gyroscopic drag generated by
the rotor turning is lower than the moment created when a
rotor speed is increased. This means that the yaw response is
more sluggish than the roll and pitch response.

IV. ROTOR SATURATION AND LINEAR CONTROL
ALLOCATION

A. Rotor Saturation
The allowable values of the rotor speeds Ωi(t) are limited

between absolute lower and upper bounds Ωi, Ωi such that

Ωi ≤ Ωi(t) ≤ Ωi (29)

holds for all t. There is a maximum thrust that can be generated
by each motor-propeller combination due to the constraint on
the maximum rotational speed, as well as a minimum thrust
due to the lowest rotation speed of the rotor. Furthermore,
it is assumed that the motors cannot turn backwards so a
negative thrust cannot be generated. Hence, for the octorotor,
Ωi ≥ 0. Test bed modeling can reveal the limit to the rate
at which the motors can respond but in this paper no motor
dynamics are modeled and it is assumed that the rotors respond

instantaneously. Hence no constraint on the control rates is
imposed. From (18), (29) can be rewritten as

Σi ≤ Σi(t) ≤ Σi (30)

Repeating (17), the mapping of the generation of moments to
the thrusts from the rotors is

Γ = ΛΣ (31)

where for the octorotor, with all rotors operational, the dimen-
sion of Λ is 4×8 and the full control allocation matrix is given
by (19). It should be noted that this differs from the control
mapping of a quadrotor where the dimension of Λ is 4 × 4
[27] and a simple matrix inversion is used to determine the
individual rotor thrust values based on the control demands.

For the octorotor a pseudo-inverse method is used. Ideally
the thrust demands are shared between all eight rotors. This
ensures that no single rotor is close to its maximum threshold
which for these simulations was set at 700 rad/s. If an
unattainable command is demanded by the controller then
the allocation block will not pass it forward to the dynamics
block. This is achieved using the redistributed pseudo inverse
(RPI) method which is outlined in Section IV-B. This method
allows for a control reallocation following a rotor failure. The
dimension of the matrix Λ is reduced to 4× (8− q) where q

is the number of failed rotors. The outputs of the individual
rotors are then capable of providing the required thrust until
their maximum is reached. At this point they are saturated and
no more thrust can be generated. In such a state the vehicle
may not be controllable.

B. Redistributed Pseudo Inverse (RPI) Method
The redistributed pseudo inverse method extends the pseudo

inverse method by explicitly accounting for actuator satu-
rations. The method is originally attributable to [21], the
method we use here is based on the description in [14]. A
similar approach, called the Cascaded Generalized Inverse
method is proposed by [28]. The process is iterative in that
a succession of pseudo inverse solutions are calculated with
position saturated control effectors removed from subsequent
pseudo inverse solutions. The algorithm is

Step 1. Set Λ̃ = Λ and ci = 0 for all i.
Step 2. Solve the modified pseudo inverse control allocation

problem:
Σ = −c+ Λ̃+[Γ + Λc] (32)

where ·+ denotes the Moore-Penrose pseudo inverse.
Step 3. If Σi < Σi < Σi for all i, then end. Otherwise,

• for all i such that Σi ≤ Σi, set ci = −Σi and
remove the ith column of Λ̃ and

• for all i such that Σi ≥ Σi, set ci = −Σi and
remove the ith column of Λ̃

and return to Step 2.
The scheme is simply adapted for a control reallocation
scheme in the event of an actuator failure by augmenting Step
1. Following a total failure in the jth actuator, remove the jth
column of Λ̃ and remove cj . Then proceed as above.
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V. SIMULATIONS

In order to test the performance of the redistributed pseudo
inverse reallocation method combined with the PD controller,
simulations of a number of scenarios were carried out using
MATLAB/Simulink. All scenarios began with the vehicle in
a hover with all of the state derivatives equal to zero, and the
aim is to maintain hover despite multiple rotor failures. The
failure condition was initiated at a time of t = 3s via a switch
in the simulation. It is assumed that the time taken for rotor
fault detection and controller reallocation is 0.5s.

Four scenarios were investigated:

1) Failure in rotor 7.
2) Failure in rotor 0 and 7.
3) Failure in rotor 1, 5 and 7.
4) Failure in rotor 1, 3, 5 and 7.

The flight path of the vehicle is described by its altitude (z)
and three Euler angles (φ, θ, ψ). After the failure the vehicle
should recover level flight and regain any lost altitude.

A. Altitude Recovery
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Fig. 3. Altitude Response

Figure 3 shows that as the number of failed rotors increases
the altitude drop increases. This is as expected since the
total thrust available drops. The vehicle recovers after the
reconfiguration to regain the initial altitude with a similar
performance after all rotor failures.

B. Roll Recovery

Figure 4 shows that failure in the rotor caused the vehicle
to roll towards the failed rotors. The largest variation from
level attitude was with two failed rotors that were next to each
other. This generated a large adverse rolling moment before
the vehicle recovered to level hover. When four rotors failed,
because of the symmetry, no adverse rolling moment was
generated and the failed-rotor vehicle acted like a quadrotor
with only altitude disturbance.
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Fig. 4. Roll Response
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Fig. 5. Pitch Response

C. Pitch Recovery
Figure 5 shows that the pitch responses are similar to the

roll response due to the symmetry over the x and y body
axes. The differences in response after the failures were due
to the physical location of the failed rotors. The response after
reconfiguration is similar to the roll recovery and the vehicle
regains hover. Again, with four rotor failures the vehicle only
deviates in altitude.

D. Yaw Recovery
Figure 6 shows that the yaw moment generated from a failed

rotor caused the vehicle to yaw slightly. But due to the highly
coupled nature of the octorotor dynamics (9) the roll and pitch
lead to a large adverse yaw disturbance.

The large roll and pitch generated with a failure in rotors 0
and 7 leads to a large divergence in yaw. The response of the
vehicle once reconfigured is not the same as the roll and pitch
responses due to the different gains chosen for this controller
as described in Section III

VI. CONCLUSION

The paper proposes the use of a redistributed pseudo inverse
method of control reallocation for the fault tolerant control of
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an octorotor VTOL aircraft. Unlike the quadrotor, the vehicle
stability and performance is resilient to single rotor failure.
Furthermore multiple rotor failures can be tolerated; control
can be maintained for up to four rotor failures. Four scenarios
were investigated by simulation and in all of them the vehicle
retained enough control authority to recover from upset angles
up to 60◦. Note that the proposed method depends on the
availability of a fault detection system, this aspect has not
been addressed in this paper.

Ongoing theoretical work is investigating the effect of redis-
tributing the rotors so they turn clockwise, counter-clockwise
alternating around the vehicle and finding an optimum con-
figuration which will maximize the resilience of the system
to multiple rotor failure. In future work, the method will be
flight tested.
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Attitude Control of VTOL-UAVs

Maryam Heidarian† and Attaullah Y. Memon‡

Abstract— This paper presents a novel control approach to
obtain asymptotic attitude stability of a quadrotor as a repre-
sentative of Planar Vertical Take Off and Landing (PVTOL)
Unmanned Aerial Vehicles (UAVs). The considered quadrotor
is a symmetric VTOL-UAV with four rigid mono-directional
propellers, which has been modeled based on quaternion
representation with taking Coriolis and gyroscopic torques
into account. In the proposed approach, two nearly equivalent
control laws (model independent as well as model dependent)
have been used to obtain exponential stability of attitude angles
and asymptotic stability of attitude angular velocity of the
quadrotor UAV. The proposed approach also presents how the
attitude parameters i.e. attitude angles and attitude angular
velocity can be quickly regulated to their desired values as
required.

Index Terms— Attitude Control, Velocity Control, VTOL,
UAV, Quadrotor.

I. INTRODUCTION

IT is more than two decades since the first VTOL-UAVs
were fully demonstrated in practical research works. VTOL-
UAVs constitute the class of Unmanned Aerial Vehicles
which have the ability of Vertical Take Off and Landing
and thus have the capability of fast target acquisition. Due
to this, their applications have found a growing interest
in performing certain tasks which require high maneuver-
ability and robustness with respect to unknown external
disturbances. These UAVs can be used both as individual
vehicles and in a team formation of multiple vehicles [1].
Furthermore, use of VTOL-UAVs has been envisaged in
a variety of applications, e.g. in environmental protection,
intervention in hostile sites, natural risk management, remote
inspections, rescue missions, agriculture and, commercial
video production. More recently, small quadrotor UAVs have
attracted considerable attention by researchers, due to its
less complicated mechanical design and maintenance aspects
in comparison to helicopters. A quadrotor is essentially a
helicopter which has four propellers in cross configuration.

In order to effectively control a VTOL-UAV, a composite
control scheme comprising of two different controllers is
required, namely: the attitude controller and the position
controller. Design of these two controllers constitutes chal-
lenging tasks and the same have been addressed separately in
the literature. In [2], a dynamical model of quadrotor based
on quaternion representation has been derived from Newton-
Euler equations. Hamel et al., in [3], identify dynamics
of the vehicle beyond the basic nonlinear equations of

†‡ The authors are with the Department of Electronics and Power
Engineering, PN Engineering College, National University of Sciences &
Technology (NUST), Karachi, Pakistan.
(E-mail: maryamh@pnec.edu.pk, attaullah@pnec.edu.pk)

motion, with gyroscopic torque and Coriolis terms. Based
on this model, Tayebi and McGilvray [4], have represented
a model independent 𝑃𝐷 controller with asymptotic stability
and a model dependent 𝑃𝐷2 controller with exponential
stability. A method to obtain attitude control stabilization
of a quadrotor through using backstepping technique and
adding saturation functions has been analyzed in [5]. Precise
measurement of the angular velocity and the initial orienta-
tion are required for attitude stabilization of these vehicles.
Due to various uncertainties (related to gyroscope and other
effects), there may be some errors in these measurements.
Using inertial measurements units (IMU’s) information to
estimate these required values is one of the possible ways to
reduce the errors [6]. In their more recent work [7], Tayebi
et al., have considered control designs that do not necessarily
require exact knowledge of the angular velocity of the aerial
vehicle.

In this paper, we consider two nearly equivalent control
laws (model independent as well as model dependent) to
obtain exponential stability of attitude angles and asymptotic
stability of attitude angular velocity of the quadrotor UAV.
The rest of the paper is organized as follows. Section II
states the problem formulation and presents the necessary
mathematical foundation. Section III presents the control
design and main results. The simulation results are presented
in Section IV, and finally Section V draws the conclusions.

II. PROBLEM FORMULATION

A quadrotor simply consists of four lift generating pro-
pellers mounted on motors. These motors are located at the
lateral sides of a cross shaped frame with an angle of 90
degrees between the arms. Center of mass is placed at the
intersection of the line joining rotors 1 and 3 and the line
joining rotors 2 and 4, which is middle of the connecting
links. Furthermore, the quadrotor is assumed to be symmetric
and a basic schematic is depicted in Fig. 1.

Flight control of this vehicle is achieved by varying the
angular speed of rotors, 𝑤𝑖, ı ∈ 1, 2, 3, 4. For example,
pitching is possible with increasing (reducing) the speed of
the rear motor while reducing (increasing) the speed of the
front motor. This means, the pitch torque is a function of
the difference 𝑤1−𝑤3. Similarly, roll movement is obtained
by using the lateral motors. Thus, the roll torque will be a
function of 𝑤2−𝑤4. Similarly, the yaw motion is obtained by
increasing (reducing) the speed of the front and rear motors
together while reducing (increasing) the speed of the lateral
motors together. These movements can be accomplished
while keeping the total thrust, 𝑇 , constant. Also the vertical
movement is generated by increasing the total thrust. The
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Fig. 1. Illustration of frames

main thrust is expressed as:

𝑇 =

4∑
𝑖=1

∣𝑓𝑖∣ (1)

𝑓𝑖 = 𝑏 𝑤2

𝑖 𝑧𝐵 (2)

Where 𝑓𝑖 is the vertically upward lifting force produced by
𝑖th motor. As we can see in Fig. 1, the rotation direction of
two of the rotors is clockwise while the same for the other
two is counterclockwise. This is so to balance the movement
of the quad rotor and to prevent any yaw drift caused by the
unbalanced reactive torques. The reactive torque of 𝑖th rotor
is given by

𝑄𝑖 = 𝑙 𝑤2

𝑖 (3)

Since, each motor turns in a fixed direction, the produced
force 𝑓𝑖 is always positive. Thus,

𝑇 = 𝑏

4∑
𝑖=1

𝑤2

𝑖 (4)

The constants 𝑙 > 0 and 𝑏 > 0 in the above two equations are
dependent on different aerodynamical parameters [8]. The
generalized torques (e.g. roll torque 𝜏𝜙, pitch torque 𝜏𝜃, and
yaw torque 𝜏𝜓) according to [3] can be represented by

𝜏𝜙 = 𝑏 𝑑 ( 𝑤2

2
− 𝑤2

4
) (5)

𝜏𝜃 = 𝑏 𝑑 ( 𝑤2

1
− 𝑤2

3
) (6)

𝜏𝜓 = 𝑙( 𝑤2

1
+ 𝑤2

3
− 𝑤2

2
− 𝑤2

4
) (7)

in which 𝑑 is the length of arms between the motors and the
center of gravity.

It is noteworthy to mention here that a good working
knowledge of the quadrotor dynamical model is essential
to improve the performance of the aircraft. Simple vector
algebraic laws (e.g. commutativity) cannot be applied to
finite rotation vectors of rigid bodies. Due to this, we cannot
find the attitude of the aircraft from integrating the angular
velocities. Dynamical modeling of the quadrotor requires us
to define two reference frames: an inertial frame 𝐼 defined
by set of unit vectors {𝑥𝐼 , 𝑦𝐼 , 𝑧𝐼} and a body fixed-frame
𝐵 with orthogonal axes defined by set of unit vectors
{𝑥𝐵 , 𝑦𝐵 , 𝑧𝐵}. In order to define the orientation of the aircraft

between these two reference frames, one can use Euler angle
description, in which a 3× 3 direction matrix will represent
rotation of the aircraft with respect to the body fixed-frame.
Euler angle description has an inherent geometric singularity
problem. In order to overcome this problem, one can use
quaternion representation which defines the rotation of the
aircraft with four parameters. The quaternion description is
essentially based on Euler’s theorem which states that any
rotation of an aircraft can be described by a single rotation
about a fixed axis.

In what follows, the dynamical model of the quadrotor
is obtained via Newton-Euler approach as given in [4]. The
basic assumption is that the quadrotor and its propellers are
rigid and the external aerodynamic effects (air friction, wind
pressure etc.) can be neglected. A simplified model with
consideration of Coriolis and gyroscopic torques is given by

𝑞 =
1

2

(
−(𝑞)𝑇

𝑠(𝑞) + 𝑞0𝐼

)
Ω (8)

𝐼𝑓 Ω̇ = −𝑠(Ω)𝐼𝑓Ω−𝐺𝑎 + 𝜏𝑎 (9)

𝐼𝑟�̇�𝑖 = 𝜏𝑖 −𝑄𝑖 𝑖 ∈ 1, 2, 3, 4 (10)

where 𝑞 represents the quaternion equations as given by

𝑞 =

(
𝑞0
𝑞

)

=

⎛⎜⎜⎝
cos 𝜙

2
cos 𝜃

2
cos 𝜓

2
+ sin 𝜙

2
sin 𝜃

2
sin 𝜓

2

sin 𝜙
2
cos 𝜃

2
cos 𝜓

2
− cos 𝜙

2
sin 𝜃

2
sin 𝜓

2

cos 𝜙
2
sin 𝜃

2
cos 𝜓

2
+ sin 𝜙

2
cos 𝜃

2
sin 𝜓

2

cos 𝜙
2
cos 𝜃

2
sin 𝜓

2
− sin 𝜙

2
sin 𝜃

2
cos 𝜓

2

⎞⎟⎟⎠ (11)

The parameters 𝜙, 𝜃 and 𝜓 respectively represent the roll,
pitch and yaw angular displacements about their related axes,
and are defined by the following relations [9];

�̇� = Ω𝜙 + (Ω𝜃 sin𝜙+ Ω𝜓 cos𝜙) tan 𝜃 (12)

𝜃 = Ω𝜃 cos𝜙− Ω𝜓 sin𝜙 (13)

�̇� = (Ω𝜃 sin𝜙+ Ω𝜓 cos𝜙) sec 𝜃 (14)

in which Ω = (Ω𝜙,Ω𝜃,Ω𝜓)
𝑇 describes the angular velocity

of the quadrotor. Furthermore, 𝐼𝑓 ∈ ℝ3×3 is a symmetric
positive-definite constant inertia matrix of the airframe with
respect to this frame, and 𝜏𝑎 = (𝜏𝜙, 𝜏𝜃, 𝜏𝜑)

𝑇 denotes the con-
trol torque. The notation 𝐼𝑟 represents the constant moment
of inertia of the rotor, and 𝜏𝑖 , 𝑖 ∈ 1, 2, 3, 4 represents the
rotor torques. The function 𝑠(𝑥) in (9) represents a skew-
symmetric matrix defined as

𝑠(𝑥) =

⎛⎝ 0 −𝑥3 𝑥2
𝑥3 0 −𝑥1
−𝑥2 𝑥1 0

⎞⎠
and is used to define the term −𝑠(𝑥)𝐼𝑓Ω in (9), which is
due to Coriolis torque. Finally, the term 𝐺𝑎 denotes the
gyroscopic torque and is defined as

𝐺𝑎 = 𝐼𝑟𝑠(Ω)𝑧𝐼(−𝑤1 + 𝑤2 − 𝑤3 + 𝑤4)

in which 𝑧𝐼 = (0, 0, 1)𝑇 .
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III. CONTROL DESIGN AND ANALYSIS

The proposed control algorithm to stabilize the attitude
of quadrotor follows closely the approach presented in [4],
with some technical differences incorporated to seek for
an improvement in overall transient performance. We first
design the control torque (𝜏𝑎) that stabilizes the attitude of
quadrotor dynamically and then, we synthesize a rotor torque
(𝜏𝑖) to obtain the control torque (𝜏𝑎) designed earlier, while
considering that the real dynamical input to the quadrotor is
angular speed of rotors.

A. Designing the Control Torque 𝜏𝑎

The dynamical model of the quadrotor, as described in
the last section, possesses a cascade structure, in which 𝜏𝑎
controls Ω and Ω controls 𝑞, i.e. (𝜏𝑎 → Ω → 𝑞). This means:

Ω̇ = 𝑔(Ω, 𝜏𝑎)

𝑞 = 𝑓(𝑞,Ω)

From (8), we have

𝑞 = 𝑓(𝑞,Ω) = 𝐹 (Ω)𝑞 (15)

𝐹 (Ω) =
1

2

⎛⎜⎜⎝
0 −Ω𝜙 −Ω𝜃 −Ω𝜓

Ω𝜙 0 −Ω𝜓 Ω𝜃

Ω𝜃 Ω𝜓 0 −Ω𝜙

Ω𝜓 −Ω𝜃 Ω𝜙 0

⎞⎟⎟⎠ (16)

Similarly from (9), we have

Ω̇ = 𝑔(Ω, 𝜏𝑎) = 𝐼−1

𝑓 (−𝑠(Ω)𝐼𝑓Ω−𝐺𝑎 + 𝜏𝑎) (17)

With this in mind, our goal is to find a suitable control
law 𝜏𝑎 = 𝐻(𝑞,Ω). We achieve this objective through the
following two steps:

∙ By finding desired angular velocity Ω𝑑 = ℎ(𝑞) such
that when Ω𝑑 is given as input to (9), the solution to
the nonlinear equation 𝑞 = 𝑓(𝑞, ℎ(𝑞)) is asymptotically
stable.

∙ By ensuring that the angular velocity Ω asymptot-
ically tracks the desired angular velocity Ω𝑑, i.e.
lim𝑡→∞ (𝑠𝑢𝑝∣Ω− Ω𝑑∣) = 0.

1) Desired Angular Velocity: The desired angular velocity
Ω𝑑, has to be chosen in such a way that the solution of the
nonlinear differential equation 𝑞 = 𝑓(𝑞,Ω𝑑) converges to
its equilibrium point. The equilibrium point, with assuming
0 ≤ 𝑞0 ≤ 1 is 𝑞𝑒 = (1, 0, 0, 0)𝑇 . The quaternion regulation
error can be described by

𝑞 = 𝑞 − 𝑞𝑒 = (𝑞0 − 1, 𝑞1, 𝑞2, 𝑞3)
𝑇

Comparing 𝑞 with 𝑞 will give us:

˙̃𝑞 =
1

2

(
−(𝑞)𝑇

𝑠(𝑞) + (𝑞0 − 1)𝐼

)
Ω

=
1

2

⎛⎜⎜⎝
−𝑞1 −𝑞2 −𝑞3
𝑞0 − 1 −𝑞3 𝑞2
𝑞3 𝑞0 − 1 −𝑞1
−𝑞2 𝑞1 𝑞0 − 1

⎞⎟⎟⎠ Ω

= 𝐵(𝑞)Ω (18)

Theorem 1. Let 𝛼 be a positive constant and 𝑄 is any
positive definite symmetric matrix. If the desired angular
velocity is given by

Ω𝑑 = 𝛼𝐼𝐵(𝑞)
𝑇
𝑄𝑞 (19)

Then, under the stated assumptions and conditions, the
overall quaternion system will be exponentially stable. Fur-
thermore, the desired quaternion regulation settling time can
be obtained by choosing a suitable value of 𝛼.

Proof: For simplicity, we will consider 𝑄 = 2𝐼 in
Equation (19) so that

Ω𝑑 = −𝛼𝑞 (20)

Consider the stable unforced system

˙̃𝑞 = 𝑁(𝑞,Ω)

= 𝑁(𝑞, 0) = 0

Substituting the value of Ω𝑑 from (20) we have

˙̃𝑞 = −𝐵(𝑞)𝛼𝑞

Defining

𝑉 = 1

2
(𝑞)𝑇 𝑞 = 1− 𝑞0

With substitutions from (8) and (20), we have

�̇� = −𝑞0 = − 1

2
𝑞𝑇𝛼𝑖(𝑞)

Using the property of quaternion representation [12] that
𝑞𝑇 𝑞 + 𝑞0

2 = 1, and since 0 ≤ 𝑞0 ≤ 1, we get

�̇� = −1

2
𝛼(1 + 𝑞0)𝑉

< 0

which shows that for the desired input the system is input-to-
state stable. This means lim𝑡→∞ 𝑞 = 0 and from definition
of 𝑞 we can conclude lim𝑡→∞ 𝑞 = 𝑞𝑒.

According to the treatment given in [10], it can be shown
that the system is asymptotically stable. For exponential
stability; substituting (20) into (8) we have

𝑞0 =
1

2
𝛼(1− 𝑞2

0
)

˙̄𝑞 = −1

2
𝛼𝑞0𝑞

The time response of 𝑞(𝑡), by solving these differential
equations can be found as

𝑞0(𝑡) = 1− 2𝑐1
𝑒−𝛼𝑡

1 + 𝑐1𝑒−𝛼𝑡
(21)

𝑞(𝑡) =
1 + 𝑐1

1 + 𝑐1𝑒−𝛼𝑡
𝑒−0.5𝛼𝑡𝑞(0) (22)

where 𝑐1 can be defined as 𝑐1 = 1−𝑞0(0)
1+𝑞0(0)

. From (21) and
(22) we can conclude that the quaternion system (8) is
exponentially stable [10]. Also from (21) and (22), it can
be seen that the parameter 𝛼 is related to the settling time of
the quaternion regulation and according to definition of the
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regulation settling time 𝑡𝑞 in [11], this relationship is given
as

𝑡𝑞 =
4.6

0.5𝛼
=

9.2

𝛼
(23)

2) Desired Angular Velocity Tracking: In the next step,
we design 𝜏𝑎 such that it makes the angular velocity Ω,
asymptotically follows the desired angular velocity (20).
The angular velocity tracking error can be described as
Ω̃ = Ω− Ω𝑑. Assume that

˙̃Ω = −𝜆𝑓(Ω̃) (24)

in which 𝜆 is a positive constant and 𝑓(Ω̃) is any function
of Ω̃ which satisfies

Ω̃𝑓(Ω̃) > 0 Ω̃ ∕= 0 (25)

𝑓(Ω̃) = 0 Ω̃ = 0 (26)

Defining the Lyapunov function candidate as

𝑉 = 1

2
(Ω̃)𝑇 Ω̃

The time derivative of 𝑉 while considering (24) is

�̇� = −𝜆Ω̃𝑓(Ω̃)

< 0

which shows that lim𝑡→∞ Ω̃ = 0 and subsequently, we have
lim𝑡→∞ Ω = Ω𝑑.

A model-dependent control law, 𝜏𝑎 can now be designed
as

𝜏𝑎 = 𝑠(Ω)𝐼𝑓Ω+𝐺𝑎 + 𝐼𝑓 Ω̇ (27)

Using the definition of Ω̃, we have that Ω̇ = ˙̃Ω+ Ω̇𝑑, which
with respect to (24) gives

𝜏𝑎 = 𝑠(Ω)𝐼𝑓Ω+𝐺𝑎 − 𝜆𝐼𝑓𝑓(Ω̃) + 𝐼𝑓 Ω̇𝑑 (28)

From (20), we have Ω̇𝑑 = 𝐽(𝑞)𝑞, where 𝐽(𝑞) is Jacobian
matrix of Ω𝑑 as given by

𝐽(𝑞) =

⎛⎝ 0 −𝛼1 0 0
0 0 −𝛼2 0
0 0 0 −𝛼3

⎞⎠
Finally from (15) we get

Ω̇𝑑 = 𝐽(𝑞)𝐹 (Ω)𝑞

which yields

𝜏𝑎 = 𝑠(Ω)𝐼𝑓Ω+𝐺𝑎 − 𝜆𝐼𝑓𝑓(Ω̃) + 𝐼𝑓𝐽(𝑞)𝐹 (Ω)𝑞 (29)

Remark 1. As an example, one of the functions that can
satisfy Equations (25) and (26) is

𝑓(Ω̃) = 𝑠𝑎𝑡(Ω̃) =

{
Ω̃ ∣Ω̃∣ < 𝑎

𝑠𝑔𝑛(Ω̃) ∣Ω̃∣ ≥ 𝑎

Where the positive constant 𝑎 is the width of the boundary
layer of the saturation function.

Remark 2. The control law (29) will ensure the asymptotic
stability of the quadrotor if and only if the regulation of Ω

to its equilibrium point (zero) is faster than regulation of 𝑞
to 𝑞𝑒 which means that

𝑡Ω < 𝑡𝑞 (30)

Here, the angular velocity tracking error settling time 𝑡Ω
approximately is:

𝑡Ω =
𝑎+ 𝛼

𝜆𝛼
(31)

Notice that the boundary layer width 𝑎, has to be sufficiently
small such that it is in the angular velocity settling range.
Also the control law (29) with respect to the airframe inertia
uncertainties Δ𝐼𝑓 is robustly stable if the angular velocity
tracking parameter 𝜆 is

𝜆 > 𝜆0 = 𝑎(𝑎+
1

2
∥𝐽∥∞)

𝛿

𝜎𝑚𝑖𝑛(𝐼𝑓0)

where 𝐼𝑓0 is nominal value of airframe’s inertia matrix and
Δ𝐼𝑓 ∈ {𝑦∣ ∥𝑦∥∞ ≤ 𝛿}.

It is important to point out here that one can simply design
a model-independent control law as

𝜏𝑎 = Ω̇

= −𝜆𝑓(Ω̃) + 𝐽(𝑞)𝐹 (Ω)𝑞 (32)

Further, with both the control laws of (29) and (32), the
regulation problem of attitude angles to their desired values
(i.e. at zero as in hovering case) results in an exponentially
stable system, and the regulation settling time is a function
of 𝛼.

B. Designing the Rotor Torque 𝜏𝑖
Having achieved the task of designing control torque

(model dependent or model independent), we now proceed to
designing 𝜏𝑖 such that the angular speed of the rotors (𝑤𝑖’s),
follow the desired angular speeds generated by our designed
control torque 𝜏𝑎 = (𝜏𝜙, 𝜏𝜃, 𝜏𝜓)

𝑇 . From Equations (1)-(3)
and (7), we find the desired angular speeds as⎛⎜⎜⎝

𝑤2

𝑑1

𝑤2

𝑑2

𝑤2

𝑑3

𝑤2

𝑑4

⎞⎟⎟⎠ =

⎛⎜⎜⎝
0 𝑏𝑑 0 −𝑏𝑑
𝑏𝑑 0 −𝑏𝑑 0
𝑙 −𝑙 𝑙 −𝑙
𝑏 𝑏 𝑏 𝑏

⎞⎟⎟⎠
−1 ⎛⎜⎜⎝

𝜏𝜙
𝜏𝜃
𝜏𝜓
𝑇

⎞⎟⎟⎠

= 𝐴−1

⎛⎜⎜⎝
𝜏𝜙
𝜏𝜃
𝜏𝜓
𝑇

⎞⎟⎟⎠ (33)

in which the parameters 𝑏, 𝑑 and 𝑙 > 0 are assumed to
be positive, in order to ascertain that the matrix 𝐴 remains
nonsingular.

Tracking error of angular speed of rotor’s can be described
as 𝑤𝑖 = 𝑤𝑖 − 𝑤𝑑𝑖 . For making the angular speeds of rotors
asymptotically approach their respective 𝑤𝑑𝑖 ’s, assume that

˙̃𝑤𝑖 = −ℎ𝑓(𝑤𝑖) (34)

in which ℎ is a positive constant and 𝑓(𝑤𝑖) is any function
of 𝑤𝑖 that satisfies (25) and (26) by replacing Ω̃ with 𝑤𝑖.
Defining the Lyapunov function candidate as
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𝑉 = 1

2
(𝑤𝑖)

𝑇𝑤𝑖

The time derivative of 𝑉 while considering (34) is

�̇� = −ℎ𝑤𝑖𝑓(𝑤𝑖)

< 0

which shows that lim𝑡→∞ 𝑤𝑖 = 0 and subsequently, we have
lim𝑡→∞ 𝑤𝑖 = 𝑤𝑑𝑖 .

We can simply define 𝜏𝑖 with respect to (10), as

𝜏𝑖 = 𝑄𝑖 + 𝐼𝑟�̇�𝑖

which can be written as

𝜏𝑖 = 𝑄𝑖 + 𝐼𝑟 ˙𝑤𝑑𝑖 − ℎ𝐼𝑟𝑓(𝑤𝑖) (35)

One of the functions that can satisfy the conditions is

𝑓(�̃�𝑖) = 𝑠𝑎𝑡(�̃�𝑖) =

{
�̃�𝑖 ∣�̃�𝑖∣ < 𝑎

𝑠𝑔𝑛(�̃�𝑖) ∣�̃�𝑖∣ ≥ 𝑎
(36)

Notice that in Equation (35), one of the possible means of
finding ˙𝑤𝑑𝑖 can be by using the dirty derivative filter [4];

˙𝑤𝑑𝑖 =
𝑠

1+𝑇𝑓𝑠
𝑤𝑑𝑖

IV. SIMULATION RESULTS

In order to ascertaining the performance of the quadrotor
using the proposed control algorithm, we consider a quadro-
tor with dynamical parameters as listed in Table 1. Using
Equation (23), the desired regulation settling time (attitude
angles settling time) can give us the required parameters for
our control law. Notice that, there is a compromise between
choosing a small value of 𝑡𝑞 and having large peak value
for the angular velocity Ω, since with replacing the control
law (29) or (32) in (9), we will find that peak value of the
angular velocity Ω would be a function of 𝛼, 𝜆 and 𝑎. In other
words, if we decrease 𝑡𝑞 , we have increased 𝛼 and decreased
𝜆, which will increase the peak value. Furthermore, choosing
𝑎 as small as possible will cause to smaller peak values. In
this paper we have considered the value of 𝑎 as:

𝑎 = 0.02𝛼 (37)

Simulation 1 (Fig. 2 and Fig. 3) shows the performance of
the control law (29) for desired regulation settling time (𝑡𝑞)
0.2𝑠. From (23) and (37) respectively we will get 𝛼 = 46
and 𝑎 = 0.92. One can choose 𝑡Ω = 0.1 and then from
(31), 𝜆 = 510. Simulation 2 (Fig. 4 and Fig. 5) shows the
performance of the control law (32) for the previous values.

Consider the initial angles as 𝜙 = −25∘, 𝜃 = 30∘, 𝜓 =
−10∘, gain ℎ𝑖 , 𝑖𝜖{1, 2, 3, 4} as 0.002, 𝑇 = 1.5𝑁 and
𝑇𝑓 = 0.008 (cutoff frequency of 20 Hz). In Simulations
1 and 2, the desired situation of quad rotor is in hovering.
Notice that, performance of both the control laws is nearly
equivalent. Trajectories of angular speed of rotors for the
system described in Simulation 1 have been depicted in Fig.
6. In Simulation 3 (Fig. 7 and Fig. 8) the system is to be
regulated to 𝜙𝑟 = 10∘, 𝜃𝑟 = −15∘, 𝜓𝑟 = 5∘. As before,
performance of model-independent control law (32) is same
as model-dependent control law (29). Trajectories of angular
speed of rotors are shown in Fig. 9.

TABLE I

CONSIDERED DYNAMICAL VALUES

Dynamical Considered
Parameter Value

d 0.225 m
𝐼𝑟 3.4× 10−5 𝑘𝑔.𝑚2

𝐼𝑓𝜙 4.9× 10−3 𝑘𝑔.𝑚2

𝐼𝑓𝜃 4.9× 10−3 𝑘𝑔.𝑚2

𝐼𝑓𝜓 8.8× 10−3 𝑘𝑔.𝑚2

𝑏 2.9× 10−5

𝑙 1.1× 10−6
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Fig. 2. Simulation 1: Attitude Angles with Controller (29)
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Fig. 3. Simulation 1: Angular Velocities with Controller (29)
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Fig. 4. Simulation 2: Attitude Angles with Controller (32)
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Fig. 5. Simulation 2: Angular Velocities with Controller (32)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−400

−300

−200

−100

0

100

200

300

400

Time(Sec)

A
n

g
u

la
r
 S

p
e
e
d

 o
f 

r
o
to

r
s
(R

a
d

/S
e
c
)

 

 

Rotor 1
Rotor 2
Rotor 3
Rotor 4

Fig. 6. Simulation 1: Angular Speed of Rotors
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Fig. 7. Simulation 3: Attitude Angles with Controller (29)

V. CONCLUSIONS

We presented a novel control approach to obtain asymp-
totic attitude stability of a quadrotor as a representative
of VTOL-UAVs. Based upon the quaternion representation,
we defined a robust control law for attitude control of
the quadrotor in which the regulation of attitude angles to
their desired values is shown to be exponentially stable,
and that the desired settling values can be adjusted by
the operator. In the proposed methodology, the tracking of
desired angular velocity is shown to be asymptotically stable.
The performance of the proposed control design has been
ascertained using Simulation.
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Fig. 8. Simulation 3: Angular Velocities with Controller (29)
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Fig. 9. Simulation 3: Angular Speed of Rotors
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Abstract—A systematic geometric design methodology to gen-
erate a stable controller for simultaneous local and remote atten-
uation that was previously proposed is experimentally validated
on a structure. The local control path transfer function for this
experimental system is non-minimum phase due to which the
original broadband controller design would yield an unstable
controller. Here a modified procedure for systems with local non-
minimum phase dynamics is used to generate a stable controller.
According to this method, reduction in vibration at local and
remote points on a structure can be parameterised in terms
of the available design freedom and a controller is realised in
terms of the optimal selection of this using the minimum phase
counterpart of the local control path transfer function. The
modified method results in a controller that is both stable and
stabilizing and which achieves the desired vibration attenuation
at the local and remote points on the structure. An experimental
facility that replicates the vibration transmission through the
shaft of a propeller blade rig system is used to demonstrate the
method. Vibration for excitation near the first bending mode
frequency of the resonating part of this structure is attenuated
at the non-resonating part of the system without deteriorating
vibration at the resonating end.

I. INTRODUCTION

Active control for reduction of vibration at a specific point
on a complex interconnected structure can potentially enhance
vibration at other points on the structure [1]. A controller
design technique to address the vibration attenuation problem
at local and remote points on a structure simultaneously using
only a single locally placed sensor actuator pair was presented
for a discrete frequency excitation case in [2] and later
extended for the broadband case [3]. For vibration attenuation
over an arbitrary frequency band, controller implementation
involves inversion of the local control path transfer function.
When the local control path transfer function is non min-
imum phase, then the controller itself would be unstable.
This problem can be solved using a new design freedom [4]
to parameterise reduction in vibration at local and remote
points whereby the controller is implemented in terms of the
minimum phase counterpart of the local control path transfer
function. Additionally, to improve robustness to unmodelled
high frequency dynamics, a filter is incorporated into the
design freedom selection [5] such that the gain of the closed
loop system rolls off at high frequency without deteriorating
controller performance in the excitation frequency bandwidth.
The aim of this paper is to present experimental verification of
this design technique for attenuation of vibration at both local

and remote points on a blade rig simultaneously. Trade-offs
between stability robustness and disturbance attenuation are
also highlighted in terms of the values of the design freedom
parameter.

II. EXPERIMENTAL SET-UP

A schematic diagram of the blade rig is shown in figure
1. The primary excitation signal fp(t) is a common signal
fed to the two smaller shakers attached at both ends of the
bar which acts as the transient loading force due to rotation
of the propeller blades. The vibration at the blade end of
the shaft qp(t) is the summation of outputs measured by
two accelerometers connected near each of the disturbance
shakers. The control input fc(t) is applied to the control
shaker attached at the other end of propeller shaft on the
thrust block and a local accelerometer on the thrust block
measures local vibration levels qc(t). Vibration is transmitted
from the blade end along the shaft to the thrust block end and
is particularly detrimental at the blade resonant frequency. Due
to difficulties in measuring and actuating at the blade end for
most applications, it is desired to control both blade vibration
and its transmission using sensors and actuators placed at the
thrust block only1. This blade system can be considered as a
two input two output system with the transfer function matrix
relating the disturbance and control inputs to the remote and
local vibration outputs as[

qc(jω)
qp(jω)

]
=

[
gcc(jω) gcp(jω)
gpc(jω) gpp(jω)

] [
fc(jω)
fp(jω)

]
(1)

In the next section, a design freedom parameter is introduced
which parameterizes reduction in vibration at the thrust block
and blade end. A controller implemented in terms of the
optimally selected values of this design freedom would achieve
the targeted vibration reduction.

III. GENERAL ALGORITHM

The detailed synthesis of a stable controller using the geo-
metric approach is given in [4], [5]. For the system described
in (1), the aim is to design a feedback controller k(jω) using as
feedback signal only from the thrust block to achieve vibration

1Note that this general concept is the subject of several BAE Systems
patents
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Figure 1. Schematic of blade rig

reduction at both the thrust block and blade end simultane-
ously. Using control action, fc(jω) = −k(jω)qc(jω), the
closed loop output respectively at the local and remote points
is then given as

qc(jω) =

[
1 +

−gcc(jω)k(jω)

1 + gcc(jω)k(jω)

]
gcp(jω)fp(jω) (2)

and

qp(jω) =
[

1 +
−gcc(jω)k(jω)

1 + gcc(jω)k(jω)

gcp(jω)gpc(jω)

gcc(jω)gpp(jω)

]

gpp(jω)fp(jω) (3)

Denote a design freedom parameter γ which is related to the
sensitivity function S(jω) as

γ(jω) =
1

gAP (jω)fLP (jω)
[S(jω)− 1] (4)

where gAP (jω) is the all pass transfer function formed from
the right half plane zeros of gcc(jω) and fLP (jω) is a low
pass or a bandpass filter which improves robustness at out-of-
band frequencies. The closed loop local and remote outputs
in (2) and (3) can be represented in terms of this parameter
variable as

qc(jω) = [1 + γ(jω)gAP (jω)fLP (jω)] gcp(jω)fp(jω) (5)

and

qp(jω) =
[

1 + γ(jω)gAP (jω)fLP (jω)
gcp(jω)gpc(jω)

gcc(jω)gpp(jω)

]

gpp(jω)fp(jω) (6)

The magnitude of the expression inside brackets in RHS of (5)
and (6) determines reduction in closed loop local and remote
output. The magnitude of these terms can be represented as
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Figure 2. Measured frequency response of primary excitation input to thrust
block vibration output

a circle at each discrete frequency in a γ−plane. A value for
γ from inside the circle corresponds to reduction in vibration.
If values for γ at discrete frequencies in the disturbance
frequency bandwidth [ωL, ωH ] is selected from inside the
circles given by inequalities (7) and (8), then reduction in
vibration at the local and remote points is possible.∣∣∣∣γ(jωi) +

1

gAP (jωi)fLP (jωi)

∣∣∣∣ < ∣∣∣∣ 1

gAP (jωi)fLP (jωi)

∣∣∣∣ (7)

∣∣∣∣γ(jωi) +
1

gAP (jωi)fLP (jωi)

gcc(jω)gpp(jω)

gcp(jω)gpc(jω)

∣∣∣∣ <∣∣∣∣ 1

gAP (jωi)fLP (jωi)

gcc(jω)gpp(jω)

gcp(jω)gpc(jω)

∣∣∣∣ (8)

These optimal γ points are interpolated by a stable transfer
function and the controller is implemented as

k(jω) = −
γ(jω)fLP (jω)

[1 + γ(jω)gAP (jω)fLP (jω)]gMP (jω)
(9)

where gMP (jω) is the minimum phase counterpart of the local
control path transfer function.

The magnitude frequency response of the open loop path
from primary excitation input on the blade to the local and
remote outputs, denoted as gcp(jω) and gpp(jω) respectively,
is plotted in figures 2 and 3. It shows that near the frequency
of the first bending mode of the blade (i.e. the iron bar
connected to one end of the shaft), vibration transmission to
the thrust block is amplified. A feedback controller to achieve
simultaneous reduction in the thrust block and blade vibration
outputs will be designed for primary excitation around this
frequency range.

The first step in controller design is to determine an
LTI model for the open loop control path gcc(jω) from
the measured FRF. As the controller will target vibration
reduction in the low frequency region, the measured FRF of
the path from control shakers to acceleration on thrust block at
frequencies below 800 Hz is fitted with a 15th order transfer
function model using least squares. The dynamics neglected
at frequencies higher than 800 Hz will not be a problem as
they will not be excited by the control action due to low pass
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Figure 3. Measured frequency response of primary excitation input to blade
vibration output

Figure 4. Circles that represent remote vibration attenuation in γ− plane
at discrete frequencies between 200 Hz and 300 Hz. Unit radius circles
corresponding to local vibration attenuation appear as a cylinder that passes
through the origin

filter fLP (jω). This identified transfer function has 1 right
half plane zero so that gAP (jω) is of order 1 and gMP (jω)
has this RHP zero reflected into the LHP.

The circles in the γ−plane corresponding to reduction in
vibration at the local and remote outputs given by (7) and
(8) for frequencies around the first bending mode is shown in
figure 4. The circles corresponding to reduction in vibration at
the blade end are very large in the frequency region from 200
Hz to 220 Hz and above 270 Hz. The distance between the
centre of both circles will be large and so it will not be possible
to achieve considerable vibration reduction at the blade end
without amplifying vibration output at the thrust block end.
Optimal γ points at these frequencies are selected such that the
vibration level at the thrust block is reduced without enhancing
the vibration level at the blade end. fLP (jω) is chosen as a
bandpass filter with lower and higher cut-off frequency as 100
Hz and 600 Hz, respectively.

IV. NEVANLINNA-PICK INTERPOLATION

The set of selected optimal γ points at discrete frequencies
in the disturbance frequency bandwidth is interpolated by a
stable transfer function using the Nevanlinna Pick interpolation
algorithm [6]. This interpolation problem can be stated as

follows: given n distinct points s1, . . . , sn in the right half
plane Π+ and a collection of complex numbers H1, . . . , Hn,
determine a transfer function f(s) that is analytic in Π+ with

sup |f(s)| ≤ 1

such that f(si) = Hi, for all i = 1, . . . , n. The solution of this
interpolation exists if and only if the associated Pick matrix
P

P =

[
1−HkHl

sk + sl

]n
k,l=1

is positive definite, where • denotes complex conjugate. The
points si according to the above theorem should strictly belong
to the Right Half Plane, whereas the set of optimal selected
values for the design freedom γ have to be interpolated on the
imaginary jω axis. The frequency points are shifted into the
RHP using transformation of Lemma 2 in [8] and is stated as
follows: for the optimal γ data values at n discrete frequencies
ωi, for i = 1, . . . , n, a stable transfer function γ(jω) exists if
and only if the associated Pick matrix

P =

[
1−WkW l

sk + sl

]n
k,l=1

(10)

is positive definite, where Wi = γi/M and si = σ + jωi,
for i = 1, . . . , n. where M is the maximum modulus of
interpolated transfer function and σ a positive real number.
Increasing M or decreasing σ increases the positive definitness
of the pick matrix but for a stable controller and good
performance at intermediate frequencies, M and σ values have
to be finely tuned. It should be noted that small values of σ

will give interpolated transfer function γ(jω) with poles that
are close to the imaginary axis. This would cause oscillations
in the frequency response of the identified transfer function
γ(jω) leading to gain and phase crossover at intermediate
frequencies. As the non-interpolated points in the disturbance
frequency band for small values of σ may lie outside (7) and
(8) circles in γ−plane, this would deteriorate controller perfor-
mance. Although large value of σ gives better approximation at
intermediate frequencies, M values will have to be increased
to get a positive definite pick matrix. A large value of M

can result in the nyquist contour of γ(jω)gAP (jω)fLP (jω)
encircling the critical point which will cause the controller to
become unstable as can be seen from (9). If the Pick matrix
(10) of optimally selected γ points is not positive definite,
then an approximate set of sub-optimal points adjusted to lie
inside the circles is obtained using Linear Matrix Inequalities
that also satisfy the pick condition. This new set of γ points
is used to obtain the interpolating function using the classical
N-P interpolation algorithm.

The first step in iterative classical N-P interpolation algo-
rithm is to compute the elements of Fenyves array T .

Tk,l =
sl + s̄k−1

sl − sk−1

Tk−1,l − Tk−1,k−1

1− Tk−1,lT k−1,k−1

2 < k < n, k < l < n (11)
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Figure 5. Final operating γ points as the frequency response of a stable
bounded real interpolated transfer function γ(jω)

where T1,l = Wl, for 1 < l < n. The next step is to recursively
estimate W1(s) from

Wk(s) =
Tk,k +Wk+1(s)

s−sk
s+s̄k

1 + T k,kWk+1(s)
s−sk
s+s̄k

, k = n, n− 1, . . . , 2, 1

(12)
If the set of data points (si,Wi) for interpolation is aug-
mented with its complex conjugate (s̄i,W i), then a sta-
ble bounded real analytic interpolating function is given by
γ(s) = M × 1

2

[
W1(s+ σ) +W 1(s+ σ)

]
for any arbitrarily

selected initial stable bounded analytic function Wk+1(s) in
(12). There will be at least 4 poles and zeros in γ(jω) transfer
function for every interpolated γ point which will affect the
order of the final compensator transfer function k(jω). In
the frequency interval from 200 Hz to 300 Hz there are 164
discrete frequencies at which an optimal γ point is selected.
Only 6 of the optimal γ points are used as interpolation data
points in order to get a lower order controller.

The final operating γ points obtained from the frequency
response of the interpolating function γ(jω) for frequency
225 Hz to 250 Hz is shown in figure 5. It is seen that in
the frequency range 230 Hz to 245 Hz, circles representing
remote vibration reduction converge towards the origin and
become very small. Due to this several more optimal γ points
have to be selected in this frequency band alone to get a good
transfer function approximation, but this will increase the order
of interpolated transfer function considerably. At all other fre-
quencies in the disturbance frequency band, circles represent-
ing reduction in vibration at the remote point are considerably
larger than the unit circle that corresponds to local vibration
attenuation. Hence, final operating γ points from inside the
unit circle will lie on the boundary of the remote vibration
reduction circle. This is predicted to achieve only slight reduc-
tion in the blade vibration output using a 58th order controller
transfer function. This vibration attenuation problem is a case
of very extreme magnitude for the dimensionless parameter
discussed in [7], which is equivalent to the function formed
by the centre of remote vibration reduction circle given as
−gcc(jω)gpp(jω) [gcp(jω)gpc(jω)gAP (jω)fLP (jω)]

−1. The
magnitude of this function is a measure of the severity of
the trade-off between disturbance attenuation and stability
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Figure 6. Magnitude plot of the frequency response of controller
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Figure 7. Magnitude plot of the frequency reponse from disturbance to local
output with (dashed) and without (solid) feedback controller

robustness.
A controller realized in terms of this γ(jω) transfer function

by substituting in (9) has a magnitude frequency spectrum as
shown in figure 6. The gain of controller starts to roll-off at
600 Hz due to the filter action thereby improving robustness to
unmodelled high frequency dynamics. The theoretical closed
loop frequency response of local and remote points with the
designed controller is compared with the open loop frequency
response as shown in figures 7 and 8.

V. EXPERIMENTAL RESULTS

The controller obtained in the previous section is a com-
pensator transfer function in continuous time domain. It is
integrated with the experimental set-up through Simulink using
a dSPACE real time interface prior to which it has to be
converted to a discrete time model. A discrete model of
compensator using first order hold method with a sampling
frequency of 5 kHz is obtained which matches exactly the
frequency characteristic of the continuous time domain com-
pensator in the disturbance frequency bandwidth. For different
primary excitation inputs fp(t), the acceleration output at the
thrust block qc(t) and blade end qp(t) are measured to compare
closed loop output against open loop output.
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Figure 8. Magnitude spectrum of the frequency reponse from disturbance
to remote output with (dashed) and without (solid) feedback controller
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Figure 9. Power spectral density of output from thrust block when primary
excitation is discrete frequency excitation at 247 Hz

A. Sinusoidal excitation at discrete frequency 247 Hz

The power spectral density of measured acceleration at the
thrust block with and without feedback control for a primary
excitation signal at 247 Hz is plotted in figure 9. It shows
more than 14 dB reduction in magnitude at 247 Hz using
feedback controller and the power spectral density of measured
acceleration at the blade end in figure 10 shows around 3
dB reduction in magnitude at 247 Hz. A peak at 534 Hz in
the PSD of both closed loop outputs can be noticed which
is not present for the open loop case. This is caused by
the peak at this frequency in the magnitude of controller
frequency response spectrum. In the next section, this peak is
reduced without affecting controller performance in the design
frequency bandwidth using a notch filter.

VI. RESULTS AFTER AUGMENTING A NOTCH FILTER

The controller implementation involves inversion of the
minimum phase counterpart of the local control path transfer
function so an antiresonance at frequency 534 Hz in the
local control path transfer function appears as a peak in the
controller FRF. Filter fLP (jω) has a high cut-off frequency
600 Hz which is higher than the frequency (534 Hz) at
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Figure 10. Power spectral density of output from blade end when primary
excitation is discrete frequency excitation at 247 Hz

which the peak in controller FRF appears. If the high cut-
off frequency of fLP (jω) is reduced below 534 Hz and the
order of filter is increased in order to take account of the
sharp increase in this peak then due to limitations as quantified
by Bode’s sensitivity integral, amplification at out-of bound
frequencies will not be spread over a large frequency range
and there will be peaks appearing in the closed loop frequency
response. Therefore, the controller is implemented in series
with a notch filter which has a notch at 534 Hz in order to
reduce the peak at this frequency. The magnitude and phase
of the controller is unaffected in the disturbance frequency
bandwidth. The acceleration measurements at the thrust block
and blade end are taken for different disturbance excitation
signals to compare reduction in closed loop output.

A. Sinusoidal excitation at discrete frequency 247 Hz

The power spectral density of acceleration measured at
the thrust block with and without feedback control for a
primary excitation signal at 247 Hz shows 16 dB reduction
in magnitude as shown figure 11. The power spectral density
of acceleration measured at the blade end in figure 12 shows
around 3 dB reduction in magnitude at 247 Hz. The peak at
534 Hz is reduced considerably because of the notch filter at
this frequency.

B. Broad band frequency white noise excitation

The primary excitation signal input to the disturbance shaker
is a random white noise signal and the power spectral density
of acceleration outputs from the thrust block qc(t) and blade
end qp(t) with and without feedback control action is plotted
in figures 13 and 14. The PSD of acceleration measured at
the thrust block shows around 12 dB attenuation in the distur-
bance frequency bandwidth while the PSD of measured blade
acceleration shows no amplification and a small attenuation as
designed.

VII. CONCLUSION

A geometric design methodology for vibration control using
remotely located stable control systems has been demonstrated
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Figure 11. Power spectral density of output from thrust block when primary
excitation is discrete frequency excitation at 247 Hz
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Figure 12. Power spectral density of output from blade end when primary
excitation is discrete frequency excitation at 247 Hz
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Figure 13. Power spectral density of output at thrust block with primary
excitation as random white noise excitation

0 200 400 600 800 1000

−20

−10

0

10

20

Frequency (Hz)

M
ag

ni
tu

de
 (

dB
)

 

 

Control Off
Control On

Figure 14. Power spectral density of output at blade end with primary
excittion as random white noise excitation

experimentally on a blade rig experimental set-up, which
mimicks the vibration transmission problems encountered due
to propeller blade excitations encountered in many aerospace
and maritime applications. The limitations on actuator and
sensor placement can be overcome using this control design
approach and shows considerable reduction in closed loop
output at the thrust block side near the problematic blade
resonant frequency.

REFERENCES

[1] J. Post and R. Silcox, Active control of the forced response of
a finite beam, Noise Control Engineering Journal, 1 (1990),
pp. 197-202.

[2] S. Daley and J. Wang, A geometric approach to the design of
remotely located vibration control systems, Journal of Sound
and Vibration, 318 (2008), pp. 702-714.

[3] J. Wang and S. Daley, Broad band controller design for remote
vibration using a geometric approach, Journal of Sound and
Vibration, 329 (2010), pp. 3888-3897.

[4] U. Ubaid, S. Daley and S. Pope, Broad band design of remotely
located vibration control systems: a stable solution for non-
minimum phase dynamics, Internoise 2011, Osaka, Japan,
September 4-7 2011.

[5] U. Ubaid, S. Daley and S. Pope, Design of remotely located sta-
ble vibration controllers for non-minimum phase systems, in
14th Asia Pacific Vibration Conference, Hong Kong, December
5-8 2011.

[6] Ph. Delsarte, Y. Genin and Y. Kamp, The Nevanlinna-Pick prob-
lem for matrix-valued functions, SIAM Journal on Applied
Mathematics, Vol. 36, 1 (1979), pp. 47-61.

[7] J. Freudenberg, C. Hollot and R. Middleton, A tradeoff between
disturbance attenuation and stability robustness, in American
Control Conference, 2003. Proceedings of, vol. 6, IEEE, 2003,
pp. 4816-4821.

[8] G. Ferreres and G. Puyou, Feasibility of H∞ design speci-
fications: an interpolation method, International Journal of
Control, 78 (2005), pp. 927-936.

374



 

 

RESEARCH ON SPEED-SENSORLESS 
INDUCTION MOTOR CONTROL SYSTEM 

BASED ON AMESIM-SIMULINK SIMULATION 
 

JIA Xiaoyan 
State Key Laboratory of Automobile Simulation and Control  

Department of Control Science and Engineering,Jilin 
University 

 Changchun, PR China 
E-mail: jiaxy09@mails.jlu.edu.cn 

WANG Xue 
State Key Laboratory of Automobile Simulation and Control  

Department of Control Science and Engineering,Jilin 
University 

 Changchun, PR China 
E-mail: xuew11@mails.jlu.edu.cn 

XIE Xiaohua 
State Key Laboratory of Automobile Simulation and Control  

Department of Control Science and Engineering,Jilin 
University 

 Changchun, PR China 
E-mail: xiexh@jlu.edu.cn 

CHEN Hong 
China First Automobile Works Group 

 Research and Development Center 
Changchun, PR China 

E-mail: chenhong1@rdc.faw.com.cn 

 
 

Abstract—This paper will establish the simulation model and the 
inverter model of induction motor based on the multi function 
simulation software AMESim. Considering the influence on the 
motor from the temperature and other complex factors, and 
Using Matlab / Simulink software to establish a simulation model 
of direct torque control system, then we go on combined 
simulation through the combination of the two aspects. The 
simulation result shows that the controller make the speed faster 
and the robustness stronger of the motor control system, but at 
the same time it exposes the shortcoming that torque pulsing will 
enlarge at the low speed. Pointing at the shortcoming, this article 
starts with the principle of extended kalman filtering algorithm, 
uses of measuring current, voltage on the pattern of stator, 
deduces from a new motor speed, flux state observer model 
without speed sensor, and estimates the rotor speed and stator 
flux. The simulation result shows that this method can solve the 
problem of flux and torque pulsing effectively. 

Keywords- Extended Kalman filter; direct torque control; the 
simulation software AMESim;  torque ripple 

I.  INTRODUCTION (HEADING 1) 
The full name of AMESim is LMS Imagine.Lab AMESim, 

that is complex system modeling and simulation platform of 
the interdisciplinary field. It provides a complete platform of 
system project design, this makes it possible that the user can 
build complex model of multidisciplinary field system on a 
platform. By using of various components provided by system, 
the user can using the physical model to build the simulation 
platform, and this improved the difficulties that general 
modeling software to do it by using of complicated 
mathematical model. AMESim model is more close to the 
reality. 

Direct torque control is a new type of high performanced 
AC adjustable-speed transmission control technique. It 
abandonees the decoupling control theory in vector control. By 
using of the stator flux orientation and instantaneous space 
vector theory, and detecting the stator voltages and currents, 
this control method observes flux and torque of motor in the 
stator coordinate, then compares the observation value with the 
given one. By hysteresis controller regulating the error value 
gets corresponding control signal. To control motor, through 
synthesizing flux and torque signal to select the corresponding 
voltage space vector. The advantage of direct torque control is 
that the torque has faster dynamic response, and the rotor 
parameters change has certain robustness. The defect of this 
control method is that torque and flux pulsing is strong 
especially in the low speed. 

The motor speed and flux observer given in this paper 
check the feasibility of the algorithm, by computer simulation 
and the comparison between the actual rotor speed and stator 
flux. The simulation results show that the design of new state 
observer can reduce the motor flux and torque pulsing 
effectively, and improve the motor torque performance. And it 
make high performance motor control possible. 

 

II. THE INDUCTION MOTOR STATE ESTIMATION BASED ON 
THE EXTENDED KALMAN FILTER 

The object of this paper is the AC induction motor, which is 
a typical nonlinear system. Under normal circumstances, the 
Kalman filter is used for state estimation of linear systems, if it 
is used in the state estimation of nonlinear systems, you must 
consider to use the extended Kalman filter (Extended Kalman 
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Filter, EKF). The largest difference between the general 
Kalman filter and EKF is attempting to make the nonlinear 
systems linearization [3-7]. After the Jacobian matrix 
linearization, there is little difference with the general Kalman 
filter in form. 

A. The Extended Kalman Filter Design Based On AC 
Induction Motor 
In two-phase stationary coordinate, in order to use EKF to 

predict the rotor speed, we need to add to a new state variable 
[8] [9]. The block diagram of the direct torque control system 
based on the extended Kalman filter is shown in figure 1. That 
is where we use voltage and current value which is easy to 
measure to estimate the value of the stator flux and achieve the 
speed identification based on the extended Kalman filter 
algorithm. So as to improve the performance of induction 
motor direct torque control system [10] [11]. 

 

Figure 1 the system block diagram of EKF-DTC 

Under the conditions that the sampling period is very short, 
we can think that the change is zero. Rewriting of the induction 
motor state-space model: 

               
( ) ( )

( ) ( )
= ⋅ + ⋅

= ⋅
�x A x t B u t
y t C x t

                                 (1) 

Among the formula: 

 State variable T[ ]α β α βψ ψ ω= s s r r rx i i , measurement 
variable T[ ]α β= s sy i i , input variable T[ ]α β= s su u u , 
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Where sR is the stator winding resistance, rR is the rotor 

winding resistance, sL is the stator cyclic inductance, rL is the 

rotor cyclic inductances, mL is mutual cyclic inductance, 
2

1σ
τ σ

= − m

s r

L
L

, pn is the number of pairs. ωr  is the rotor 

speed. It can be seen from the above state equation expression, 
in addition to the speed, the rest of the amount are all the stator 
side variables or motor constants, but also it shows the system 
is a nonlinear system. In other words we can use the extended 
Kalman filter algorithm. The actual system contains the system 
and measurement noise inevitably, so we add the noise matrix 
to the fifth-order model of the AC induction motor. It 
constitutes the following stochastic nonlinear control system: 

                           

( ) ( ( )) ( )
( ) ( ( )) ( )

= +
= +

�x t f x t W t
y t h x t V t                            (2) 

Among the formula:  

( ( )) ( ) ( )= ⋅ + ⋅f x t A x t B u t , ( ( )) ( )= ⋅h x t C x t , ( )W t  is the 
system noise matrix, ( )V t  is the process noise matrix. So the 
space state equation of an AC induction motor conforms the 
form of general nonlinear systems state equation in 2.1 section. 
So this paper may be using extended Kalman filter algorithm to 
research the AC induction motor. Firstly we should linear and 
discrete the state space model (1) and (2) of the AC induction 
motor. Specific process is as follows: we can expand the model 
using of the Taylor series mentioned in the previous section, 
and then ignore the higher order terms and retain only first 
order, get the approximation linear model. Assuming that the 
state equation of the discrete system is as follows: 

             
( ) ( ) ( )
( ) ( )

= + +
= +
� k k

k

x A x k B u k W k
y C x k V k

                            (3) 

The dispersion coefficient is : 

= ≈ +AT
kA e I AT ,

0

ξ ξ= ≈�
T

A
kB e Bd BT , =kC C . 

We substitute A, B, C into the above equation to get: 
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Known by the five formulas of the extended Kalman filter, 
we must also know the nonlinear state matrix f , output matrix 
h  and vector partial differential matrix F H . The F  is 
called the Jacobian matrix, and the H is called the transfer 
matrix. 

We can get = ⋅ + ⋅k kf A x B u from the formula 
( ( )) ( ) ( )= ⋅ + ⋅f x t A x t B u t , and get ( ( )) ( )= ⋅h x t C x t  

from = ⋅kh C x . So  
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After calculating the above functions and the corresponding 
matrix, we can apply the five steps of the Extended Kalman 
Filter. Substituting into the following recursive formula: 

( 1/ ) ( ) ( ( ), ( ))+ = + ∗x k k x k T f x k u k                             (4) 

1/ ( ( ( )) ( ( )))+ = + ∗ + ∗ ∗ +T
k k k k kP P F x k P P F x k T Q                   (5) 

1
1/ 1/( 1) [ ]−

+ ++ = ∗ ∗ +T T
k k k kK k P H HP H R                      (6) 

1 1/ 1/( 1)+ + += − + ∗ ∗k k k k kP P K k H P                                (7) 
( 1) ( 1/ ) ( 1)( ( 1) ( 1/ ))+ = + + + + − ∗ +x k x k k K k y k H x k k                     (8) 

Among the formulas, K  is the Kalman gain, P is the state 
error covariance matrix, Q and R are noise covariance matrix 
whose initial value is artificially given. This article gets each 
parameter by trial and error method under the premise of 
ensuring the steady-state tracking and filtering divergence.  

B. System Simulation Model Based On The EKF-DTC 
System 
When the simulation model is set up, the extended Kalman 

filter is using of the S function. Figure 2 is the Simulink. 
Simulation diagram with the EKF-DTC. 

 

Figure 2. Simulink Simulation model based on EKF-DTC. 

Induction motor simulation parameters:  

rated power NP =1.1kw, stator winding resistances sR =5.793Æ, 
rotor winding resistances rR =3.421Æ, stator cyclic 
inductances sL =0.368H, rotor cyclic inductances 

rL =0.368H,mutual cyclic inductance mL =0.363H,moment of  
inertia J =0.0267Kg.m2,the number of pairs P =2.  

Based on the EKF-DTC method and the traditional DTC 
stator flux vector, electromagnetic torque and current 
simulation waveform, we compare the simulation results.  

the given speed is 30 r / s (the rated speed is 150 r/s),  and 
the load torque is 3 N. m. 
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 (a1) stator flux waveform of traditional DTC 
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 (a2) stator flux waveform of EKF-DTC 
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 (b1) Electromagnetic torque waveform of traditional DTC 
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 (b2) Electromagnetic torque waveform of EKF-DTC 
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 (c1) Current waveform of traditional DTC 
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(d1) Given speed waveform 
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Figure 3   Comparative experiment waveforms 

 

III. SIMULINK AND AMESIM SIMULATION REALIZATION 
AND VALIDATION OF THE ALGORITH  

A. The Structures Of The Joint Simulation Model 
We use the motor model in AMESim to instead of the 

induction motor model of control system in front. At the same 
time its inverter drive section is also created in the software, to 
verify the effect of this control algorithm designed. In 
AMESim, the mathematical model of the induction motor takes 
the relationship between the temperature and the parameters 
into account, the system makes it closer to the actual motor 
system environment, and makes the powerful validation of the 
effectiveness of the proposed algorithm. In AMESim model, 
the relationship between the temperature and the motor 
parameters is as follows: 

0

0

0

0

(1 ( ))

(1 ( ))

= + −

= + −
s s s

r r

R R alphaR Temp T

tauR T alphaT Temp T
Co-simulation electronic control system and Simulink 

single software simulation model are different. In the co-
simulation electronic control system, we introduce the voltage, 
current sensor signal and speed signal in AMESim into the 
Simulink model. We can calculate the inverse change switch 
signal by the computing in the Simulink model and then act on 
the inverter device of AMESim model. As shown in Figure 4, 
the S-function in the simulation model is corresponding to the 
AMESim co-simulation interface in figure 5, to complete the 
data reception and transmission. 

 
Figure 4  AMESim simulation model of Co-simulation 

 

 
Figure 5  Simulink simulation model of Co-simulation 

B. The Simulation Experiment Of Algorithm Verification 
Simulation: the motor parameters still choose the same 

parameters as the previous ones.  

The experimental setup: the reference temperature is 25 
degrees Celsius. The given speed is 30rad / s. Observing the 
stator flux and speed simulation waveform. 
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Figure 6. Stator flux waveform of Co-simulation 
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Figure 7. The waveform of the observables under Low-speed 

IV. CONCLUSION 
Analyzing figure 3: 

1. It is visible from the comparison between Figure (a1) 
and Figure (a2). When the motor is running at low speed 30rad 
/ s, the stator flux trajectory is a hexagon in the Traditional 
DTC method. The control effect is far from ideal. But the stator 
flux trajectory is approximately circular in EKF-DTC method, 
and the pulse also significantly reduces. 

2. It is visible from the comparison between Figure (b1) 
and Figure (b2). The electromagnetic torque ripple reduces to a 
large extent based on the EKF-DTC method. 

3. It is visible from the comparison between Figure (c1) 
and Figure (c2). The current waveform pulse is obvious in 
traditional DTC method. The current sine wave has been 
significantly improved based on EKF-DTC method. 

4. It is visible from the comparison between Figure (d1) 
and Figure (d2). The value of a given speed is 30rad / s. The 
EKF identification value is also about 30rad / s. That is to say 
that we can achieve the speed recognition based on the EKF-
DTC and the no speed sensor technology. 

It can clearly be seen that the method reduce the stator flux, 
electromagnetic torque, the current waveform pulsation to a 
large extent and improve the steady-state performance of a 
direct torque control system based on EKF-DTC. Analyzing 
the reason is that the stator flux observer model is the UI model 
in the traditional DTC, the accuracy declines seriously at a low 
speed. However the EKF can remove the error caused by the 
cumulative integral. The introduction of EFK is equivalent to 

change the original open-loop stator flux model into a closed-
loop control, and eliminate the error in the ring. At the same 
time EKF achieve speed identification and the speed sensor 
control, and also maintain the advantages of the DTC fast 
dynamic response. 

Analyzing Figure 6 and  Figure 7  

The stator flux trajectory is almost circular, but the 
trajectory is coarse, and it shows that the pulse is large. 
However, the shape and thickness of the track can still 
determine that it is limited within an acceptable range. The 
given speed is 30rad / s. It can be seen from the experimental 
results that the actual speed can track a given speed. Above all 
we can conclude that the design algorithm of this paper is 
effective.  
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Abstract—This paper aims to present an improved adaptive
sliding mode control (ASMC) design for rigid spacecraft attitude
maneuvers. An adaptive scheme is proposed for the switching
gain calculation when the upper bound of the system uncertainty
is unknown in advance. Unlike existing ASMC design, which may
result in an over-adaptation of the upper bound when the initial
system trajectory is located far from the sliding surface, this
paper presents a novel ASMC strategy by introducing a decay
term in the sliding function to reduce or eliminate the unrelated
factor in the adaptation scheme. Consequently, a lower-chattering
control signal is achieved. Simulation results are presented to
illustrate the effectiveness of the proposed strategy.

Index Terms—attitude maneuver, adaptive sliding mode con-
trol, over-adaptation, global sliding mode, chattering suppression.

I. INTRODUCTION

As a subclass of variable structure control systems, sliding
mode control (SMC) is a nonlinear control method that is well
known for its robust performance. In the pase decades, SMC
has been extensively studied in many practical control systems.
SMC can offer many good properties, such as insensitivity
to parameter variation, external disturbance rejection, and
fast dynamic response, which make it a potential approach
for spacecraft attitude control. In [1], the attitude regulation
problem was studied and the sliding function was determined
by solving an optimal control problem. A smoothing model-
reference SMC algorithm was presented in [2], where a desired
quaternion error response was predefined for the attitude
control system. To reduce the static error, an integral term
was added in the sliding function and modified Rodrigues
parameters (MRPs) were used instead of quaternion for the
non-redundancy in [3]. Moreover, in [4], a nonlinear sliding
function was defined according to the properties related to the
attitude kinematics.

However, for the SMC design mentioned above, a prior
knowledge of the system uncertainty upper bound is required.
When such a bound is unavailable in advance, conservative
method is generally adopted, where the switching gain is
selected sufficiently large. It is well known that the chattering
level is directly determined by the switching gain. Hence,
such a conservative method may aggravate the chattering
problem which could excite the unmodelled dynamics and may
lead to instability. Further investigations have proceeded along

two lines. On the one hand, technologies are studied for the
chattering reduction. Higher-order sliding mode control has
been recently proposed to reduce the chattering problem while
keeping the main advantages of conventional SMC ( [5]). In
[6], the control chattering is reduced by low-pass filtering
the control signal. In particular, in [7], three methods were
presented for the chattering suppression. Nonetheless, there
are no constructive conditions for the switching gain selection
in those algorithms and generally a prior knowledge of the
bound of the system uncertainty and/or the system states is
needed.

On the other hand, attention has also been focused on
eliminating the requirement of the prior knowledge of the
uncertainty bound. One way is using the disturbance observer
(DOB) technique, as suggested in [8] and [9]. However,
the DOB based SMC algorithms usually assume that the
model uncertainty is generated by a linear exogenous sys-
tem [10], which is hard to satisfy due to the complexity
and unpredictability of the uncertainty. The other effective
approach is to integrate adaptive scheme into SMC designs.
By updating the switching gain adaptively, the upper bound
of model uncertainty is not required to be known in advance.
At the first stage, it is generally assumed that the norm of
uncertainty was bounded by a linear function of the state-
norm. Correspondingly, adaptive laws were designed for the
linear function parameters, as suggested in [11], [12], [13]. In
particular, in [13], an ASMC algorithm was proposed for the
attitude stabilization of a rigid spacecraft, where the lumped
uncertainty is assumed to be bounded by a linear function of
the norms of angular velocity and quaternion. Afterwards, in
[14] the lumped uncertainty was assumed to be bounded by
an unknown constant and consequently a simple adaptive law
was proposed for the switching gain calculation. Subsequent
results can be found in many other applications such as
internal combustion engines ( [15]), induction servomotor (
[16]), planetary gear-type inverted-pendulum ( [17]), etc. The
major problem of the ASMC algorithms mentioned above is
their over-adaptation for the switching gain with respect to
the uncertainty bound, which results in the serious chattering
phenomena and unnecessary energy consumption.

Considering the shortcomings of the chattering suppression
techniques and current ASMC design, it is necessary to put
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forward a novel ASMC strategy, which does not need a
prior knowledge of the upper bound and has the chattering
suppression ability. Such a problem was recently investigated
in [18], where two new methodologies for the ASMC design
were proposed. Unfortunately,those two methods only reduce
the switching gain in the sliding phase without considering
the reaching phase. Similar to the ASMC design mentioned
before, which will be called the ASMC-I algorithm in the
following contents, the switching gain is also overestimated in
[18] due to its failure in accounting for the initial system error
in the adaptation scheme. With this in mind, this paper tries to
present an improved ASMC design principle by addressing the
attitude control problem for a rigid spacecraft in the presence
of inertia matrix uncertainty and external disturbance. The
key feature of the proposed ASMC algorithm, referred as the
ASMC-II algorithm, is that a decay function is introduced
to reduce or eliminate the impact of initial system error in
the adaptation scheme. By this modification, the ASMC-II
algorithm can give a more accurate estimation of the uncer-
tainty bound and generate a lower-chattering control signal.
A large angle attitude reorientation maneuver is employed in
the simulation, where the simulation results demonstrate the
effectiveness of the proposed strategy.

II. PRELIMINARY AND PROBLEM STATEMENT

Rigid spacecraft attitude control for large angle maneuvers
poses a difficult problem, including nonlinear characteristics in
both the dynamics and the kinematics, modelling uncertainty,
and persistent external disturbance. In this paper, we will
resolve this problem in the ASMC framework. Before moving
on, some notations and assumptions are presented here. Three
coordinate frames are used in this paper, which are the inertia
reference frame FI , body-fixed frame FB , and the desired
frame FD. Unless otherwise specified, all the quantities are
expressed in their corresponding frames. And it is assumed
that the spacecraft attitude and angular velocity are available
and the dynamics of actuator is neglected.

A. Mathematical Model

Consider a thruster control rigid spacecraft, whose dynamics
is described as follows:

Jω̇b + ω×
b Jωb = Tb + Td (1)

where J ∈ R
3×3 is the spacecraft inertia matrix, ωb =

[ωb1 ωb2 ωb3]
T ∈ R

3 is the angular velocity vector of FB

with respect to FI . The superscript (·)× on ωb denotes the
skew-symmetric matrix operator performing the cross product
between two vectors, e.g.,

α×β = α× β (2)

where α and β are two vectors in R
3. Tb =

[Tb1 Tb2 Tb3]
T ∈ R

3 is the vector of control torque
provided by the thrusters, Td = [Td1 Td2 Td3]

T ∈ R
3

is the external disturbance vector, including gravitational
torque, aerodynamic torque, radiation torque, and other
environmental and non-environmental torques. Furthermore,

the inertia matrix uncertainty is taken into account. Let
J = Ĵ + ΔJ with ΔJ the uncertainty caused by the change
in mass properties and Ĵ = diag(J1, J2, J3) the nominal
inertia matrix. Then the attitude dynamics is given by:

Ĵ ω̇b + ω×
b Ĵωb = Tb + Td −ΔJω̇b − ω×

b ΔJωb (3)

According to the structural feature in (3), one can merge
all the elements caused by inertia matrix uncertainty and
external disturbance as the lumped uncertainty, i.e., let d =
[d1 d2 d3]

T ∈ R
3 with d = Td − ΔJω̇b − ω×

b ΔJωb.
Correspondingly, the attitude dynamics is rewritten as:

Ĵ ω̇b + ω×
b Ĵωb = Tb + d (4)

From (4), it is clear that the lumped uncertainty is matched
to the system. Without loss of generality, it is assumed that d
is bounded by an unknown upper bound, e.g., ‖d‖∞ < dmax

with ‖ · ‖∞ the vector infinite-norm.
By introducing the shadow MRPs, the MRPs set can provide

a nonsingular, bounded, minimal attitude description. Hence,
MRPs are utilized in this paper instead of quaternion, whose
kinematics is:

σ̇b = M(σb)ωb (5)

where σb = [σb1 σb2 σb3]
T ∈ R

3 denotes the inertial
MRPs vector of FB with respect to FI . M : R

3 → R
3×3

such that M(σb) is the Jacobian matrix with M(σb) =
(1− ‖σb‖2)I3 + 2σ×

b + 2σbσ
T
b

4
, ‖·‖ is the vector 2-norm and

I3 is the 3 × 3 identity matrix. Moreover, MT (σb)M(σb) =
m(σb)I3 with m : R

3 → R such that m(σb) = (1 +
‖σb‖2)2/16. The transition matrix from FI to FB in terms
of MRPs is given by:

R(σb) = I3 +
8σ×

b σ
×
b − 4(1− ‖σb‖2)σ×

b

(1 + ‖σb‖2)2 (6)

A typical Rest-to-Rest attitude maneuver is studied in this
paper. The objective is reorienting the spacecraft from an
arbitrary stationary attitude to a desired attitude with zero
angular velocity. The attitude variables of the desired frame,
FD, are denoted by σd ∈ R

3 and ωd ∈ R
3. Then, the error

attitude variables are defined as follows:

σe =σb ⊕ σ∗
d (7)

ωe =ωb −R(σe)ωd (8)

where σe = [σe1 σe2 σe3]
T ∈ R

3, ⊕ is the MRPs
production operator characterizing the successive rotations.
For two MRPs expressed in their corresponding frames, e.g.,
σ1 ∈ R

3 and σ2 ∈ R
3, it is operated as follows:

σ1 ⊕ σ2 =
(1− ‖σ2‖2)σ1 + (1− ‖σ1‖2)σ2 − 2σ×

1
σ2

1 + ‖σ2‖2‖σ1‖2 − 2σT
2
σ1

(9)

σ∗
d is the inverse of σd, which is extracted from the inverse

of R(σd) and σ∗
d = −σd. R(σe) and R(σd) are the transition

matrices from FD to FB and from FI to FD, their expressions
can be obtained by replacing σb by σe and σd in (6). As
ωd = 0, ωe = ωb. Therefore, the error attitude dynamics
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is expressed same as (4). With respect to the error attitude
kinematics, following lemma is introduced.

Lemma 1: If the attitude variables pairs (σb, ωb) and
(σd, ωd) satisfy the MRPs kinematics formulation described in
(5), then the error attitude variables pair (σe, ωe) also satisfies
that MRPs kinematics formulation.

Proof: The proof is based on the successive rotations in
terms of transition matrix. See [20] for further details.

Then, the system is governed by the following equations:{
Ĵ ω̇b = Tb + d− ω×

b Ĵωb

σ̇e = M(σe)ωb

(10)

B. Problem Statement

Our aim can be summarized as follows: find a SMC
algorithm to steer the attitude variables pair (σb, ωb) from
(σb(0), 0) to (σd, 0) in the presence of the lumped uncertainty,
and find an adaptive law to update the estimation of the
unknown dmax for the switching gain calculation which has
the chattering suppression ability.

III. MAIN RESULTS

A. AMSC-I Algorithm Design

In this section, we will briefly apply the ASMC-I algorithm
for the attitude control problem under consideration. First, the
sliding function defined in [4] is given by:

S = ωb + λ
MT (σe)

m(σe)
σe (11)

where S = [s1 s2 s3]
T ∈ R

3 and the corresponding sliding
surface is determined by S = 0, λ > 0 is the sliding function
gain. In the following derivations, M(σe) and m(σe) will be
denoted by M and m for clarity.

By a left multiplication of (11) with M and using the fact
that MTM = mI3, one has:

MS = σ̇e + λσe (12)

When the sliding mode occurs, i.e., S = 0 holds, it is
easy to conclude that an exponential convergence of the error
MRPs, i.e., σe(t) = e−λ(t−tr)σe(tr), can be obtained if a
proper SMC law is designed, where tr is the time of arrival
at the sliding surface. Such a SMC algorithm can be derived
by producing a negative definite derivative of the following
Lyapunov function:

V =
1

2
ST ĴS (13)

On the basis of [4], one can get the following SMC
algorithm:

Tb = ω×
b Ĵωb − λĴ

(
4M − 2σeσ

T
e

)
ωb

1 + ‖σe‖2 − Γsgn(S) (14)

where Γ = diag(γ1, γ2, γ3) is the switching gain matrix with
its elements γi > dmax (i = 1, 2, 3) to guarantee the system
stability and sgn(·) is the sign function.

During the above derivations, the sliding function gain λ
can be determined according the desired system response in
the sliding phase. In order to determine the switching gain
in the absence of a prior knowledge of dmax, the ASMC-I
algorithm can be applied.

Consider the modified Lyapunov function:

V =
1

2
ST ĴS +

1

2c
d̃2 (15)

where c > 0 is the adaptive gain, d̃ = d̂ − dmax is the
estimation error with d̂ the estimation of dmax. According to
the ASMC-I design principle in [14], the adaptive switching
gain law for the attitude control is:

d̂ = c

t∫
0

‖S‖1dτ (16)

where ‖ · ‖1 is the vector 1-norm.
Correspondingly, the ASMC-I algorithm is given by:

Tb = ω×
b Ĵωb − λĴ

(
4M − 2σeσ

T
e

)
ωb

1 + ‖σe‖2 − d̂sgn(S) (17)

B. Over-adaptation in ASMC-I Algorithm

From the ASMC-I algorithm design in Section III-A, one
can see that the ASMC-I algorithm is based on conventional
SMC algorithm. It is well known that the system trajectory
employing the SMC algorithm consists two parts, the reaching
phase and the sliding phase, as illustrated in Fig. 1.

Fig. 1. System trajectory and sliding function response using SMC algorithm
in (14)

Recalling the adaptive law in (16), it is obvious that the
basic idea of the ASMC-I technique lies in that dmax can
be adjusted by the deviation from the sliding surface. From
(16), the integral action starts from the very beginning and any
departure from the sliding surface, S = 0, will result in the
increase of the switching gain. In other words, the switching
gain adaptation depends on the initial value of the sliding
function besides the lumped uncertainty. However, the initial
system trajectory is generally located far from the sliding
surface as shown in Fig. 1. Hence, d̂ would increase quickly
at the beginning due to a large ‖S(0)‖1 and the resulting d̂ is
much larger than dmax, which leads to an over-adaptation of
the switching gain and correspondingly the serious chattering
problem in the ASMC-I algorithm.
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Moreover, if we divide the adaptive law in (16) into two
parts, i.e.,

d̂ = c

tr∫
0

‖S‖1dτ + c

t∫
tr

‖S‖1dτ (18)

Then, it is obvious that the first integral term in (18) deals with
the deviation in the reaching phase, which is mainly caused
by the initial system error; while the second term handles the
departure in the sliding phase, which is mainly affected by the
lumped disturbance.

C. ASMC-II Algorithm Design

To address the over-adaptation problem in the ASMC-I
design, it is natural to reduce or eliminate the proportion of
the first integral term in (18). With this in mind, we present
the ASMC-II algorithm. First, the sliding function in (11) is
modified as

S(t) = ωb − f(t)ξ + λ
MT

m
[σe − f(t)ρ] (19)

where S(t) = [s1(t) s2(t) s3(t)]
T ∈ R

3, f(t) is a
continuous, strictly decreasing function on t ∈ [0,∞) with
its initial value f(0) ∈ [0, 1] and its final value ff = 0,
ξ = [ξ1 ξ2 ξ3]

T ∈ R
3, ρ = [ρ1 ρ2 ρ3]

T ∈ R
3 are the

coefficients related to the initial system states, and ρ = σe(0),
ξ = ωb(0).

According to the above definition, we can find that the initial
value of the sliding function is reduced to a small value or even
becomes zero by the additional decay function. Therefore, if
a proper SMC algorithm is designed to achieve the sliding
motion, the sliding surface related to (19) is a new kind of
sliding surface, which is illustrated in Fig. 2.

Fig. 2. System trajectory and sliding function response using sliding function
in (19)

Therefore, if the sliding function in (19) is used for the
switching gain adaptation, the unrelated effect of the initial
system error can be reduced or eliminated in the adaptation
scheme and the upper bound of the lumped uncertainty can
be estimated more precisely, which is the motivation for the
ASMC-II algorithm.

Remark 1: Actually, the sliding function defined in (19) is
an extension of the time-varying sliding function investigated
in [21] and [22]. In particular, in [21], it was proved that a
global sliding mode would be achieved by using the sliding

function like (19) with f(t) selected as the exponential decay
function f(t) = e−κt and κ > 0. However, due to the sensor
noise, the initial system error can not be entirely cancelled.
Furthermore, if the total time-varying sliding mode case, i.e.,
S(0) = 0, is used for the switching gain adaptation, the system
cannot provide enough information for the adaptation due to
the fact that there is no departure from the sliding function
at the initial time, which will slow down the adaptation
procedure. Therefore, in this paper, we introduce a weight in
the decay function, e.g., let f(t) = pe−κt with p ∈ [0, 1] in the
following derivations, which will produce an initial departure
from the sliding surface purposefully to speed up the adaptive
process. When p = 0, the sliding function in (19) turns out to
be the sliding function in (11); whereas if p = 1, it becomes
the total time-varying sliding function studied in [21].

For the attitude reorientation control problem, we have
ωb(0) = 0, i.e., ξ = 0. For simplicity, the κ in the decay
function is selected same as the sliding function gain λ, i.e.,
let κ = λ. Then the sliding function is specified as:

S(t) = ωb + λ
MT

m

(
σe − pe−λtρ

)
(20)

Then, we are ready to present the following theorem:
Theorem 1: For the system governed by (10), by adopting

the sliding function in (20) and the ASMC-II algorithm in (21),
the system trajectory will converge to the sliding function as
t → ∞.⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Tb = λpe−λtĴ d

dt

(
MT ρ
m

)
− λĴ

(4M−2σeσ
T
e )ωb

1+‖σe‖2

+ω×
b Ĵωb − λ2pe−λtĴ MT ρ

m − d̂sgn(S(t))

d̂ = c
t∫
0

‖S(t)‖1dτ
(21)

where

d

dt

(
MT ρ

m

)
=8

σT
e ρMωb − (ρ− μ+ ε)×Mωb

(1 + ‖σe‖2)2

− 4MT ρσT
e Mωb

(1 + ‖σe‖2)m
where μ = [σe3ρ2 σe1ρ3 σe2ρ1]

T ∈ R
3 and ε =

[σe2ρ3 σe3ρ1 σe1ρ2]
T ∈ R

3.
Proof 1: Considering the following Lyapunov function:

V =
1

2
ST (t)ĴS(t) +

1

2c
d̃2 (22)

The time derivative of the above Lyapunov function along
the closed-loop system trajectory is:

V̇ =ST (t)Ĵ Ṡ(t) +
d̂− dmax

c
˙̂
d

=ST (t)
(
d− d̂sgn(S(t))

)
+ (d̂− dmax)‖S(t)‖1

=ST (t)d− d̂‖S(t)‖1 + d̂‖S(t)‖1 − dmax‖S(t)‖1

=−
3∑

i=1

(dmax|si(t)| − disi(t)) ≤ 0
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Let χ =
3∑

i=1

(dmax|si(t)| − disi(t)) and it is obvious that

χ is uniformly continuous. By integrating the above equation
from zero to t, one has:∫ t

0

V̇ dτ ≤ −
∫ t

0

χdτ ⇒ V (0) ≥
∫ t

0

χdτ (23)

Taking the limits as t → ∞ on both sides of (23) gives:

∞ > V (0) ≥ lim
t→∞

∫ t

0

χdτ (24)

On the basis of Barbalat lemma, one can obtain

lim
t→∞χ = 0 (25)

which implies that lim
t→∞S(t) = 0.

Remark 2: Above proof implies that the ASMC-II algo-
rithm can only guarantee the asymptotic stability of the
sliding function but not the attitude variables, i.e., the system
trajectory will converge to the sliding surface in infinite time.
However, from the adaptation law in (21), one can see that
the switching gain d̂ will keep increasing if S(t) 
= 0. When
d̂ increases up to a value large enough to suppress the lumped
uncertainty, e.g., d̂ > dmax + δ with δ a sufficiently small
positive scalar, the sliding mode will start in finite time.
Similarly, denote the arrival time as tr. By a left multiplication
of (20) with M , following 3-dimensional first-order vector
differential equation can be obtained:

σ̇e + λσe = λpe−λtρ (26)

The analytical solution for σe is:

σe(t) = e−λ(t−tr)(λpρt+ σe(tr)) (27)

It is obvious lim
t→∞σe(t) = 0 and lim

t→∞ωb(t) = 0 from (20).
Hence, the attitude control system in (10) with the ASMC-II
algorithm in (21) is globally asymptotically stable.

Remark 3: Recalling the adaptive law in (21), d̂ will be-
come unbounded due to the fact that the sliding function
is not identically equal to zero, which may be caused by
the finite switching frequency or measurement noise. For
implementation in practice, the adaptive law has to be modified
to get a bounded switching gain, such as the σ modification
method in [12]. Here, the approach proposed in [18] will be
used, where the adaptive law in (21) is modified as

d̂ =

{
c
∫ t

0
‖S(t)‖1sgn(‖S(t)‖1 − η)dτ if d̂ > �∫ t

0
�dτ if d̂ ≤ �

(28)

where � > 0 is a very small scalar to ensure d̂ is positive
and η > 0 is carefully chosen to deal with the trade-off in
control accuracy and bounded switching gain. Further details
on η tuning can refer to [18].

IV. NUMERICAL SIMULATION

In this section, a comparison of the ASMC-I and ASMC-II
algorithms is employed for a large angle attitude maneuver to
test the effectiveness of the proposed strategy.

The inertia matrix for the controller design is given by
Ĵ = diag(48, 25, 61.8) (kg.m) and the uncertainty is 10%
of the nominal value. The external disturbance is Td =
[0.02 sin(0.01t) 0.02 cos(0.01t) 0.04 sin(0.01t)]

T
(N.m).

The initial attitude variables are σb(0) = [−0.2 0.3 0.1]
T

and ωb(0) = [0 0 0]
T

(rad/s). The desired attitude is
σd = [0.1 0.2 − 0.3]

T with the desired angular velocity
ωd = [0 0 0]

T
(rad/s). For comparison, same control

parameters are selected for both the ASMC-I algorithm and
the ASMC-II algorithm, where c = 1, λ = 0.25 and the
initial value of d̂ is zero. The weight p is selected as 0.8.
The simulation results are shown in Fig.3–Fig.6.
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The maneuver evolutions controlled by ASMC-I and
ASMC-II are compared in Fig. 3 and Fig. 4 with the cor-
responding control torque commands shown in Fig. 5. From
Fig. 3, it is clear that both the ASMC-I and the ASMC-II
can accomplish the attitude reorientation in the absence of the
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prior knowledge of dmax and the system responses are similar.
Fig. 4 shows the angular velocity response comparison, where
the angular velocity controlled by the ASMC-II is smoother
than that controlled by the ASMC-I. Nonetheless, there is a
significant difference in the control torque commands as shown
in Fig. 5. According to Fig. 5, it is obvious that the chattering
in ASMC-I is much more serious than that in ASMC-II, which
verified the effectiveness of the proposed strategy. Moreover,
as shown in Fig. 6, the adaptive switching gain generated
by ASMC-II is much smaller than the ASMC-I case, where
d̂ ≈ 1.62 for ASMC-I and d̂ ≈ 0.046 for ASMC-II, which
verified the chattering suppression ability of ASMC-II.

V. CONCLUSION

The attitude control problem of a rigid spacecraft involving
inertia matrix uncertainty and external disturbance has been
considered. An effective solution has been presented to address
the over-adaptation problem in current ASMC design. Such
an improvement is achieved by reducing or eliminating the

influence caused by initial system error on the switching gain
adaptation. It has been shown by theoretical analysis and
simulation results that the proposed strategy can produce a
much smaller switching gain as compared with current ASMC
design and achieve a smoother system response.
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Abstract—This paper considers the non-fragile observer design 
method for nonlinear switched time delay systems using the delta 
operator. Based on multiple Lyapunov function method and delta 
operator theory, an asymptotic stability criterion for delta 
operator switched system with time delay and Lipschitz 
nonlinearity is presented. By using the key technical lemma, a 
new sampling period and delay dependent design approach to the 
non-fragile observer is addressed. The proposed non-fragile 
observer can guarantee the estimated state error dynamics of 
delta operator time delay switched system can be asymptotically 
convergent for observer gain perturbations. The solution to the 
observer is formulated in the form of a set of linear matrix 
inequalities. A numerical example is employed to verify the 
proposed method. 

Keywords-delta operator; non-fragile observer; Lipschitz 
nonlinear; switched systems; time delay  

I.    INTRODUCTION  
Switched systems have attracted the interest of several 

scientists in the last several years. Switched systems are a class 
of hybrid systems consisting of subsystems and a switching 
law, which define a specific subsystem being activated during a 
certain interval of time. Switched systems exist widely in 
engineering and social systems, such as mechanical systems, 
automotive industry, aircraft and air traffic control and many 
other fields[1-3]. A lot of research in this direction have appeared 
recently[4,5]. Many important progress and remarkable 
achievements have been made on issues about stability and 
stabilization for the system. Based on common quadratic 
Lyapunov functions (CQLFs), a series of methods and 
conditions have been given for analyzing the stability of 
switched systems for arbitrary switching law[6, 7]. As effective 
tools, multiple Lyapunov function (MLF), switched Lyapunov 
function(SLF) and the average dwell-time approaches have 
been proposed to analyze the stability of switched systems, and 
many valuable results have been obtained for switched 
systems[8-10]. 

It is recognized that most discrete-time signals and systems 
are the results of sampling continuous-time signals and 
systems. When sampling is fast, all resulting signals and 
systems tend to become ill conditioned and thus difficult to 
deal with using the conventional algorithms. The delta 
operator-based algorithms are numerically better behaved 
under finite precision implementations for fast sampling[11]. A 
class of  uncertain systems in delta domain has been studied 
and several results about robust stability for the system have 

been developed[12,13]. The problem of system instability in fast 
sampling can be solved by using delta operator model [13]. 

Recently, delta operator approach is used to investigate 
robust control for a class of uncertain switched systems, and 
the stabilization conditions of the delta operator switched 
systems are formulated in terms of a set of linear matrix 
inequalities (LMIs) [14]. The developed method is valid for the 
system. However, in actual operation, the states of the systems 
are not all measurable. It is necessary to design state observers 
for systems of this type. Several design procedures have been 
proposed to design state observers for switched systems[15, 16]. It 
is considered that the state observer gain variations could not 
be avoided in several applications, a kind of non-fragile 
observer is proposed and the design method is proved to be 
effective[17]. However, to date and to the best of our 
knowledge, the problem of the non-fragile observer design for 
time delay delta operator switched nonlinear systems has not 
been investigated, which motivated us for this study. 

In this paper, we deal with the problem of the non-fragile 
observer design for time delay switched nonlinear systems 
using a delta operator, where the observer gain perturbations 
are assumed to be time-varying and unknown, but are norm-
bounded. The aim is to design the non-fragile observer such 
that the estimated state error dynamics can be asymptotically 
convergent for observer gain perturbations. The desired non-
fragile observer can be constructed by solving a set of LMIs. 
The remainder of the paper is organized as follows. In Section 
II, problem formulation and some necessary lemmas are given. 
In Section III, based on the MLF approach and delta operator 
theory, the stability analysis for a delta operator time delay 
switched nonlinear system is considered, and the result is 
dependent of time delay and will be employed to develop a 
non-fragile observer. A numerical example is given to illustrate 
the feasibility and effectiveness of the developed technique in 
Section IV, and concluding remarks are given in Section V. 

II.    PROBLEM FORMULATION AND PRELIMINARY  
Consider the following delta operator switched nonlinear 

system with time delay: 
( ) ( ) ( ) ( ) ( , )k k k d k k n k k k kx A x A x B u f x kσ σ σ σδ −= + + +       (1) 

( )k k ky C xσ=                                   (2) 

, { , 1, ,0}k kx k n nφ= ∀ ∈ − − + �                     (3) 
where p

kx R∈  is the state vector at the k th instant, m
ky R∈  
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 is the measurement output vector. kφ  is a vector-valued initial 
function, ( , ) : p p

if R R R⋅ ⋅ × → is an unknown nonlinear 
function, n  is the state delay of the system. ( ) :k Zσ + →   

{1,2, , }N N= � is a switching signal. Moreover, ( )k iσ =  
means that the i th subsystem is activated. l

ku R∈  is the 
control input of the i th subsystem at the k th instants. 

, , ,p p p p p l m p
i di i iA R A R B R C R× × × ×∈ ∈ ∈ ∈  for i N∈  are known 

real-valued matrices with appropriate dimensions, δ  denotes 
the delta operator, the definition can be seen in [11], ie, 

1( ) /k k kx x x Tδ += − , where T  is a sample period. 

We construct the following discrete-time switched system 
using delta operator to estimate the state of system (1)-(3): 

( ) ( ) ( ) ( )ˆ ˆ ˆ ˆ( , )k k k d k k n k k k kx A x A x B u f x kσ σ σ σδ −= + + +      (4) 

( ) ˆ( )k k kL y yσ+ −  

( )ˆ ˆk k ky C xσ=                                  (5) 

ˆ 0, { , 1, ,0}kx k n n= ∀ ∈ − − + �                    (6) 
where ˆ p

kx R∈  is the estimated state vector of kx , ˆ m
ky R∈  is 

the observer output vector, p m
iL R ×∈  for i N∈  is the observer 

gain. 
Let ˆk k kx x x= −	  be the estimated state error. By the 

definition of the delta operator, we have ˆk k kx x xδ δ δ= −	 , then 
we can obtain the following error system from (1)-(6): 

( ) ( ) ( ) ( ) ( )( ) ( , )k k k k k d k k n k kx A L C x A x f x kσ σ σ σ σδ −= − + +	 	 	      (7) 
 

( ) ˆ( , )k kf x kσ−  

, { , 1, ,0}k kx k n nφ= ∀ ∈ − − +	 �                       (8) 
If the state observer gain variations could not be avoided, 

a kind of non-fragile state observer will be designed as 
follows: 

( ) ( ) ( ) ( )ˆ ˆ ˆ ˆ( , )k k k d k k n k k k kx A x A x B u f x kσ σ σ σδ −= + + +        (9) 

( ) ( ) ˆ( )( )k k k kL L y yσ σ+ + Δ −  

( )ˆ ˆk k ky C xσ=                                 (10) 

ˆ 0, { , 1, ,0}kx k n n= ∀ ∈ − − + �                     (11) 
where p m

iL R ×Δ ∈  are uncertain real-valued matrix functions  
representing norm-bounded parameter uncertainties. 

According to system (1)-(3) and (9)-(11), the dynamic  
equations of error switched system for non-fragile observer 
can be prescribed: 

( ) ( ) ( ) ( ) ( )[ ( ) ]k k k k k k d k k nx A L L C x A xσ σ σ σ σδ −= − + Δ +	 	 	     (12) 

( ) ( ) ˆ( , ) ( , )k k k kf x k f x kσ σ+ −  

, { , 1, ,0}k kx k n nφ= ∀ ∈ − − +	 �                   (13) 
Without loss of generality, we make the following 

assumptions. 
Assumption 1 ( , )i kf x k   for  i N∈   are nonlinear functions 
satisfying: 

ˆ ˆ( , ) ( , ) ( )i k i k i k kf x k f x k U x x− ≤ −               (14) 
where iU  are known real constant matrices. 

Assumption 2 The gain perturbations iLΔ  are of the norm- 
bounded form: 

i i ik iL H F EΔ =                                 (15) 
where iH , iE  which denote the structure of the uncertainties 
are known real constant matrices with proper dimensions, and  

ikF  are unknown time-varying matrices which satisfy: 
T

ik ikF F I≤  
The unknown matrices ikF  contain the uncertain parameters in  
the linear part of the subsystem and the matrices iH , iE  
specify how the unknown parameters in ikF  affect the 
elements of the nominal matrices iL . 

The parameter uncertainty structure in equation (15) has 
been widely used and can represent parameter uncertainty in  
many physical cases. Equation (15) is called additive gain 
variations. 
Lemma 1 [18] Let U, V, W and X be real matrices of 
appropriate dimensions with X satisfying TX X= , then for all 

TV V I≤  
0T T TX UVW W V U+ + <  

if and only if there exists a scalar 0ε >  such that 
1 0T TX UU W Wε ε −+ + <  

Lemma 2 [19] Consider the following system 
1 ( )k k kx f x+ =                                 (16) 

If there is a function : nV Z R R+ × →  such that: 
(1) V  is a positive-definite function, decreasing and radially 
unbounded. 
(2) 1( , ) ( 1, ) ( , ) 0k k kV k x V k x V k x+Δ = + − <  is negative definite 
along the solution of (16). 
then system (16) is asymptotically stable. 
Lemma 3[20] For any constant positive semi-definite 
symmetric matrix W , two positive integers r  and 0r  
satisfying 0 1r r≥ ≥ , the following inequality holds 

0 0 0

( ) ( ) ( ) ( )
T

r r r
T

i r i r i r
x i W x i x i Wx iρ

= = =

	 
 	 

≤� � � �

 �  �
� � �  

where 0 1r rρ = − + . 
The objective of this paper is to design non-fragile 

observer gain iL  for delta operator time delay switched 
nonlinear systems (1)-(3) such that the estimated state error  
dynamics is asymptotically convergent. 

III.  MAIN RESULTS 

A. Stability analysis  
In this subsection, we investigate the stability of the 

following delta operator time delay switched nonlinear system 
( ) ( ) ( ) ( , )k k k d k k n k kx A x A x f x kσ σ σδ −= + +             (17) 

where ( , )i k i kf x k U x≤  for i N∈ . Define the indicator 
function: 

1 2( ) ( ( ), ( ), , ( ))T
Nk k k kξ ξ ξ ξ= �                        (18) 
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with {1,2, , }i N∈ � , where  
1 when the th subsystem is activated

( )
0 othersi

i
kξ

     �
= �      �

, 

then system (17) can be written as  

( )
1

( )( ( , ))
N

k i i k di k n k k
i

x k A x A x f x kσδ ξ −
=

= + +�  

{1,2, , }i N∀ ∈ �  

Theorem 1 Consider system (17). If there exist symmetric 
positive definite matrices 0iP > , ( ) 0r

iR > , ( ) 0s
iR > , ( ) 0s

iQ > , 
( ) 0n
iQ >  and scalar 0iε > , {1,2, , }i N∈ � , 1, 2, , 1r s= −� ,  

1, 2, , 1s n= −� , such that 

i iP Iε<                                      (19) 
( 1) ( )r r
j iR R+ < , 1, 2, , 1r s= −�                     (20) 

( 1) ( )s s
j iQ Q+ < , 1, 2, , 1s n= −�                     (21) 

( ) (1)

2 (1)

( )

( ) ( )

( 1)

1 1 1( )
2

*
* *

1( )

0
1

T T T
i j j i i j i i i i

T
i is

j i i j

i j

T s
i j di i

i di

T n s
di j di i i

A P P A TA P A T U U
A P

P P R Q
T n

P nT R

TA I P A R
n

P A

TA P A Q R
n

ε� + + + +
�
�+ − − +�
� − + →�
�
�
�
��

�+ + �
�

                           <�
�

− − �
�

 (22) 

, {1,2, , }i j N∀ ∈ � , then system (17) is asymptotically stable  

under arbitrary switching. 

Proof   Consider the following switched Lyapunov-
Krasovskii functional: 

1 2 3( , ) ( , ) ( , ) ( , )k k k kV k x V k x V k x V k x= + +             (23) 
with  

1
1

1 1( , ) ( ( )) ( )
2 2

N
T T

k k k k i i k
i

V k x x P k x x k P xξ ξ
=

	 
= = � �
 �
�  

( ) ( )
2

1 1 1
( , ) ( ( )) ( )

n n N
T s T s

k k s k s k s i i k s
s s i

V k x T x Q k x T x k Q xξ ξ− − − −
= = =

= =� ��  

( ) ( )
3

1 1 1 1 1
( , ) ( ( )) ( )

n s n s N
T r T r

k k r k r k r i i k r
s r s r i

V k x T e R k e T e k R eξ ξ− − − −
= = = = =

= =�� ���  

with iP , ( )s
iQ , ( )r

iR , {1,2, , }i N∈ �  being symmetric positive-
definite matrices and 1k k ke x x += − .  

Then switched Lyapunov-Krasovskii functional in delta  
domain has the following form: 

1 1 1
1

( 1, ) ( , )( , ) k k
k

V k x V k xV k x
T

δ ++ −=  

1 1( ( 1)) ( ( ))
2

( ) ( ( 1))( ) ( ( ))
2

1 1[ ( )]
2

2 [( ) ] ( )

T T
k k k k

T T
k k k k k k

T T T T
k i j j i i j i i i i j i k

T T T T
k i j di k n k n di j di k n

x P k x x P k x
T

x T x P k x T x x P k x
T

x A P P A TA P A TU U P P x
T

x TA I P A x x TA P A x

ξ ξ

δ ξ δ ξ

ε

+ +

− − −

+ −=

+ + + −=

≤ + + + + −

+ + +

       (24)   

( ) ( )
2 1 1

1 1
1

(1) ( ) ( 1) ( )

1

1( , ) [ ( ( 1)) ( ( )) ]

( )

n n
T s T s

k k s k s k s k s
s s

n
T T n T s s
k j k k n i k n k s j i k s

s

V k x T x Q k x T x Q k x
T

x Q x x Q x x Q Q x

δ ξ ξ− + − + − −
= =

−
+

− − − −
=

= + −

= − + −

� �

�

 

By (21), we can obtain that 
(1) ( )

2 ( , ) T T n
k k j k k n i k nV k x x Q x x Q xδ − −< −                 (25) 

( ) ( )
3 1 1

1 1 1 1
1 1

(1) ( 1) ( ) ( )

2 1 2 1 1

1( , ) [ ( ( 1)) ( ( )) ]
n s n s

T r T r
k k r k r k r k r

s r s r
n s n s n

T T r T r T s
k j k k r j k r k r i k r k s i k s

s r s r s

V k x T e R k e T e R k e
T

ne R e e R e e R e e R e

δ ξ ξ− + − + − −
= = = =

− −
+

− − − − − −
= = = = =

= + −

= + − −

�� ��

�� �� �

 

By (20), we can obtain that 
(1) ( )

3
1 1

( ) 2 (1)

1( , ) ( ) ( )

1 ( ) ( )

n n
T T s

k k j k k s i k s
s s

T s T
k n k i k n k k j k

V k x ne R e e R e
n

x x R x x nT x R x
n

δ

δ δ

− −
= =

− −

≤ −

= − − − +

� �    (26) 

If  ( , ) 0kV k xδ <  holds under arbitrary switching signal, it  
follows that this has to hold for special configuration ( ) 1i kξ = , 

( ) 0h i kξ ≠ = , ( 1) 1j kξ + = , ( 1) 0g j kξ ≠ + =  and for all p
kx R∈ . By 

(24), (25) and (26), we have  
1 2 3

(1) 2 (1)

( ) ( )

( , ) ( , ) ( , ) ( , )

[

1 1( )] ( )
2

2 [( ) ]

1 ( ) (

k k k k
T T T T
k i j j i i j i i i i

T T
j i k k n di j di k n

T T T T
k i j di k n k j k k j k

T n T s
k n i k n k n k i k n k

V k x V k x V k x V k x

x A P P A TA P A TU U

P P x x TA P A x
T
x TA I P A x x Q x nT x R x

x Q x x x R x x
n

δ δ δ δ
ε

δ δ

− −

−

− − − −

= + +

≤ + + +

+ − +

+ + + +

− − − − )

   (27) 

Notice that  
0 2 ( ( , ))T

k i k i k di k n i kx P x A x A x f x kδ δ −= − − − −             (28) 
Combining (27) and (28) leads to 

( ) (1)

2 (1)

( 1)

1 1 1( )
2

( , ) *
* *

T T T
i j j i i j i i i i

T
i is

j i i j

T
k i j

A P P A TA P A T U U
A P

P P R Q
T n

V k x P nT R

ε

δ η

� + + + +
�
�+ − − +�
�≤ − + →�
�
�
�
��

( )

( ) ( )

1( )

1

T s
i j di i

i di

T n s
di j di i i

TA I P A R
n

P A

TA P A Q R
n

η

�+ + �
�

                        �
�

− − �
�
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where TT T T
k k k nx x xη δ −� �= � � . From (22), we have ( , ) 0kV k xδ < .  

By Lemma 2, the system (17) is asymptotically stable. The 
proof is completed. 
Remark 1 When time delay 0n ≡  and 

( ) ( , ) 0k kf x kσ ≡ , system 
(17) becomes as follows: 

( )k k kx A xσδ = 	  

where 
( ) ( ) ( )k k d kA A Aσ σ σ= +	 . From (22), we know that the 

matrix inequality imply that the following inequality holds: 
1 ( ) 0T T

i j j i i j i j iA P P A TA P A P P
T

+ + + − <	 	 	 	  

The above inequality is just a sufficient condition of stability 
for the delta operator switched system without time delay, 
which can be expressed in [14]. 

Remark 2 When sample period 0T =  and 
( ) ( , ) 0k kf x kσ ≡ , 

system (17) becomes a continuous-time switched linear system 
as follows: 

( ) ( )( ) ( ) ( )t d tx t A x t A x t dσ σ= + −�                       (29) 
We can obtain sufficient condition of stability for system (29) 
by Theorem 1. 
Corollary 1 Consider system (29). If there exist symmetric 
positive definite matrices 0P > , 0R > , 0Q > , such that 

1 1

* 2 0
1* *

T T
i i i di

di

A P PA R Q A P PA R
d d

P PA

Q R
d

� �+ − + +� �
� �

− <� �
� �

− −� �
� �

    (30) 

{1,2, , }i N∀ ∈ � , then system (29) is asymptotically stable 
under arbitrary switching. 
Remark 3 Let  

( ) ( )k kA A Iσ σ= + . When sample period 1T =  
and 

( ) ( , ) 0k kf x kσ ≡ , system (17) becomes a discrete-time 
switched linear system as follows: 

1 ( ) ( )k k k d k k nx A x A xσ σ+ −= +                        (31) 
We can obtain sufficient condition of stability for system (31) 
by Theorem 1. 

Corollary 2 Consider system (31). If there exist symmetric 
positive definite matrices 0iP > , ( ) 0r

iR > , ( ) 0s
iR > , ( ) 0s

iQ > , 
( ) 0n
iQ > , {1,2, , }i N∈ � , 1,2, , 1r s= −� , 1,2, , 1s n= −� , such  

that 
( 1) ( )r r
j iR R+ < , 1,2, , 1r s= −�                        (32) 

( 1) ( )s s
j iQ Q+ < , 1,2, , 1s n= −�                        (33) 

( )
( ) (1)

(1)

( ) ( )

1
1

* 2 0
1* *

T T
i j j i i j i

T T s
i i i j di is

j i i j

i j i di

T n s
di j di i i

A P P A A P A
A P A P A R

nP P R Q
n

P nR PA

A P A Q R
n

� �+ +
� �+� �− − − +� �
� �− + <� �
� �

− −� �
� �
� �� �

(34) 

, {1,2, , }i j N∀ ∈ � , then system (31) is asymptotically stable. 

B. Observer Design 
Now we consider system (7)-(8). The following theorem 

presents sufficient conditions for the existence of asymptotic 
stability of system (7)-(8). 
Theorem 2 Consider system (7)-(8), if there exist a set of 
matrices 0iX > ,  ( ) 0s

iV > , ( ) 0n
iV > , ( ) 0r

iZ > , ( ) 0s
iZ > , 

( ) 0s
ijV > , ( ) 0n

ijV > , ( ) 0r
ijZ > , ( ) 0s

ijZ > , 0iε > , {1,2, , }i N∈ � , 

1,2, , 1r s= −� , 1,2, , 1s n= −� , and iW  such that the 
following LMIs have feasible solutions 

1
i iX Iε −>                                    (35) 

( 1) ( )r r
ij iZ Z+ < , 1,2, , 1r s= −�                        (36) 
( 1) ( )s s

ij iV V+ < , 1,2, , 1s n= −�                        (37) 

(1) ( ) ( )

2 (1)

( ) ( )

1 1 1( )
2

*
1* *

* * *
* * *

( )
0 0

0 0
0
1*

( 1)

s T s
i ij i i i i i

i ij di i

n s
i i

T T
i i i i i i

T
i di

j

i

X V Z A X W Z
T n n

X nT Z A X

V Z
n

T A X W X X U

TX A
TX

I
Tε

�− + − −�
�

− +�
� →− −�
�
�
�
�

�− +
�
�
�

<�
− �

�
− �

+ ��

(38) 

where , {1,2, , }i j N∈ � , then the state observer gain iL  
satisfying the following equations: 

 1
i i i iL C W X −=                                    (39) 

can guarantees system (7)-(8) is asymptotically stable under 
arbitrary switching. 
Proof  Denote 

( ) (1)

2 (1)

( )

( ) ( )

( ) ( ) ( ) ( )
( )1 1 1( 1) ( )

2
*
* *

1[ ( ) ]

1

T T
i i i j j i i i i i i j i i i

T
i i i iT s

i i i j i i j

ij i j

T s
i i i j di i

i di

T n s
di j di i i

A LC P P A LC T A LC P A LC
A LC P

T U U P P R Q
T n

M P nT R

T A LC I P A R
n

PA

TA P A Q R
n

ε

� − + − + − −
� −�+ + + − − +�
�= − + →�
�
�
�
��

�− + + �
�

          

− −
�

�
�
�

  

By Theorem 1, if 0ijM < , then the system (7)-(8) is 
asymptotically stable. By Schur Complement, we have 

0ijM <  is equivalent to 
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(1) ( )
( )

2 (1)

( ) ( )

1

1 1
1( ) ( )2

( 1)
0* 0

1* *

* * *

s
i j i T s T

i i i i i i i i
T

i i i

i j i di

n s T
i i di

j

P Q R
A LC P R T A LC IT n

nT U U
P nT R PA

Q R TA
n

TP

ε

−

� �− + −� �− − +� �
+ +� �

� � <− +� �
� �− −� �
� �

−� �� �

(40) 

Using { }1 1 1
i i idiag P P P I− − −  to pre- and post- multiply the 

left term of (40) respectively, and denoting 1
i iX P−= , 

i i i iW LC X= ,  ( ) 1 ( ) 1s s
i i i iZ P R P− −= ,  ( ) 1 ( ) 1n n

i i i iV P Q P− −= ,  (1) 1 (1) 1
ij i j iV P Q P− −= ,  

(1) 1 (1) 1
ij i j iZ P R P− −= , we can obtain 

(1) ( )

2 (1)

( )

( ) ( )

1 1
( )2

( 1)
*
* *
* *

1 ( )

0
0

1

*

s
i ij i T

i i i i
T

i i i i i

i ij

s T
i i i i i i

di i

n s T
i i i di

j

X V Z
X A L CT n

T X U U X
X nT Z

Z TX A L C X
n
A X

V Z TX A
n

TX

ε

�− + −� −�
+ +�

→� − +�
�
�
�

�− + �
�
� <�

− − �
�
�− �

           (41) 

Using Schur Complement again, we can obtain (38). By the 
MFL method, 0ijM < , , {1,2, , }i j N∀ ∈ �  can guarantee that 
the system (7)-(8) is asymptotically stable under arbitrary 
switching. The proof is completed.  

The procedure of observer design of system (7)-(8) can be 
summarized as follows: 

The  Procedure of Observer Design 
Step 1. If there exist a set of positive definite symmetric 
matrices 0iX > , ( ) 0s

iV > , ( ) 0n
iV > , ( ) 0r

iZ > , ( ) 0s
iZ > , 

( ) 0s
ijV > , ( ) 0n

ijV > , ( ) 0r
ijZ > , ( ) 0s

ijZ > , 0iε > , {1,2, , }i N∈ � , 

1, 2, , 1r s= −� , 1, 2, , 1s n= −�  and iW , LMIs (35)-(38) have 
feasible solutions, then go to Step 2. 
Step 2. If the equations 1

i i i iL C W X −=  have feasible solutions 
for unknown matrices iL , then the observer can be constructed 
as (4)-(6), where iL  are the observer gain. 
Remark 4 For the matrices equations (39), by the matrix 
theory we can know that the sufficient and necessary condition 
for the equations having feasible solutions is 

1[ ] [ ( ) ]T T
i i i irank C rank C W X −= �  

However, when 1[ ] [ ( ) ]T T
i i i irank C rank C W X −≠ � , the equations 

don not exist feasible solutions. In particular, if [ ]irank C p= , 
that is to say the output matrices iC  is column filled rank 
matrices, then the equations (39) have feasible solutions. But 

[ ]irank C p≠  implies that the equations (39) may have not 
feasible solutions. When there do not exist feasible solutions 
for the equations (39), we can construct the matrices iB  such 

that [ ] [ ]T T
i i irank C rank C B= �  . Let 1

i i iW X B− = , substituting 

i i iW B X=  to (38), if there exists feasible solutions for LMIs 
(35)-(38), then the observer gain iL  can be obtain from the 
equations i i iL C B= . Specially, when the matrices iB  are 
chosen as iC  and LMIs (35)-(38) have feasible solutions, iL   
can be constructed as iL I=  obviously, where I  denotes the 
identity matrix. 

C. Non-fragile Observer Design 
Now consider systems (12)-(13), if there exist additive  

gain variations in state observer, we can obtain the following 
result. 
Theorem 3 Consider system (12)-(13), if there exist a set of 
matrices 0iX > , ( ) 0s

iV > , ( ) 0n
iV > , ( ) 0r

iZ > , ( ) 0s
iZ > , 

( ) 0s
ijV > , ( ) 0n

ijV > , ( ) 0r
ijZ > , ( ) 0s

ijZ > , 0iε > , 0iμ > ,  

{1,2, , }i N∈ � , 1, 2, , 1r s= −� , 1, 2, , 1s n= −�  and iW  such 
that the following LMIs hold: 

1
i iX Iε −>                                  (42) 

( 1) ( )r r
ij iZ Z+ < , 1, 2, , 1r s= −�                        (43) 
( 1) ( )s s

ij iV V+ < , 1, 2, , 1s n= −�                        (44) 

(1) ( ) ( )

2 (1)

( ) ( )

1 1 1( )
2

*
1* *

* * *
* * *
* * *

s T s
i ij i i i i i

T
i ij i i i di i

n s
i i

X V Z A X W Z
T n n

X nT Z H H A X

V Z
n

μ

�− + − −�
�

− + +�
�

− −� →
�
�
�
�
��

   

2

( )
0 0
0 0

00 0
1* 0

( 1)
* *

T T T T
i i i i i i i i i

T
i i i

T
i di

T
j i i i

i

i

T A X W X X U X C E
TH H

TX A
TX T H H

I
T

I

μ

μ

ε
μ

�− + −
�
�
�
� <− + �
�

− �
+ �

�− �

       (45) 

where {1,2, , }i N∈ � , then the non-fragile state observer gain 

iL  satisfying the following equations: 
 1

i i i iL C W X −=                                  (46) 
can guarantees system (12)-(13) is asymptotically stable under 
arbitrary switching. 
Proof  Denote 

(1) ( ) ( )

2 (1)

( ) ( )

1 1 1[ ( ) ]
2

*
1* *

* * *
* * *

s T s
i ij i i i i i i i

i ij di i

n sij
i i

X V Z X A L L C Z
T n n

X nT Z A X
T V Z

n

�− + − − + Δ�
�

− +�
�= →− −�
�
�
�
�
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[ ( ) ]
0 0

0
0
1*

( 1)

T T
i i i i i i i i

T
i di

j

i

TX A L L C X X U

TX A
TX

I
Tε

�− +Δ +
�
�
�
�

− �
�

− �
+ ��

 

Substituting (15) into the above equation leads to 
(1)

ij ij iT T T= +  
where  

(1) ( ) ( )

2 (1)

(1)
( ) ( )

1 1 1[( ) ]
2

*
1* *

* * *
* * *

[( ) ]
0 0

0
0
1*

( 1)

s T s
i ij i i i i i i

i ij di i

n sij
i i

T T
i i i i i i i

T
i di

j

i

X V Z A LC X Z
T n n

X nT Z A X
T V Z

n

T A LC X X X U

TX A
TX

I
Tε

�− + − −�
�

− +�
�= →− −�
�
�
�
�

�− +
�
�
�

         �
− �

�
− �

+ ��

 

[ ] [ ]

0 ( ) 0 ( ) 0
* 0 0 0 0
* * 0 0 0
* * * 0 0
* * * * 0

0 0

0 0 0 0 0 0 0 00 0

0 0

T T
i ik i i i i ik i i i

i

T

i i

ik i i i ik i i i

i i

H F EC X T H F EC X

T

H H
F EC X F EC X

TH TH

� �− −
� �
� �
� �=
� �
� �
� �� �

	 
� � � �
� �� � � �
� �� � � �
� �� � � � = − + −
� �� � � �
� �� � � �
� �� � � �� � � � �

According to Lemma 1, we have 

[ ] [ ]

(1)

1

0 0

0 0

0 0

0 0 0 0 0 0 0 0

T

i i

ij ij i

i i

T
i i i i i i i

H H
T T

TH TH

EC X EC X

μ

μ−

� �� �
� �� �
� �� �
� �� �≤ +
� �� �
� �� �
� �� �� �� �

              + − −

      (47) 

Denote 
ijZ  is the right term of inequality (47), by Schur 

Complement, 0ijZ <  are equivalent to 

(1) ( ) ( )

2 (1)

( ) ( )

1 1 1[( ) ]
2

*
1* *

* * *
* * *
* * *

s T s
i ij i i i i i i

T
i ij i i i di i

n s
i i

X V Z A LC X Z
T n n

X nT Z H H A X

V Z
n

μ

�− + − −�
�

− + +�
�

− −� →
�
�
�
�
��

2

[( ) ]
0 0
0 0

00 0
1* 0

( 1)
* 0

T T T T
i i i i i i i i i i

T
i i i

T
i di

T
j i i i

i

i

T A LC X X X U X C E
TH H

TX A
TX T H H

I
T

I

μ

μ

ε
μ

�− + −
�
�
�
� <− + �
�

− �
+ �

�− �

        (48) 

Denote i i i iW L C X= , (48) is equivalent to (45). By Theorem 1, 
we conclude that system (12)-(13) is asymptotically stable. 
The proof is completed. 

   If the state observer gain variations could not be avoided,  
then the non-fragile observer for system (1)-(3) can be 
designed according to the following procedure. 

The Procedure of Non-fragile Observer Design 
Step 1. If there exist a set of positive definite symmetric 
matrices 0iX > , ( ) 0s

iV > , ( ) 0n
iV > , ( ) 0r

iZ > , ( ) 0s
iZ > , 

( ) 0s
ijV > , ( ) 0n

ijV > , ( ) 0r
ijZ > , ( ) 0s

ijZ > , 0iε > , 0iμ > , 

{1,2, , }i N∈ � , 1, 2, , 1r s= −� , 1, 2, , 1s n= −�  and iW , LMIs 
(42)-(45) have feasible solutions, then go to Step 2. 
Step 2. If the equations 1

i i i iL C W X −=  have feasible solutions 
for unknown matrices iL , then the observer can be constructed 
as (9)-(11), where iL  are the observer gain. 

IV. NUMERICAL EXAMPLE  
       In this section, we present an example to illustrate the  
effectiveness of the proposed approach. Consider system (1)-
(3) with parameters as follows: 

1

0.1 0.2
0.3 0.1

A � �
= � �−� �

, 
2

0.1 0
0.1 0.2

A
−� �

= � �
� �

,  

1

0.1 0.1
0 0.2dA � �

= � �
� �

, 
2

0 0.1
0 0dA � �

= � �
� �

, 

1

0.1 0
0.1 0

E
−� �

= � �
� �

, 
2

0.1 0.1
0 0.1

E � �
= � �

� �
,  

1

0.1 0
0 0

U � �
= � �

� �
,

2

0 0
2 0

U � �
= � �−� �

 

1 2

0.2 0.1
0 0

H H � �
= = � �

� �
,  

1 2

1 1
0 1

C C � �
= = � �

� �
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and the uncertain time-varying parameter matrices 

1, 2,

sin 0
0 sink k

k
F F

k
� �

= = � �
� �

. The sampling period 0.5T = , and 

the time delay 2n = , then using the Matlab LMI Control 
Toolbox to solve the LMIs in (42) to (45), we obtain the 
solution as follows: 

1

76.8668 0.1346
0.1346 84.1706

X � �
= � �

� �
, 

2

36.2793 0.0023
0.0023 76.7278

X
−� �

= � �−� �
 

1

90.1949 18.2174
23.3830 64.1468

W � �
= � �

� �
, 

2

28.0449 1.0833
3.6168  76.6194

W
−� �

= � �
� �

 

Therefore, by Theorem 3 a desired non-fragile observer gain 
can be solved from the following equations: 

1
1 1 1 1L C W X −=  and 1

2 2 2 2L C W X −=  
The we can obtain that  

1

1.1730 0.9584
0.3029 0.4587

L
−� �

= � �
� �

, 
2

0.7730 0.7871
0.0998 0.8988

L
−� �

= � �
� �

. 

V.    CONCLUSION 
        In this paper, we focus on both stability and non-fragile 
observer design for delta operator time delay switched 
nonlinear systems. By using the MLF method and choosing 
Lyapunov-Krasovskii functional in delta domain appropriately, 
sufficient conditions for the existence of non-fragile observer  
have been given in terms of LMIs. The result is dependent of 
sampling period and time delay and can be developed for non- 
fragile observer problems. Future work will focus on using the 
proposed design method to solve the problem of stabilization 
based on non-fragile observer for time delay switched  
nonlinear systems via delta operator approach. 
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Abstract—This paper is concerned with the mean-square expone-
ntial stabilization of packet-based networked systems with time-
varying transmission delays, packet losses and input missing. Ba-
sed on a multivariate i.i.d. model of input delays and a Bernoulli 
model of input missing, the packet-based networked system is 
formulated as a switching system with multiple subsystems of dif-
ferent input delays. The sufficient fast-switching conditions are 
directly established for the closed-loop mean-square exponential 
stability via an appropriate Lyapunov-Krasovskii approach diff-
erent from average dwell time approach. The resulting controller 
design method can be obtained by cone complementarity lineari-
zation (CCL). Numerical example is also given to substantiate the 
effectiveness of our results. 

Keywords—Networked systems; packet-based; transmission 
delays; packet losses; input missing 

I. INTRODUCTION 
Networked control systems (NCSs) have attracted much 

attention in recent years for its advantages over conventional 
control systems, such as low installation cost, less power cons-
umption, simple maintenance and flexible configuration [1]-
[3]. But transmission delays, packet losses, and input missing 
are common phenomena in NCSs, which often degrade the 
system performance and even lead to the closed-loop 
instability. 

Transmission delays and packet losses are time-varying and 
random in nature, and often taken as input delays of NCSs [2], 
[3]. Bernoulli process is widely used to model discrete trans-
mission delays and packet losses [4]-[6]. By transforming con-
tinuous input delays as discrete interval-distributed variables, 
Bernoulli process is also an appropriate model to explore the 
binary interval-distributed property of continuous input delays 
[7]-[9]. Recently, the multivariate independent and identically 
distributed process (i.i.d) has been proposed as a more realistic 
and general model to formulate discrete and continuous ran-
dom input delays [10]-[13]. Based on i.i.d. models, NCSs with 
time-varying transmission delays and packet losses were essen-

tially switching systems. NCSs with discrete i.i.d. input delays 
have attracted much research attention and many results have 
been reported in the literatures, see [10] and [11] for overall 
system performance conditions dependent and independent on 
average dwell time of switching subsystems, respectively. But 
for continuous i.i.d. input delays, most of results are additional-
ly dependent on average dwell time of switching subsystems to 
guarantee closed-loop mean-square stability, except [7]-[9] wh-
ere continuous binary i.i.d. input delays, i.e. continuous Berno-
ulli input delays, were considered. Unfortunately, the results of 
[7]-[9] could not be extended to the case of continuous multi-
variate i.i.d. input delays. 

Input missing, resulted from control failure, actuator failure 
or energy-saving consideration, is a common event in NCSs 
and has an innegligible effect on system performance [14]-
[16]. So it is practically important to take it into account in the 
modeling, analysis and synthesis of NCSs. Input missing is 
often modeled as Bernoulli process. But all results in [14]-[16] 
are derived via the average dwell time approach and are 
essentially slow switching conditions, which would reduce the 
performance room in system synthesis. 

In this paper, the mean-square exponential stabilization pro-
blem is considered for packet-based networked systems with 
time-varying transmission delays, packet losses and input miss-
ing. It is known that packet-based scheme is an effective way 
to compensate time-varying transmission delays and packet 
losses [12], [13]. But the existing results are all dependent on 
average dwell time of subsystems. Here input delays are 
modeled as a continuous multivariate i.i.d. process, and input 
missing is modeled as a Bernoulli process. Then the NCS is 
described as a switching system with multiple subsystems of 
different input delays. A new Lyapunov-Krasovskii approach is 
proposed for the packet-based networked systems, which takes 
the distribution information of input delays into account both in 
constructing the Lyapunov-Krasovskii functional and bounding 
its infinitesimal. Based on this approach, the fast-switching 
conditions are directly derived for the closed-loop mean-square 

This work was supported in part by the National Natural Science 
Foundation of China under grants 61104105, U0735003 and 60974047, and 
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9451009001002702. 

394

UKACC International Conference on Control 2012 
Cardiff, UK, 3-5 September 2012 

978-1-4673-1560-9/12/$31.00 ©2012 IEEE



exponential stability as well as the resulting controller design 
method. Numerical examples show the effectiveness and adva-
ntage of our results. 

Notation: The superscript ‘T ’ denotes matrix transposition. 
�  and n�  denote the sets of positive integers and n n×  real 
matrices, respectively. The notation 0P > ( 0≥ ) means that P  
is real symmetric and positive definite (semi-definite). I  and 
0  denote an identity matrix and a zero matrix of appropriate 
dimensions, respectively. For given positive integers 1n  and 

2n , 
1nI  denotes the 1 1n n×  identity matrix, and 

1 2
0n n×  the 1n ×  

2n  zero matrix. �E{ }  denotes the mathematical expectation. 
The space of functions : [ ,0]φ η− n→ � , which are absolutely 
continuous functions on [ ,0]η− , have a finite 

0
lim ( )θ φ θ−→

, 
and have square integrable first-order derivatives is denoted by 
Γ  with the norm 

0 2 1/ 2

[ ,0]
|| || max | ( ) | [ | ( ) | ]s ds

ηθ η
φ φ θ φΓ −∈ −

= + � �  

Denote ( )tx θ = ( )x t θ+  where [ ,0]θ η∈ − . 

II. PROBLEM FORMULATION 
Packet-based networked system is plotted in Figure 1. 

Assume that: 1) the sensor is clock-driven while the controller 
and the zero-order hold (ZOH) are event-driven, and all of 
them are connected through network; 2) Feedback and control 
data packets are transmitted in one packet, and there exist time-
varying transmission delays and packet losses in the channels 
from the sensor to the controller and from the controller to the 
ZOH; 3) The ZOH suffers from input missing; 4) The control-
ler and the ZOH can determine if a data packet is new, only 
new data packets are accepted, and ( ) 0u t =  before the first 
updating instant. 

 

Figure 1.  Block diagram of pakcet-based networked systems 

Let 0t  denotes the initial instant of NCS, k ∈�  the number 
of new data packet arriving at the ZOH, kt  the corresponding 
arriving instant, ks  the associated sensor’s sampling instant, 
and sc

kτ and ca
kτ  are the transmission delays from the sensor to 

the controller and from the controller to the ZOH, respectively. 
It is seen that sc ca

k k k kt s τ τ− = + . In the packet-based NCS, 
when the controller receives a new state feedback ( )kx s , it 
computes a sequence ( )U k  of controls associated with diffe-

rent input delays, and then sends the sequence in one data 
packet to the ZOH. The ZOH selects different controls from 
the received new data packet according to the real input delays 
of the closed-loop systems, and then performs them. 

For 1[ , )k kt t t +∈ , let ( ) kt t sτ = −  denotes the time-varying 
input delays induced by transmission delays and packet losses. 
It is assumed that there exist scalars 0τ >  and 0τ ≥  such that 

 ( )tτ τ τ≤ < , 1[ , )k kt t t +∈  (1) 
To implement the packet-based framework, the distributed 
interval [ , )τ τ  of input delays interval is divided as 

 11
[ , ) [ , )m

i ii
τ τ τ τ−=

= �  (2) 

where 0τ τ=  and mτ τ= , and the controller adopts different 
feedback gains for ( )tτ  in different subintervals 1[ , )i iτ τ− , i.e. 

( )tτ ∈ 1[ , )i iτ τ− . Let ( )i tτ  denote the input delays 1( ) [ ,itτ τ −∈  
)iτ . It is seen that ( ) [ , )tτ τ τ∈  are now represented as m  dis-

crete variables 1( ) [ , )i i itτ τ τ−∈ . 

The plant considered in this paper is of the form 

 ( ) ( ) ( )x t Ax t Bu t= +�  (3) 

where ( ) xnx t ∈�  and ( ) unu t ∈�  are state vector and control 
input vector, respectively, and A  and B  are constant matrices 
with appropriate dimensions. In packet-based NCS with input 
missing, the input is represented as 

 
1

( ) ( ) ( ) ( )m
i ii

u t t t u kα β
=

= � , 1[ , )k kt t t +∈  (4) 

where ( )iu k  is a control signal of the sequence 1( ) [ ( ),U k u k=  

2 ( ), , ( )]mu k u k�  and is given as 

 ( ) ( )i i ku k K x s=  (5) 
where ( )kx s  is the state feedback, and iK  is the feedback gain 
associated with ( )i tτ . The random variable ( )i tβ  is defined as 
follows 

 1

1

1 ( ) [ , )
( )

0 ( ) [ , )
i i

i
i i

t
t

t
τ τ τ

β
τ τ τ

−

−

∈�
= � ∉�

 (6a) 

with the probability iβ  given as 

 { }
1

1
1Pr{ ( ) [ , )} ( ) lim ( )

t

i i i i itt
t t s ds

t
β τ τ τ β β− →∞

= ∈ = = �E  (6b) 

It is seen that { ( )}tβ is actually a continuous multivariate i.i.d. 
process with respect to t , where 1 2( ) { ( ), ( ), ,t col t tβ β β= �  

( )}m tβ . The random variable ( ) {1,0}tα ∈  denotes if the input 
missing occurs, where 1 and 0 correspond to the situations with 
and without input missing, respectively, and the related 
probability is computed as 

 { }
1

1Pr{ ( ) 1} ( ) lim ( )
t

tt
t t s ds

t
α α α α

→∞
= = = = �E  (7) 
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So { ( )}tα  is a continuous Bernoulli process with respect to t . 
Then the closed-loop packet-based NCS in (3)-(5) is formulat-
ed as 

 
1

( ) ( ) ( ) ( ) ( ( ))m
i i ii

x t Ax t B t t K x t tα β τ
=

= + −��  (8) 
It is seen that (8) is essentially a switching system. 

The purpose of this paper is to develop the fast-switching 
conditions of the mean-square exponential stability for the pac-
ket-based NCS with time-varying transmission delays, packet 
losses and input missing basing on (6)-(8). Before giving our 
main results, we introduce the following definitions. 

Definition 1: The closed-loop system (3)-(5) is said to be 
mean square exponentially stable if for any finite initial 
condition 

1t
x , there exist scalars 0ε >  and 0λ >  such that 

1

1

( )2 2{|| ( ) || } || ||t t
tx t e xλε − −

ΓΕ ≤  
Definition 2: The infinitesimal operator is defined as  

0

1( , , ) lim { ( , , ) ( , , )}t t t t t tV t x x V t x x V t x xϑ ϑϑ
ϑ

ϑ+ + +
→

= + −� � �L E  

where { }t txΧ = . 

III. MAIN RESULTS 
To derive the fast-switching conditions of the mean-square 

exponential stability of (3)-(5), we construct the following Lya-
punov-Krasovskii functional via delay-decomposition approach: 

 1 2 3( , , ) ( , ) ( , ) ( , )t t t t tV t x x V t x V t x V t x= + +� �  (9a) 
 1( , , ) ( ) ( )T

t tV t x x x t Px t=�  (9b) 

 

0
1

1

( )
2 0,

1

( )
2,

1

( , , ) ( ) ( )

( ) ( )

i

i

i

i

m t s t T
t t it

i
m t s t T

it
i

V t x x e x s Q x s ds

e x s Q x s ds

τ λ

τ

τ λ

τ

−

−

− −

−
=

− −

−
=

=

+

��

��

�
 (9c) 

0
1

1

( )
3 1 0

1

( )
1 2,

1

( , , ) ( ) ( ) ( )

( ) ( ) ( )

i

i

i

i

m t s t T
t t i i t

i
m t s t T

i i it
i

V t x x e x s R x s dsd

e x s R x s dsd

τ λ

τ θ

τ λ

τ θ

τ τ θ

τ τ θ

−

−

− −
− − +

=

− −
− − +

=

= −

+ −

� � �

� � �

� � � �

� �
 

  (9d) 
where 0

11
[0, ) [ , )

m
i ii

τ τ τ−=
=� , 0P > , 0, 0iQ > ( 1,i = 02, ,m� ), 

0 0R > , 2, 0iQ > , 2, 0iR > ( 1,2, ,i m= � ). It is seen from (9) 
that (8) is not simply deemed as a system with multiple delays 

( )i tτ ( 1,2, ,i m= � ) and ( )i tτ  are still taken as a case of ( )tτ  
belong to 1[ , )i iτ τ− , which is more accurate than the method in 
[11]. 

Theorem 1: Given (1), (2), (6), (7), 0

11
[0, ) [ , )

m
i ii

τ τ τ−=
=� , 

m
i i jj i

ρ β β
=

= �  for 0iβ ≠  and 0iρ =  for 0iβ =  and iK  

( 1,2, ,i m= � ), the closed-loop system (3)-(5) is mean-square 
exponentially stable with a decay rate λ , if there exist matrices 

0P > , 0, 0iQ >  0( 1,2, , )i m= � , 2, 0iQ > , 0 0R > , 2, 0iR >  

( 1,2, , )i m= �  of appropriate dimensions such that the follow-
ing inequalities hold: 

 1 2
T

3 4 2 0Ω + ΩΩ + Ω + ΠΛ Π <+  (10) 
for 0iσ =  and 1 with 1,2, ,i m= � , where 

0

0 0

11

1
( 2 ) ( 2 )

0

*
0

*

x x

x x

T
n m n

m m n m m n

PA A P Pλ ×

+ × +

� �+ + Ω
� �Ω = � �
� �
� �

 

11 1 1 2 20 0 0m mP K K KBα β β β� �Ω = � ��  
1 1

1 10 0

0 0

0 0 1 1

0

1 1

0,1 0,1 0,2

0, 1 0,

0, 2,1 2,1 2,2

2, 1 2, 2,

2 , ,

,

,0, , ,

0 ,

{

, , }

,

0

m m

m

m m m

m m

m

m m m

Q e Q e Q

e Q e Q

e Q e Q e Q e Q

e Q e Q e

d

Q

iag λτ λτ

λτ λτ

λτ λτ λτ λτ

λτ λτ λτ

− −

− −

− −

− −
−

− − − −

− − −
−

− +

− +

Ω

− + − +

− + −

= �

�
 

0 0

0 0

0 0

0 0

( 2 ) 32 ( 2 ) 32
3 31

( 2 1) ( 2 1)

( 2 1) 2 33 ( 2 1) 2 33

2 ( 2 1) 2 ( 2 1)

0 0
0 0

0 0
0 0

x x x x

x x x x

x x x x

x x x x

T

m m n n m m n n

n m m n n m m n

T

m m n n m m n n

n m m n n m m n

+ × + ×

× + + × + +

+ − × + − ×

× + + × + +

� � � �Ω Ω
Ω = Ω + +� � � �

� � � �� � � �

� � � �Ω Ω
+ +� � � �

� � � �� � � �

 

1 1 2

10 0 0

1 1

1 2

12

31 0 0 0

0 0 0

1 1 2,1 1 1 2,1 1 1 2,1

2,1 1 1 2,1 2 2 2,2 2 2 2,2

2 2 2,2 2, 1 1

{ , , ,

,

( 1) , 3 ,

( 1) ( 1) ,

3 , , (

m m m

m
m m m

diag e R e R e R

e R e R e R

e R e R

e R e R

e R e

λτ λτ λτ

λτ λτ λτ

λτ λτ

λτ λτ

λτλτ

β ρ σ β ρ β ρ

σ β ρ β ρ σ β ρ

β ρ σ β ρ

−

−

− − −

− − −

− −

− −

−−
− −

Ω = − − −

− − −

− − + −

− + − − +

− −

�

� 1 2, 1

2, 2,

2, 2, 2,

1)

( 1) ,

3 , ( 1) }

m

m m

m

m m m m m m

m m m m m m m

R

e R

e R e R

λτ

λτ λτ

β ρ σ β ρ

β ρ σ β ρ

− −

−

− −

+

− − +

− − +

 

01

1 1

32 0 0

2,1 1 1 2,1 2,1 1 1 2,1

2, 2, 2, 2,

{ , , ,

(2 ) , (1 ) , ,

(2 ) , (1 ) }

m

m m
m m m m m m m m

diag e R e R

e R e R

e R e R

λτλτ

λτ λτ

λτ λτ

σ β ρ σ β ρ

σ β ρ σ β ρ

−−

− −

− −

Ω =

− +

− +

�
�  

1

0

1

33 1 1 2,1

1 1 2, 1 2,

{0, ,0 , (1 ) ,0, ,

(1 ) ,0, (1 ) }m m

m

m m m m m m

diag e R

e R e R

λτ

λτ λτ

β ρ

β ρ β ρ−

−

− −
− − −

Ω = −

− −

� ���
 

0 0 0

1 2

1 1
2 2

2 2
2 2

2 2

0 0 0

0 0
0

0 0
0

0 0
0

x x x x x x

x x x x

x x x x

x x x x

T T T
m

m n n m n n m n n

T T

n n n n

T T

n n n n

T T
m m

n n n n

A A A

K B

K B

K B

αβ αβ αβ

αβ

αβ

αβ

× × ×

× ×

× ×

× ×

� �
� �
� �
� �
� �� �
� �� �
� �� �� �
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� �
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� �� �
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{ }2 1 1 1diagΛ = Λ Λ Λ�  
0

2 2
1 1 0 1 2,

1 1
( ) ( )

m m

i i i i i
i i

R Rτ τ τ τ− −
= =

Λ = − + −� �  

0

0 0

( 2 )
4

( 2 2 )

1

) (

0

* 0

(1 )
x x

x x

n m m n

m m n m m

T

n

A Aα × +

+ × +

� �
Ω =

Λ
�
��

−
�
��

. 

Proof: Along the trajectories of the closed-loop system (8), 
it follows from (9) that 

 1 2 3( , , ) ( , ) ( , ) ( , )t t t t tV t x x V t x V t x V t x= + +� �L L L L  (11) 
where 

1 1

1

( , ) ( , ) ( ) ( )

2 ( ) { ( ) ( ) ( ( ))}

T
t t

m
T

i i i
i

V t x V t x x t Px t

x t P Ax t k BK x t t

λ λ

α β τ
=

= − +

+ + −�

L
 

0
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1
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1 2, 1
1
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( ) ( )
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}

( ) }

i

i

i

i

m
T

t t i i i
i

T
i i i t

m
T

i i i
i

T
i i i t

V t x V t x x t e Q x t

x t e Q x t

x t e Q x t

x t e Q x t

λτ

λτ

λη
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λ τ τ

τ τ

τ τ

τ τ
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−

−
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−

−
− −

=

−

= − + − −

− − − Χ

+ − −

− − − Χ

�

�

L E
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0
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1

3 3 1
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1 0
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1 2,

1

( , ) ( , ) ( ) ( )

( ) ( ) ( ) }
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With the closed-loop system in (8), it follows that 
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By Jensen’s inequality, it follows that for 01,2, ,i m= �  
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In this paper the bounding of the other integrals associated 
with 2,iR  in (11) takes the distribution of ( )tτ  into account. 
For this purpose, the following decomposition is made: 
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  (14) 
for 1,2, ,i m= � . In (14), the first decomposing term is related 
to the input delays ( )i tτ , and the second one is related to other 
input delays ( )j tτ  with 1, ,j i m= + � .  

As seen in [17], different ways are needed in bounding 
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ectively. Based on this idea, it follows from Jensen’s inequality 
and the technique similar to that of [17] that 
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2,1)i i iRσ β− + , 1 1( ( ) ) ( )i i i i itσ τ τ τ τ− −= − − . It is seen that 
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If inequality (10) holds with 0iσ =  and 1  for 1,i =  
2, ,m� , it follows from (11)-(13), (17) that 
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can be concluded by Definition 1 that the closed-loop system 
(3)-(5) is mean-square exponentially stable under the given 
conditions of Theorem 1. The proof of Theorem 1 is completed. 
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Furthermore, the controller gains are given by 1
i iK Y X −= . 

Proof: Applying the well known Schur Lemma and congru-
ence transformation to (10) yields Theorem 2. 

Inequality (19) is nonlinear for the existing of 1
2,iXR X−	 , i =  

1, 2, ,m� , and can not be directly solved by LMI toolbox. The 
feasible problem of nonlinear inequality in Theorem 2 can be 
transformed by CCL algorithm into a nonlinear convex optimi-
zation problem subject to LMI constraints, which can be direct-
ly solved by LMI toolbox. 

IV. NUMERICAL EXAMPLE 
Consider the linear system in [12] with  

1 0 0.5
1 0.5 0
0 0 0.5

A
− −� �

� �= −� �
� �� �

, 
0
0
1

B
� �
� �= � �
� �� �

. 

Let 0 1m = , 6m = , 0τ = , 1 ( )i i mτ τ τ τ−− = − , iβ =  
1 m  with i = 1,2, ,m� . It is obtained by Theorem 2 that: 

Case 1: Given 1α = , 0λ = , the maximum value of τ  is 
2.64  with the following feedback gains 
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1

2

3

4

5

6

[ 0.0015,0.0002, 0.5285]
[ 0.0005, 0.0001, 0.5309]
[ 0.0002, 0.0002, 0.5287]
[0.0000, 0.0003, 0.5235]
[0.0002, 0.0003, 0.5172]
[0.0008, 0.0005, 0.5132].

K
K
K
K
K
K

= − −
= − − −
= − − −
= − −
= − −
= − −

 

Case 2: Given 0.8α = , 0λ = , the maximum value of τ  
is 1.70  with the following feedback gains  

1

2

[ 0.0045, 0.0031, 0.9652]
[0.0068, 0.0068, 0.9844]

K
K

= − − −
= − −

 

3

4

5

6

[0.0103, 0.0078, 0.9693]
[0.0122, 0.0082, 0.9269]
[0.0140, 0.0085, 0.8719]
[0.0167, 0.0092, 0.8386].

K
K
K
K

= − −
= − −
= − −
= − −

 

Case 3: Given 0.8α = , 1.0τ = , the maximum value of λ  
is 0.44  with the following feedback gains 

1

2

3

4

5

6

[0.0033, 0.0021, 1.4844]
[0.0095, 0.0024, 1.5318]
[0.0111, 0.0024, 1.5150]
[0.0116, 0.0023, 1.4373]
[0.0117, 0.0022, 1.3199]
[0.0126, 0.0021, 1.2355].

K
K
K
K
K
K

= − −
= − −
= − −
= − −
= − −
= − −

 

V. CONCLUSION 
This paper gives the fast-switching conditions for packet-

based NCSs with time-varying transmission delays, packet 
losses and input missing, which are independent on average 
dwell time of subsystems. With a multivariate i.i.d. model of 
input delays and a Bernoulli model of input missing, the NCS 
is formulated as a switching system with multiple subsystems 
of different input delays. Appropriate Lyapunov-Krasovskii 
functional is constructed by a delay decomposition approach. 
By using the bounding techniques based on Jensen’s inequality 
as in [17], the distribution of input delays is taken into account 
when bounding the integral terms of the infinitesimal of the 
functional. The resulting controller design method can be solv-
ed by CCL algorithm. Numerical example shows the effective-
ness of our results. 
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Abstract— Different tools are used to aid the investigation 
process. The need of specialized software is required for the 
acquisition and examination of data gathered from the crime 
scene. To abide by chain of custody proper crime scene 
reconstruction or image is acquired from the original source that 
can be admissible to the court.  This paper focuses on the various 
hardware and software tools that are widely used during a 
Computer Forensics Investigation. 

Keywords-component; Computer; Forensics; Investigation; 
Hardware; Software; Crime; Tool; 

I.  INTRODUCTION  
A computer crime is defined as a criminal act in which 

people commit the offence using the digital knowledge stored 
in the computer system. To investigate the computer based 
crime a new field of specialization - forensic computing has 
been developed, which is the process of computer investigation 
and analysis technique to gather evidence in a manner that is 
legally acceptable [1].  

Computers and internet continue to spread and occupy our 
lives by increasing the potential of harm caused by it through 
increased number of computer crimes. To deal with this rise, 
new and advance methods of investigations are required. 
Electronic evidence in the form of data or information of 
investigative importance is stored or transmitted digitally by 
means of electronic devices. Electronic evidence by its nature 
is very fragile. It can be damaged, destroyed or altered by 
improper handling and examination. For this reason, special 
precautions or set of rules have to be followed in acquiring, 
analyzing and reporting this type of evidence, failure to do so 
may result an inaccurate conclusion. Electronic evidence poses 
special challenges regarding its admissibility in court [2]. 

An important tool used by investigators to safeguard 
evidence, is called chain of custody. Essentially, this means 
accounting for those who has touched a given piece of 
evidence, when they touch it and what they did to evidence. It's 
a way of demonstrating that evidence hasn't been damaged or 
tampered with while in the care of the investigator. In the book, 
Criminalistics: An Introduction to Forensic Science, Richard 
Saferstein notes in 7th Edition (July 31, 2000), "Failure to 

substantiate the evidence's chain of custody may lead to serious 
questions regarding the authenticity and integrity of the 
evidence and the examinations rendered upon it (pg. 48)." As 
one would imagine, changes to the chain of custody can 
quickly ruin a case [3]. 

The paper is organized as follows: Section II describes the 
scenerio on which the investigation focuses. Section III 
describes the Hardware tools used in the investigation. Section 
IV describes the Software tools used in the investigation. 
Section V concludes the paper. 

II. SCENERIO 
The use of computer forensics may be able to show a 

pattern of activity that will aid in a lawsuit. Through the use of 
e-mails, deleted data, and other items found during an 
investigation, the computer forensics specialist can piece 
together a history of the prior employee's computer usage and 
this type of information is very useful in a court. 

For example, in an Advertising company they have recently 
hired a new salesman. Six months after his hire, he leaves the 
company and forms a competing interest, sending letters or 
client contacts to another competitive company. The 
organisation might think this a bit odd and contact an attorney 
to consider filing a suit. What has occurred is a virtual theft; the 
salesman stole a copy of your client database. Note that this is a 
VIRTUAL theft, since you were not deprived of any property 
(he didn't delete it, just copied it) you will likely not be able to 
prosecute him criminally. 

In order to prove him guilty under law the use of Computer 
Forensics could be put to practise. The Computer Forensics 
Tools are of two kinds Hardware tools and Software tools. 
Data recovery is as much art as it is science.  Using industry 
standard tools, computer data once thought to be lost is restored 
either in full or at least in part. 

When a file is deleted, the space it occupied on the hard 
drive is not initially overwritten.  Additionally, there are 
snippets of data, previous versions of documents, and other 
content that may be scattered throughout the hard 
drive.  Computer Forensics experts can recover the lost 
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data.  Sometimes this is a simple undelete whereas other times 
it takes a considerable amount of effort to piece the file back 
together. In addition to recovering deleted files, we can also 
break password protected files (such as a Word document for 
example) and in some cases encrypted files [4]. 

In order to carry out these procedures of retrieval of data a 
Computer Forensics expert would use various Hardware and 
Software Tools, which would be discussed in next section. 

III. HARDWARE TOOLS 
A Computer Forensics expert should be aware and familiar 

with the inside of a computer system. One should know the 
inside and outside of the system before they could work on the 
tools to retrieve data. They should have a good knowledge of 
the hard drives and their settings. There are many hardware 
tools that could be used by a Forensics expert, this section 
would be addressing and discussing about FRED in this 
chapter. FRED is the most common hardware device used by 
most investigators. FRED stands for Forensic Recovery of 
Evidence Device. The FRED families of forensic workstations 
are highly integrated, flexible and modular forensic platforms 
and now include DI's exclusive UltraBay Write Protected 
Imaging Bay. There are a lot of versions of FRED like FRED 
SR, FRED L, etc... [5]  

A. FRED System 

FRED systems are optimized for stationary laboratory 
acquisition and analysis. Simply remove the hard drive(s) from 
the suspect system and plug them into FRED and acquire the 
digital evidence. FRED will acquire data directly from 
IDE/EIDE/ ATA/SATA/ATAPI/SCSI I/SCSI II/SCSI III hard 
drives and storage devices and save forensic images to DVD, 
CD or hard drives. FRED systems also acquire data from 
floppies, 100/250/750 MB ZIP cartridges, CD-ROM, DVD-
ROM, Compact Flash, Micro Drives, Smart Media, Memory 
Stick, Memory Stick Pro, xD Cards, Secure Digital Media and 
Multimedia Cards. Furthermore, with the optional tape drive 
FRED is capable of archiving to or acquiring evidence from 
4mm DAT tapes. With the RAID option FRED has an 
incredible 1.6 TB (1600 GB) of internal RAID storage. All 
FRED systems include the UltraBay, custom front panel 
connections, and removable drive trays so there is no need to 
open up the processing system to install drives or crawl around 
the back of the unit to attach devices. Fig 1 illustrates a FRED 
system; its estimate cost would be $5999.00 [5]. 

 

Figure 1.  FRED System [5] 

1) The UltraBay II 
The UltraBay II can be used to acquire a forensically sound 

image of IDE, SATA, SCSI, USB and Firewire using your 
choice of Forensic Imaging software. Furthermore, drives may 
be connected/ removed from the UltraBay II without having to 
shut down the workstation or leaving the GUI. The UltraBay II 
is exclusively available with Digital Intelligence FRED 
systems and is not available separately or from any other 
source. Fig 2 illustrates an UltraBay [5]. 

Figure 2.  UltraBay II 

FRED systems come with two high capacity hard drives. 
One of these drives is used for your forensic acquisition and 
processing tools and the other drive as a work drive for 
restoring and processing digital evidence. With multiple boot 
menu options FRED can be booted into data acquisition mode 
and PDBlock loaded automatically, write protecting the suspect 
hard drive. 

Another boot option can be configured to place the FRED 
in data analysis mode with full access to your forensic analysis 
tools. FRED systems even come with Linux 9.1 Professional 
pre-configured! Both hard drives are supplied in removable 
trays with front panel switches for master/slave configuration 
[5]. 

FRED systems have inbuilt network functionality. All 
FRED systems can be connected directly to a network 
(10/100/1000 Mb Ethernet) for use as a standard workstation or 
file server when not processing or acquiring data. 

The FRED Systems are usually stationary system used in 
the Forensics labs. There are other portable devices like the 
FRED – L, Ultrakit etc. FRED –L is the first laptop member of 
the FRED family. It as got a price tag of $4999. Though the 
specifications are less compared to the FRED system usually, 
FRED-L comes complete with an UltraKit for the ultimate 
mobile field forensic acquisition kit [5]. 

2) FRED – L 
The FRED-L forensic laptop and the included UltraKit 

work together to quickly, efficiently, and securely image IDE, 
SATA, and SCSI hard drives in a forensically sound manner. 
FRED-L is built on the very latest and fastest Intel Core i7-
2720QM (2.2GHz, 6MB L3 Cache) Processor with up to 8 GB 
RAM, built-in FireWire 1394a, USB 2.0, Wireless 802.11 
a/b/g/n, and Gigabit (10/100/1000 Mb/s) Ethernet support. This 
support is provided completely via integrated laptop 
components and is in no way reliant on add-on or auxiliary 
cards or devices.  

The FRED-L has inbuilt network functionality like FRED 
systems. FRED-L also has the ability to connect directly to a 
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10Mb, 100Mb, or even Gigabit Ethernet networks for use as a 
standard laptop when not processing or acquiring data. FRED-
L also includes integrated 802.11b/g wireless capabilities. With 
the addition of Network Analysis software (Packet Analyzer), 
FRED-L can also be used to monitor network traffic and 

communications at the crime scene [5]. Fig 3 illustrates the 
FRED-L System. 

Figure 3.  FRED - L 

3) Ultrakit III 
The UltraKit is portable kit which contains a complete 

family of hardware write blockers for use in acquiring a 
forensically sound image of virtually any hard drive you may 
encounter (eSATA IDE / SATA, UltraBlock SCSI, UltraBlock 
USB and an UltraBlock Forensic Card Reader). The UltraKit 
contains all the write blockers, cables, adapters, and power 
supplies necessary for use in acquiring images in the field 
using a standard laptop with FireWire or USB support. Fig 4 
illustrates the Ultrakit which comes along with the FRED-L 
system. An Ultrakit would cost approximately $1369. 

Figure 4.  Ultrakit 

The UltraKit consists of a Write Protected UltraBlock-IDE, 
UltraBlock-SATA, UltraBlock-SCSI, and a Write Enabled 
UltraBlock-IDE. FRED-L is designed for use "On Location" at 
electronic crime scenes. Remove the hard drive(s) from the 
suspect system and attach them to the appropriate write blocker 
in the UltraKit. You can then use the FRED-L system to 
quickly and efficiently create your image file(s) on the 
acquisition drive attached to the Read/Write UltraBlock. Using 
the Read/Write UltraBlock device allows you to utilize faster, 
larger, less costly desktop drives to receive your forensic 
images. No more worrying about the problems encountered 
trying to configure parallel devices on suspect equipment in 

order to use external backup devices. No worries about 
installing a SCSI adapter into a suspect’s computer [5].  

With multiple boot menu options, FRED-L is not limited to 
use as a Forensic Imaging tool. FRED-L can be booted into 
DOS 6.22, Windows 98 (Standalone DOS), or Windows XP 
and Windows 7 and will support any forensic tools which run 
within those environments. FRED-L also comes complete with 
a fully configured installation of Suse Linux 9.1 Professional. 
Capable of configuration with the fastest Intel Centrino 
Pentium-M mobile processors (2 GHz and beyond), and with 
an impressive memory capacity (up to 2 GB), FRED-L is also a 
very formidable processing platform. 

There are many more hardware devices that are used for 
investigation purposes like UltraBlock Forensics card reader, 
Image MASSter Solo, FastBloc, Acard, etc... , Each Hardware 
device as its own functionalities and depending on the 
investigation scenario the hardware’s is used. Hardware 
required for computer forensics include workstations and 
blockers such as write blockers needed to prevent 
contamination of evidence [6].  

IV. SOFTWARE TOOLS 
The Software Tools used in Computer Forensics is usually 

based on the type of investigation that is carried out. If it is a 
data recovery investigation then Data Recovery Tools are used, 
each software tools as its own purpose and its own results. 
Computer forensics software tools would be characterised into 
Data Recovery Tools, Partition Tools, Disk Clone Tools, 
Recovery Tools, Testing Tools, RAM Test utility, System 
Speed Test, Hard Disk Tools, System Information Tools, Dos 
Tools and Other Tools. Each Tool as a variety of software’s 
below is few examples of and some description on them. The 
tools are listed below according to the category of the job. 

A. StealthTM Suite 

The Stealth™ Suite is used to assess activity on a computer 
hard disk drive without the user needing a forensic background. 
This set of tools helps identify whether or not a targeted 
computer system was used to access inappropriate information 
[7] [8]. 

B. Computer Incident Response Suite 

These suites of tools are often used in corporate and 
government investigations and security risk reviews. This suite 
is optimized for the lowest cost forensic platform for DOS and 
Windows processing, DOS. Many of the tools also have 
version that can be run on a Windows OS. This should be one 
of your first forensic toolsets. It also makes an excellent set of 
tools to cross-validate your findings before you go before the 
court or the board [7] [8]. 

C. Data Elimination SuiteTM 

This Suite allows you to remove information from a drive 
and cross-validate that the information has been removed.  

This is our most popular suite of software tools for the high 
assurance government or corporate environment. This suite of 
tools has been tested and certified by the US Department of 
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Defence. It eliminates classified data 'leakage' and verifies that 
the data was properly eliminated [7] [8]. 

D. TextSearch Suite 
TextSearch NT and TextSearch Plus have both been 

upgraded. TextSearch NT is used to process Windows 
NT/2000/XP-based computer systems from a DOS command 
line. The upgraded program provides the same popular 
interface and features as TextSearch Plus but it identifies many 
compressed and graphics files using the file header signature, 
giving the investigator a listing of files that could store 
information in a compressed or graphic format. 

Also included in this suite is HexSearch. This tool provides 
a similar interface as TextSearch Plus while allowing the user 
to search for hexadecimal strings, such as file headers, non-
printing characters, and more [7] [8]. 

E. NTI Secure ToolKit 

This software is used to secure sensitive files stored on 
portable and desktop computers. Because it uses NIST tested 
and approved AES 256 encryption, it qualifies for government 
use with classified 'Secret' level data. This software exceeds 
commercial security requirements and it is much easier to use 
than PGP. It includes a management tool so that corporate 
information is not lost to the corporation. An export license 
may be required for locations outside the United States [7] [8]. 

F. SafeBack 3.0  
The industry standard for making evidence grade bit-stream 

backups of hard drives has gotten even better with version 3.0 
[7] [8]. 

G. Guidance Software Encase 

Most of the software’s are packed in suites. EnCase 
Forensic has become the industry standard tool for uncovering, 
analyzing and presenting forensic data. Used by investigators 
in law enforcement, government, small businesses, consulting 
firms and corporations, EnCase Forensic provides a robust way 
to authenticate, search and recover computer evidence rapidly 
and thoroughly. 

Computer evidence recovered with EnCase has been 
admitted into thousands of court proceedings in several 
countries and jurisdictions, and the EnCase software has been 
validated by the courts in several published decisions. [CGFI] 
The following are the advanced features of EnCase: 

 Extracts messages from Microsoft PST files. 

 Spans multiples Redundant Array of Inexpensive Disk 
(RAID) volumes. 

 Supports NTFS compression and Access Control List 
(ACL) of files. 

 Provides advanced language support.   

Several software vendors have recently introduced 
computing investigation tools that work in Windows. The 

command line DOS tools you explored in the previous section 
require a strong understanding of MS-DOS and the various file 
systems. Because GUI (Graphical User Interface) forensics 
tools do not require the same level of knowledge, they can 
simplify computer forensics investigations. These GUI tools 
have also simplified training for beginning examiners in 
computer forensics. However DOS forensics should also be 
known because there are rare cases when the GUI tool would 
miss out critical evidence and this could be got using a DOS 
tool [7][8][9]. 

V. CONCLUSION 
This paper focuses on the most essential and widely used 

Hardware tools, there are many more tools used but the main 
focus was on mainly the ones that are quite common. Also, 
discussed on the Software tools used but not in depth, as the 
paper focuses on mainly the ones that are quite common in a 
Computer Forensics Investigation as there are other softwares 
as well but due to the scope of this paper it was inadequate to 
cover all the software tools, given a brief description of a few 
software’s that are used for evidence collection.  

The paper attempts to give the audience to increase the 
level of understanding with the wide range of tools used for 
Computer Forensics Investigations. 
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Abstract—In this paper an adaptive mutation based PSO 
(AMBPSO) is presented for improvement of deficiencies of 
standard PSO  which is modified by the combination of 
dynamic adjustment of the inertia weights, the update of position 
and velocity of each particle by means of randomly adaptive 
mutation, and the limit of the update for the change in a 
reasonable range. The optimization results of two standard test 
functions show that these modifications can enhance particles’ 
activity to improve the algorithm’s search precision and 
convergence speed and to keep away from easily immerging in 
local minima efficiently compared with standard PSO and 
general PSO.  

Keywords-particle swarm optimization; swarm intelligent 
optimization;  adaptive mutation; modified algorithm 

I.  INTRODUCTION  
Particle Swarm Optimization (PSO) is a technique 

modeling swarm intelligence that was developed by Kennedy 
and Eberhart [1] in 1995, who were inspired by the natural 
flocking and swarming behavior of birds. Compared with other 
swarm intelligent optimization algorithms such as Genetic 
Algorithms [2], it has more intuitive simplicity, less parameter 
settings and higher efficiency. It is a recently invented high 
performance optimizer that possesses several highly desirable 
attributes and especially that is an effective global optimization 
search algorithm for dealing with the complex nonlinear 
optimization problem with difficulty to solve by the traditional 
optimization methods [3-4].  

Many advances in PSO development elevated its 
capabilities to handle a wide class of complex engineering and 
science optimization problems. Summaries of recent advances 
in these areas are presented in [5] and [6]. The existed PSO 
algorithms mainly include PSO with inertia weight, PSO with 
contraction factor, the binary PSO, the niche PSO and hybrid 
PSO, etc. Different variants of the PSO algorithm were 
proposed but the most standard one is the global version of 
PSO (Gbest model) introduced by Shi and Eberhart [7], where 
the whole population is considered as a single neighborhood 
throughout the optimization process. Although a key attractive 
feature of the PSO approach is its simplicity as it involves only 
two model equations, it has some disadvantages, such as less 
sensitive to environmental variations, and easily immerging in 
local minima frequently [8, 9]. Many improved techniques 

effectively increased the PSO’s local disadvantages to a certain 
extent, but these problems need to be further resolved [10-14]. 

In this paper an adaptive mutation-based PSO (AMBPSO) 
is presented for improvement of the above deficiencies of 
standard PSO which is modified by the combination of 
dynamic adjustment of the inertia weights, update of position 
and velocity of each particle by means of randomly adaptive 
mutation, and the limit of the update for the change in a 
reasonable range. These modifications can enhance particles’ 
activity to improve the algorithm’s search precision and 
convergence speed and to keep away from easily immerging in 
local minima efficiently.  

The paper is structured as follows. Section 2 analyses the 
standard PSO algorithm. Section 3 details an adaptive mutation 
based PSO algorithm. The optimization calculation and 
analysis of two standard functions using AMBPSO algorithm 
are given in Section 4. Conclusions are given in Section 5. 

II. STANDARD PARTICLE SWARM OPTIMIZATION 
ALGORITHM 

A. Basic Concept of PSO 
In a standard PSO, a great number of particles move around 

in a multidimensional space, with each particle memorizing its 
position vector and velocity vector as well as the time at which 
it reached its highest level of fitness. The inspiration 
underlying the development of this algorithm was the social 
behavior of animals, such as the flocking of birds and the 
schooling of fish, and the swarm theory. The advantages of 
PSO are that it involves no evolution operators, such as 
crossover and mutation operators, and it does not require the 
adjustment of too many free parameters. PSO begins with a 
random population and searches for optima by continually 
updating this population. Moreover, each potential solution is 
assigned a randomized velocity. The potential solutions, called 
particles, are the “flown” through the problem space. Related 
particles can share data at the best-fitness time. The velocity of 
each particle is updated according to the best positions reached 
by all particles through iterations, and the best positions are 
determined by the related particles over the course of multiple 
generations.  

It is Similar to other intelligent optimization strategies that 
there are individuals called as “particles”, all of which 
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constitute a solution group in particle swarm optimization 
(PSO) algorithm. As they are flown through the searching 
space, particles are attracted towards the best solution found by 
the given particle’s neighbors and by the particle itself. Each 
particle has a position vector and a velocity vector. Suppose 
that the searching space is N-dimensional, and M particles form 
the colony. The ith particle has an N-dimensional position 
vector Xi (i= 1, 2, , M), which means that the ith particle is 
located at Xi= (xi1, xi2, , xiN)T in the searching space. The 
position of each particle is a potential result. The ith particle’s 
“flying” velocity is also an N-dimensional vector, represented 
by Vi = (vi1, vi2, , viN)T (i= 1, 2, , M). The best particle 
among all particles can be represented by gbest

dx (d=1, 2, , N) 
whose fitness is gbest. Each particle also keeps track of the 
value of its best position, which is represented by Pbest

idx (d=1, 2, 
, N) corresponding to fitness Pbseti. 

   In the standard PSO algorithm, the velocity and position 
of each particle are adjusted as follows: 

1
1 1 2 2( ) ( )

id id id id

k k Pbest k gbest k
id dv wv cr x x c r x x+ = + − + −           (1) 

1 1
id id id

k k kx x v+ += +                                (2) 

where r1, r2 (0, 1) are uniformly distributed random numbers 
between 0 and 1; c1 and c2 are learning rates; and w denotes the 
inertia weight. k (k=1, 2, , D) is the current iteration, and D is 
the maximum number of iterations.  

PSO randomly initializes the flock of birds throughout the 
searching space; every bird is called a “particle”. During each 
individual generation, each particle adjusts its velocity vector, 
based on its best solution Pbest

idx  and that of its neighbors gbest
dx , 

as calculated by means of Eq.(1) and (2). The second part 
1 1 ( )

id

Pbest k
idc r x x−  of Eq. (1) refers to the “cognitive component”, 

which reflects the distance at which a particle is located from 
the best solution. The particle determines this distance on its 
own. On the other hand, the last part 2 2 ( )

id

gbest k
dc r x x− of Eq.(1) 

refers to the “social component”, which reflects the distance 
between a particle and the best solution found by its neighbors. 
Eq. (1) is used to calculate the particle’s new velocity on the 
basis of its previous velocity, the distance between its current 
position and its own best previous position, and the 
collaborative interaction between the particles. This stage 
features cooperation among all particles in sharing information. 
Finally, the particle updates its position by means of Eq. (2). 
The best global position, determined by taking the condition of 
all particles into consideration, is defined as the particle with 
the minimum fitness. 

The role of inertia weight w is to make a compromise 
between local optima and global optima. Larger w is beneficial 
to a wide range of search and smaller w to precise search in a 
small area. In general, w is set as a function with linearly 
decreasing in the process of iterations. 

max max min( ) /w w w w k D= − −            (3) 

where wmax and wmin are the initial and ultimate inertia weights, 
respectively. 

B. Parameter Analysis 
The PSO is very simple to operate that involves fewer 

parameters. The main parameters need to be set as follows: 
Target Dimensional N, Population Size m, Inertia Weight w, 
Velocity Coefficient c1, c2, Max Iteration D. The parameters of 
the algorithm and meaning in the general principles of the 
selection are summarized below [2]: 

• The target dimensional N, the number of parameters in 
the PSO need to be optimized, according to the definite 
corresponding target search space dimension. 

• The population size m is generally selected from 10 to 
40 suitable for solving most of optimization problems. 
But according to specific or very complex optimization 
problem, the population size can be taken between 100 
and 200. 

•  Inertia weight w is generally selected between 0.35 
and 0.9 in the practical optimization problem, where 
the initial and final inertia weights are usually selected 
as 0.9 and 0.35, respectively. 

• Acceleration coefficient c1 and c2 are usually selected 
between 0 and 4, which are the main parameters for 
adjustment of particles "Cognitive item (Cognitive 
Term)" and "Social items (Social Term)". If c1 = 0, 
then particles do not have cognitive abilities. This 
moment the particles have the ability to interact and 
can be expanded to new search space, but the particles 
in the iteration process are easy to fall into the local 
minimum; If c2 = 0, the particles do not have the social 
information sharing capability. This time the PSO will 
develop random search; If c1 = c2 = 0, the particles will 
keep the initial velocity until they reach maximum 
iterating times to end; 

• Maximum iteration D as the threshold value control 
evolution of the PSO, can reflect the evolution of the 
algorithm efficiency, and too much iteration will cause 
a tremendous waste of the algorithm, or too small 
iteration may not be able to reach the goal of the 
optimization. 

C.  Implementation Steps 
After determining target search dimension N, population 

size M, the maximum number of iterations D and the learning 
rates c1 and c2, the implemented steps of the PSO are as 
follows: 

1) Initialize
0
id

v and
0
id

x . 
2) Calculate the fitness of each particle, and store the best 

fitness of the individual (pbest) and its corresponding position 
Pbest
idx , the best fitness of group (gbest) and its corresponding 

position gbest
dx , the average value mbest

idx  of positions of all the 
best particles relative to their own. 
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3) Update velocities 1
id

kv + and positions 
1

id

kx +
 according Eq. 

(1) and (2). 

4) Repeat steps 2–3 until a termination criterion is satisfied. 

III. ADAPTIVE MUTATION BASED PSO 

A. Ideas of Improvement for PSO 
Although the PSO has many advantages such as simple 

operation, fewer parameters, fast convergence speed, but it also 
has many disadvantages to be overcome, such as: 

• In spite of the fact that particles can fly towards the 
optimal solution in search space according to all 
members of the group and their own experiences, the 
improper choice of inertia weight will lead to the lack 
of precise search ability of particles; 

• In the process of particles’ searching towards the goal 
of optimal solution, when a particle is close to the 
optimal value, its search speed will be small. As a 
result, the search diversity will be lost and a particle is 
easy to fall into the local minimum. 

In order to overcome the above deficiencies, an adaptive 
mutation-based PSO (AMBPSO) algorithm is proposed for the 
improvement of the search accuracy and convergency of the 
standard PSO algorithm. 

Firstly, the inertia weight is modified as a function with 
gradient descent:  

max min min( ) / Hw w w k w= − +                   (4) 

where H is a given positive number. If k=1, then w=wmax and if 
kÇÈ, then w=wmin. 

Secondly, we sort fitness values of all particles in each 
iteration. According to the ranking, the particles in the top 50% 
are preserved while the rest in the colony is modified by means 
of adaptive mutation. 

(1 )k k
bd gdv v rβ= +                            (5) 

(1 )k k
bd gdx x rα= +                            (6) 

where,  
k
gdx  and k

gdv  are  position and velocity of the particles in 
the top 50% of fitness ranking respectively.  

k
bdx  and k

bdv  are position and velocity of the particles in the 
rest of 50% worse particles in the colony respectively, which 
will be modified by adaptive mutation. 

r is a uniformly distributed Gaussian random number with a 
range of [0, 1]. 

� and � are two given positive numbers.  

Meanwhile, each particle’s position and velocity in 
AMBPSO algorithm are limited into the given boundaries. If 

the positions or velocities are out of the given boundaries, they 
will be replaced by the given boundaries.   

Finally, a mutation factor P is introduced as follows: 
mbest gbest
id dP x x= −                             (7) 

where mbest
idx  is a mean value of the positions of the best 

particles obtained in the ith iteration, and gbest
dx  is the global 

position value with the particles of the best fitness obtained so 
far.  

The inertia weight coefficient can be dynamically adjusted 
on the basis of the following equation: 

(1 )H H rγ= +                                 (8) 

where γ is a positive number and r is a uniformly distributed 
Gaussian random number with a range of [0, 1].  

It is necessary to select the appropriate mutation thresholds 
� according to the actual situation. If P is less than or equal to 
�, then H is modified by Eq.(8). The aim on the introduction of 
mutations factor P is to improve the mutant ability of 
AMBPSO. Because mbest

idx  can comprehensively reflect the 
activities of the individual particles and gbest

dx  can 
refmutationall activities of all particles, the mutations factor P 
is adopted not only to effectively suppress the AMBPSO 
premature to early fall into local minima, but also to efficiently 
ensure the AMBPSO to jump out of the local minima. As a 
result, it is critical to select an appropriate mutation threshold 
É. A large number of experiments show that, the proposed 
AMBPSO algorithm can effectively make up for deficiencies 
on convergence and premature of the standard PSO to improve 
the search performances of PSO. 

B. Implementation Steps of the AMBPSO 
In summary, The AMBPSO algorithm can be described in 

general as follows: 
1) Determine target search dimension N, population size M, 

the maximum number of iterations D and the learning rates c1 
and c2. 

2) Initialize
0
id

v and
0
id

x . 
3) Calculate the fitness of each particle, and store the best 

fitness of the individual (pbest) and its corresponding position 
Pbest
idx , the best fitness of group (gbest) and its corresponding 

position gbest
dx , the average value mbest

idx  of positions of all the 
best particles relative to their own. 

4) Adaptively mutate 50% worse particles k
bdv  and k

bdx  
according to Eq. (5) and (6). 

5) Judge mutation factor P according to Eq. (7), 
dynamically adjust the inertia weight coefficient H according 
to Eq. (8) and finally calculate the inertia weight w in terms of 
Eq. (4). 

6) Update velocities 1
id

kv + and positions 
1

id

kx +
 according Eq. 

(1) and (2).  
7) Repeat steps 3–6 until a termination criterion is satisfied. 
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IV. CALCULATION AND ANALYSIS OF STANDARD TEST 
FUNCTIONS 

In order to validate the performances of the improved 
particle swarm optimization algorithm, the AMBPSO, the 
Standard PSO (SPSO) and the PSO are used to test two types 
of standard functions. The comparison is made from three 
aspects of the convergence rate, the optimal fitness value and 
the search precision of the three PSO algorithms. The results 
on the above three aspects of algorithm performances for 
standard test functions can indicate which algorithms are much 
better. Different types of standard test functions are utilized for 
different types of optimization problems [1].  

Two types of standard test functions are used to validate the 
three PSO algorithms, which are defined as follows: 

1) The first test function is chosen as Generalized Rastrigin 
function expressed as 

2

1
( ) [ 10cos(2 ) 10]

n

i i
i

f x x xπ
=

= − +�  

Search range: 5.12 5.12ix− ≤ ≤  

Global optimal value:  min( ) (0, ,0) 0f f= =�  

2) The second test function is chosen as Ackley function 
expressed as 

21 1

1 1

( 0.2 ) ( cos2 )

( ) 20e e 20

n n

i in n
i i

x x

f x e
π

= =

− � �
= − − + +  

Search range: 32 32ix− ≤ ≤  

Global optimal value:  min( ) (0, , 0) 0f f= =�  

There are a great number of local minima contained in the 
selected test functions due to the effect of the cosine functions 
in the above standard test functions. If the selected intelligence 
group optimization algorithms have an inadequate activity for 
departing from local minimum values, the global optimal 
values cannot be achieved. These types of test functions are 
used to better validate the performance that the AMBPSO can 
make up for deficiency that both of the PSO and the SPSO are 
easy to get into local minima. 

In order to show convincingly that the proposed novel PSO 
algorithm is more superior to other PSO algorithms by 
comparing AMBPSO with SPSO and PSO, the selection of 
control parameters is based on a consistency principle, that is, 
the basic control parameters of the three optimization 
algorithms are set as the same in this paper. The parameters are 
set as follows: 

Population size m=40, Learning rates c1=c2=2.05, Initial 
inertia weight wmax=0.9, Terminal inertia weight wmin=0.35, 
Maximal velocity vmax=1, Minimal velocity vmin= -1, Maximal 
position xmax=10, Minimal position xmin=0.05, Inertia weight 
coefficient H=0.5096, Mutation Threshold �=0.0001, Mutation 
factor of inertia weight coefficient mutation 	=0.02, Mutation 
factor of position �=0.0005, Mutation factor of velocity 
�=0.0005, Maximal iteration numbers maxgen=100/500/1000. 

Initial speeds and positions in the improved particle swarm 
optimization algorithm are generated randomly in terms of 
actual optimization problems. At the same time, the numerical 
experiments are done on three different maximum iteration 
numbers. The results are illustrated by only using the fitness 
graphs at maxgen=100. 

The curves of the best fitness variations with iterations 
generated by three PSO algorithms as to the two test functions 
are shown respectively in Fig.1 and Fig.2. The dimensions of 
the two selected functions are both set as n=20. In order to 
avoid contingency, 50 times of optimization experiments are 
done for all the algorithms to analyze and compare the 
performances of the three PSO algorithms. From Fig. 1 and 2, 
it can be obviously shown that The AMBPSO is of higher 
convergence speed than the other two algorithms for both of 
the selected test functions during the process of iterations. 
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Fig. 1 Fitness curves of Generalized Rastrigin function 
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Fig. 2 Fitness curves of Ackley function 

As shown in Table 1 are root mean square errors between 
real optimal values and calculated values by the three PSO 
algorithms as to the two given test functions at three different 
terminal iterations.  

TABLE I.  RMS ERRORS OF OPTIMAL VALUES FOR EACH TEST 
FUNCTION 

 
From Table 1, it can be shown that the search precision 

increases with the increment of the maximal number of 
iterations given in advance, and that under the same terminal 

      
 

Generalized Rastrigin Ackley 
AMBPSO SPSO PSO AMBSPO SPSO PSO 

100 3.07×10-4 4.20×10-3 3.86×10-2 6.22×10-6 2.80×10-3 1.92×10-2 

500 7.83×10-9 1.14×10-4 6.60×10-3 8.64×10-10 7.34×10-5 4.30×10-3 

1000 8.88×10-13 4.44×10-7 1.21×10-4 3.14×10-13 1.52×10-9 9.24×10-5 
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condition the AMBPSO algorithm is of much higher precision 
and faster convergency rate than the other two PSO algorithms 
for whichever standard test functions. 

V. CONCLUSIONS 
In this paper an adaptive mutation-based PSO (AMBPSO) 

is presented for improvement of the deficiencies of standard 
PSO which is modified by the combination of dynamic 
adjustment of the inertia weights, update of position and 
velocity of each particle by means of randomly adaptive 
mutation, and the limit of the update for the change in a 
reasonable range. The optimization results of two standard test 
functions show that these modifications can enhance particles’ 
activity to improve the algorithm’s search precision and 
convergence speed and to keep away from easily immerging in 
local minima efficiently.  
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Abstract—For CPU chips’ cooling task, existing mono-variable 
control system has the defects of delay, fluctuation and high 
energy consumption. With the trend of multi-core and high 
frequency work pulse in CPU chips,   traditional system does not 
fit for future cooling task. Several approaches such as chips’ 
dissipated power nonlinear feed-forward, core temperature 
tracking and surface temperature feed-back are applied to 
improve control system. Simulations prove that comparing with 
the traditional out-core temperature based mono-input-output 
proportion tracking strategy, the improved system can bring 
better quality and energy-saving results. Also, the new system has 
parameters adaptability. 

Keywords-CPU chip; temperature; cooling; control; power 
dissipation; usage rate; feed-forward 

I.  INTRODUCTION 
In future space mission, more and more high heat integrated 

circuit chips need to be cooled [1]. Promoting the quality of 
high heat IC chips’ cooling control is just a new study focus. 
CPU chips are a typical kind of high heat chips and their 
cooling control is the key of guaranteeing their stability and 
dynamic properties [2]. Traditional cooling control systems are 
mono-variable tracking system, and they apply proportional 
algorithm as control strategy [3-5]. That is, the discrete values 
of out-core temperature in chip are multiplied by a coefficient 
and then are used to adjust cooling actuator’s driving power. 

CPU chip is a body with inside heat sources. Its heat 
generating mechanism [6-9] makes temperature in chip is a  
nonstationary random process with delay and many influence 
factors. This is the bottle-neck for traditional control system to 
fit for future CPU chips’ cooling task. Concretely speaking, 
uncertain deviation between out-core temperature measuring 

values and real temperature [7], single system input variable 
and simple tracking control strategy, and so on, are main 
reasons. So, it is urgent to find new control system to cope with 
future challenges. Unluckily, trends of more cores and higher 
frequency of main pulse of CPU chip, future scheduling 
strategy of operating system, development of CPU internal 
structures and techniques, even increasing of cooling actuator’s 
efficiency, will make CPU chip’s power, heat and temperature 
more complex than expected. 

To promote the transient and steady state quality of chip’s 
surface temperature, this paper suggests a new system which 
combines several approaches such as new signals and their 
processing, more control algorithms and more complicated 
strategies. In the new system, CPU usage rate which indicates 
the chip’s dissipated power in advance [9-11], and CPU core 
temperature which is more accurate and more sensitive and no 
delay, are used as inputs. And, power feed-forward, core 
temperature tracking and surface temperature feed-back 
strategies are added. Numerical simulation proved our new 
method is effective and advanced. 

II. CHIPS’ COOLING AND TRADITIONAL CONTROL SYSTEMS 
Traditional cooling control system (seeing Fig. 1) uses 

analogue variables as inputs. It applies proportional strategy in 
Fig. 2 to determine the excitation voltage Vout of the cooling 
actuator, usually one or two air fan, as follows: 

� �tTkV pout � GGGGGGGGGGGGGGGGGGGGGGGGGGG�H�G

It is obvious that the object itself is not complex. That is, 
the chip’s heat transfer delay and the air fan’s cooling time are 

Figure 1. CPU chips’ cooling model of tracking control system.
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common properties in control systems. But there is peculiar 
complexity resulting from the nonstationary random and 
anisotropic inconsistency in temperature field. As being seen in 
Fig. 3, not only is there nonstationary random in out-core 
temperature and core temperature, but at least 1 second of time 
delay and at least 1°C of temperature variance in them as well. 
Besides, the uncertainty of heat resulted from CPU workloads 
and the variant cooling time influenced by heat exchanging 
efficiency of actuator, etc., bring the chips’ cooling with 
difficulties. 

Generally speaking, the traditional proportional tracking 
strategy cannot further improve the cooling control quality, and 
cannot face future challenges. 

III. MODEL OF CONTROL SYSTEM WITH DISSIPATED POWER 
FEED-FORWARD AND MULTI-TEMPERATURE PID 

A. Improved Model of Controller 
We noticed that chip’s power consumption is in advance to 

its temperature. On the basis of existing tracking system, we 
introduce usage feed-forward to reflect the action of CPU’s 
power consumption to temperature. Besides, we substitute out-
core temperature with core temperature as input variable, and 
add algorithms of tracking and feed-back. Certainly, we take 
short window mean value from sequences of core temperature 

and usage. Fig. 4 is the improved control system model. In Eq. 
(2) are several algorithms in the new model such as usage 
sequence nonlinear feed-forward, core temperature tracking, 
surface temperature feed-back, etc. In that equation, ku is usage 
feed-forward coefficient and the linear item, kr, is added to 
make up the attenuation with usage increasing. The kp, ki and kd 
are proportional, integral and deviational coefficients of PID 
algorithm, respectively. The kf is coefficient of different value 
feed-back. 
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In Eq. (2),G  !lL
nU ,E Gand  !lL

nTE ,
 are short window mean 

value of usage sequence and core temperature sequence, 
respectively. 

B. Nonlinear Relation between Usage Rate and Core 
Temperature 
The CPU usage measures microprocessor’s workloads. It 

reflects the power consumption of chip directly and determines 
the amount of heat generated in the chip [7, 10-11]. For a CPU 
chip, suppose it gains heat Qgained from its environment, Qtransfer 
is the amount of heat transferred to it during a period of time 
and Qcomponent is the amount of heat produced by running 
programs during a period of time. This can be expressed as 
[10]: 

� � � � !tuPPPtTTk

QQQ

basebasesourceout

componenttransfergained

�		�

�	�

max
GGGGGGGGGGG�J�G

where Tsource is core temperature and Tout is air temperature, 
Pbase is the power consumption when CPU is idle and Pmax is 
the consumption when chip is fully utilized, u is usage rate. 
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where m is the mass of chip, c is its heat capacity, and k is 
related to m and c.

In Fig. 5 is statistic result of real out-core temperature 
measuring values. When usage is larger than 10%, the action of 
dissipated power to out-core temperature can be seen easily. 
Through fitting, we get the relation between steady temperature 
values and constant usage values as Eq. (5), where Tbase is the 
basic temperature corresponding to zero usage, ku and kr are 
constants. It must be pointed out that Eq. (5) just coincides with 
the solution form of Eq. (4). 

� � � �uk
ubase

rekTT ��	�3 1 GGGGGGGGGGGGGGG�L�G

C. Short Window Mean Value of Core Temperature and 
Usage Sequences 
The discrete sequence of core temperature / 0nT  is a 

nonstationary random one with big sampling cycle. It can be 
proved that the short window mean value of the 

sequence  !/ 0lL
nTE ,

 contains the same heat as / 0nT . And, the 
waveform of the former is smoother than that of the latter. This 
means short window mean value is more fittable for being 
applied to cooling control than discrete values. 

Brief proof: 
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As for usage sequence, U(n), we make use of its short 

window mean value  !/ 0lL
nUE ,

, too. 

IV. SIMULATION AND ANALYSIS 

A. Selection of Parameters 
For simplicity, we suppose the power dissipated by cooling 

driving actuator is all used for cooling. According to 
experiment experiences, let cooling time, td, is 1 second, and 
time constant of heat transfer, !, is 0.25 second. That means all 
heat generated from source is taken away to environment by 
cooling actuator in 1 second. 

All parameters’ values are taken as follows: L=2, l=1, 
!=0.25s, td=1s, (Tmin, Tmax)=(50°C, 70°C), (Umin, Umax)=(8V, 
12V), kp=0.1, ki=0.01, kd=0.01, kf=0.01, kc=1.2, kh=8, ku=0.1, 
kr=1.0. 

B. Simulation Results and Analysis 
1) Comparisons between core temperature and out-core 

temperature as input variable. The simulation results of pure 
proportional tracking control (seeing Fig. 1) using out-core 
temeprature or core temeprature as inputs are showed in Fig. 6, 
respectively. Obviously, owing to the uncertainty and delay of 
out-core temeprature, its result is much worse than that of core 
temeprature. Simulation results indicate that the larger or 
smaller is kp, the larger is the surface temperature’s fluctuation 
amplitude. This is because the pure proportional tracking 
strategy can not eliminate the disturbance of uncertain 
deviation in out-core temperature values. In real application, 
the effect of kp is the same as that of heat exchange coefficient 
of cooling actuator, this means that traditional strategy does 
not fit for cooling actuator with lower heat exchange 
efficiency, and not for actuator with higher heat exchange 
efficiency, either. It is needed to point out that out-core 
temperature used in our numerical calculating has smaller 
random deviation. Actual random deviation is bigger and its 
influence is more serious. 
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Figure 5. Steady temperature under different usage. 
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2) Comparisons of control qualities made by different 
improved strategies. For improved control system in Fig. 4, 
we use core temperature in Fig. 2 as input variable to do 
simulations. At the beginning, the controller only with PD 
core temperature tracking algorithm make surface temperature 
having 1°C steady state deviation. Then, after surface 
temperature feed-back being added, controller eliminates the 
deviation. Or, after usage nonlinear feed-forward being added, 
the overshoot of surface temperature is lower. Lastly, once 
surface temperature feed-back and usage feed-forward are 
added simultaniously, the result is best both in transient and 
steady state.(seeing Fig. 7)  

3) Comparison of power dissipated by cooling actuator. 
For the combination strategy of core temperature tracking and 
surface temperature feed-back, the numerical calculating 
results of using two different values spent different energy. 
Control system using discrete values of core temperature 
makes the actuator spend 2.46053 Joule of energy, whereas 
system using short window mean values of core temperature 
makes the actuator spend 1.76581 Joule of energy. In our 
example, the former spends 0.69472 Joule more energy than 
the latter during 20 seconds. 

4) Discussions about feasibility and practicability. 
Simulating work indicates that the parameters in new system 
model such as kp, ki, kd, kf, ku, kr, L and l can be adjusted in 
wide range to cope with different values of !, td, kc, kh. For 
instance, whether the cooling actuator is air fan or liquid pump 
or semeconductor thermoelectric patch, i.e., whether the 

actuators’ heat exchange efficiency is high or low, simulating 
shows our model can give excellent control quality. For 
example, under the circumstance of CPU core temperature 
behaving different random properties owing to different 
operating systems, or different main pulses, or different user 
softwares, new system can adapt them by using corresponding 
L and l. 

V. CONCLUSION 
This paper studied how to improve CPU chips’ cooling 

control system and suggested several new methods in two 
aspects: one is of input signals and their processing; the other is 
of control strategies. Numerical calculating and simulating 
verified that usage sequence which indicates CPU power and 
core temperature sequence which is more accurate and more 
instant can avoid the disadvantages of out-core temperature 
values. Also, it was verified that power feed-forward and 
surface temperature feed-back can enhance system’s functions 
and improve its performance. The improved control system has 
advantages in control quality, energy saving and adaptability. 
Our improved system can be easily realized by making use of 
existing techniques. Actually, it does be our coming work. Fig. 
8 shows one feasible scheme of our improved control system. 
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Figure 7. Control results by improved system. 
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Abstract—Based on the simplified hypersonic air-breathing 
propulsion model, this paper studies the output regulation/ safety
protection multi-objective switching control problem focusing on 
the safety boundaries existing during the working progressing. 
Command switching strategy based on the safety margin is
researched. In the safe region with a sufficiently large safety 
margin, the regulation loop is active and the regulated output is 
controlled to track the reference signal as quickly as possible. But 
the protected loop will be switched on and the protected output 
will be forced to escape from dangers once the safety boundaries 
approach. A dynamical state feedback controller and a 
protection controller work in turn in a hysteresis switching way 
to guarantee the asymptotic tracking with certain safety
performance. The conditions under which the asymptotic 
tracking could be guaranteed are given and the control 
parameters could be calculated by solving optimal problems. It is 
pointed out in this paper that the designing of the regulation 
controller and the protection controller could be implemented 
separately, and the control parameters could be optimized to get 
certain optimal performance index using numerical method. 
Finally, simulation researches are performed to verify the 
effectiveness of the given methods, which also indicate that the 
commands switching control can improve both safety margin and 
the dynamical performance indices than the single controller.

Keywords-command switching control; safety protection; 
aeroengine; safety margin; optimization; tracking

I. INTRODUCTION

There have been dramatically large amounts of attentions 
attracted by the modeling and control of hypersonic air-
breathing propulsion in the recent years [1], especially since the 
successful flight experiment of the X-51 aircraft in late May 
2010. Usually, a hypersonic air-breathing vehicle is driven by a
scramjet engine, and is with the integrated airframe/ scramjet
configuration which causes strong couplings among flight
dynamics, aerodynamics, propulsion and control [2]. The 
coupled dynamics results in various engine safety boundaries 
during the working progressing of a hypersonic air-breathing 
vehicle, for example, the combustion stabilization boundary, 
the combustor wall temperature limitation, the inlet channel 
unstarting boundary, and so on. Disastrous accidents may 
happen once the system works outside the safety boundaries or 
even approaches them. On the other hand, due to the 

requirement of air and space travel, hypersonic vehicle must 
have a broader flight envelope than any other aircrafts, which
brings large parametric uncertainties and quick dynamical 
changes. To pursue more excellent flight performances, the 
hypersonic air-breathing vehicles are usually required to flight 
near the safety boundaries as possible as it can. In order to 
balance the contradiction between the performance and safety, 
protection measures must be taken to the hypersonic air-
breathing vehicle when it is approaching the safety boundaries. 
And one of the effective measures to finish this objective is to 
adopt the multi-objective switching control strategy [3]

When asked to tracking a large step command as quickly as 
possible, it is necessary to design regulating/protecting 
switching controllers for a hypersonic air-breathing vehicle
since, in common sense, it is obviously that the rapidity usually 
conflicts with the security. A regulation/protection switching 
control system consists of a regulation loop and several 
protection loops, when the controlled plant is working within 
the allowed safety limits, the regulation loop works to achieve 
perfect performances, when the controlled plant trends towards 
the neighborhood of some safety boundary, the corresponding 
protection loop will be switched on automatically according to 
certain previous design to ensure safety. The protection loops 
are expected to be constructed according to the boundaries so 
that the designers could relax the safety condition when they 
are dealing with the regulation loop. It is with more efficiency
and is less conservative. 

. 

It is notable that the safety protection control problem is 
similar to the state constrained control problem which is 
studied via the barrier Lyapunov function in [4], but there are 
differences between them. First, for example, not only 
boundary but also transient performances, especially that of the 
states except the constrained ones, should be considered in the
safety protection control problem. Second, the safety protection 
controller is usually expected to be designed separately from 
the regulation controller, and sufficient safety margin is also 
usually needed.

Consisting of the determination of both the controllers and 
the switching law, design of the switching controller is a 
complex synthesis

This work was supported in part by the NSFC under Grants 61174073,
90816028, 61174058 and 61004020, and the FRFCU under Grant
N100604005, and the Program for New Century Excellent Talents in
University NCET-09-0257, and the Fundamental Research Funds for the
Central Universities DUT11SX07.

procedure of nonlinear controller, even it is 
for a linear plant. A systematic designing method for the safety 
protection switching controller is anticipated to come out, by 
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both the researchers working on the switched systems theory
and the engineers working on the practical fields. Most of the 
currently existing theory results [5]

Based on our previous work in [8], this paper continue to 
studies the output regulation/safety protection control problem
for the simplified model of the aeroengine via command 
switching control based on the safety margin. Several
modifications are performed to improve the response 
performance. The proposed asymptotic tracking condition 
could be used to design the control parameters through solving 
programming problems. The design of the regulation loop and 
the protection loop can be finished in steps, and the control 
parameters can be optimized in a numerical method to get 
optimal ITEA index. Conditions for the finite times switching 
and estimation of the safety margin are also mentioned. Finally, 
in the section of simulation researches, the effectiveness of the 
given results verified, and it is revealed that the proposed 
command switching strategy is with superiority both in safety 
performance and ITAE (Integral of Time-weighted Absolute 
Error) index comparing to the single controller scheme. 

, however, focus only on the 
analysis of stability of switched systems, and few of the 
switching laws present in the existing theoretical results are so 
easy to implement. And few results can be referred to design 
regulation/protection switching controllers. The work [6] uses 
switching static feedback controller with the maximum control 
switching law to deal with the constant tracking problem for a 
linear system with state constraints, but the dynamical response 
performance is not discussed. In [3], the regulation/ protection 
switching controller based on the minimum law is studied 
through simulation, without stability analysis and designing 
steps mentioned. In our previous work [7] and [8], the 
switching control based on minimum control switching law and 
the command switching control scheme are investigated 
respectively.

II. PROBLEM DEPICTION

As is shown in Figure 1, the linear system studied in this 
paper can be considered as the simplified model of a 
hypersonic air-breathing propulsion, where the actuator and the 
basic engine are simply modeled as inertia units 1( )G s and 

2 ( )G s respectively, while the temperature sensor is 

considered as a leading unit 3 ( )G s

1
1 2 3

4 3 2

11 1( ) , ( ) , ( ) .
1 1 1

T sG s G s G s
T s T s T s

	
� � �

	 	 	

approximately, where

Figure 1.  A simplified model of hypersonic air-breathing propulsion

As the regulated output, the rotation velocity of the turbine 
is expected to track the reference signal as quick as possible. 

Simultaneously, however, as the protected output, the 
temperature is not allowed to touch the constant safety 
boundary. To make the state available, the state variables 1x , 

2x and 3x are chosen as the temperature, the rotation speed 
and the output of the actuator 

,x Ax bu� 	�

respectively, the state space 
model of the plant is

                               (1)
where 

3 4 4 1 3 1 4

2 4 2 4 2 3 4

2 3

( )
0 / ,
0 0

T T T T T T T
A T T T T T T T

T T

� �� �
� �� � �� �
� �� �

 !  ! 3
4 1 2 30 0 1 / , ,T Tb T x x x x R� � %

u is the output of the controller, 1T , 2T , 3T and 4T are time 
constants determined according to identification, the regulated 
output and the protected output are

1 1

2 2

,
,

y C x
y fC x

�
�

                                (2) 

where f is a constant feedback gain, and

 !  !1 20 1 0 , 1 0 0 .C C� �

The control objective is to design control strategy to make

1 1lim ( ) 0,rt
y y t

)3
� �                          (3)

2 ( ) , ,boundaryy t y t, M                          (4)

where 1ry is a constant reference signal, and boundaryy is the 

constant safety boundary for the temperature 2y . In the paper, 

it is assumed that 1 2 /r ry y f, , which stands for that the 
tracking task does not destroy the safety boundary and the 
desired equilibrium point of the closed loop is in the safety 
region.

Usually, it is more practical to think about the safety with 
some margin than only to consider the critical safety. In this 
paper, the safety margin � is defined as followed:

2 .
def

boundary

boundary

y y
y

�
�

�                        (5)

It is supposed in this paper that 0boundaryy - , and 0 1�, ,
implies that the system is working in the safe region, and a 
larger � stands for the safer status.

III. MAIN RESULTS

In this section, the command switching based strategy is 
adopted to solve the output regulation/safety protection control 
problem. The asymptotic tracking conditions are given, and the 
control parameters of the protecting controller could be 
optimized to minimize the ITAE performance index after the 
design of the regulation loop is finished.

1( )G s 2 ( )G s 3( )G s
u 3x 2x 1x

1y 2y
Actuator Turbine Sensor
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A. Command Switching Control Based on Safety Margin
In this section, we try to modify the command switching 

control scheme mentioned in our previous work [8] to obtain 
better control performances. The modified controllers are 
directly illustrated as followed:

First of all, a full state dynamical feedback controller is 
employed instead of a PI controller in the regulation loop to
make the poles of the closed loop arbitrarily assignable under 
the controllable condition:

1( ) ( ) ( ),x qu t K x t K q t� 	                   (6) 

where 1 10
( ) ( ( ))

t

rq t y y d= =� �� , and x qK K� �� � is to 

be determined according to the desired poles. 
The resulted closed loop equation of the regulation loop is 

1( ),c eX A X X� ��                   (7) 

where 

1 1 1

3 1 3 11
1 1 1

1 1

[ , ] , ,

0 0
, , .

0 0

T T
c x q

e c
r

X x q A A B K K

A b
X A A B

y C
& &�

� �� � 	 � �
� � � � � �

� � � �� � � � � �� � �� � � �
Second, a proportional (P) controller is adopted in the 

protection loop to help the protected output escape from danger
as soon as possible, as the same time, the output of the 
integrator q is set to vary more quickly during the protection 
interval than the regulation interval to improve the regulating 
performance:

2 2

1 1

( ) ( ( )),

( ) ( ( )), ( ) 2,
p boundary

r

u t K Ly y t
q t K y y t tN

� �

� � ��
           (8) 

where 1, 1L K, - and pK are constants to be designed. It 

can be known that when 1 1( ) ry t y, , a quickly increasing q
results in a quickly increasing positive control input, which 
helps 1( )y t to reach 1ry quickly, and that when 

1 1( ) ry t y- , a quickly decreasing q brings a quickly 

decreasing negative control input, which helps 1( )y t to
reduce overshooting and to reduce times of switches. The 
corresponding equation of the protection loop is

2 2 ,cX A X (� 	�                       (9) 

where 

2
2 2

1 1

0
, .

0
p b p

c
r

A fK bC Ly K b
A

KC Ky
(

�� � � �
� �� � � ��� � � �

Third, the switching law is based on the safety margin to 
make the margin easy to estimate and is with hysteresis to
better coin with practice, chattering also could be weakened 
due to the hysteresis: 

( )

1, ,

, ( ) ( ), ,

2, ,

off

t on off

on

u u t tN

� �

N N � � �

� �

�

-"
.

� � , ,#
. ,$

         (10) 

where 0 1on off� �, , , are constants to be designed. The 
switching law means that the protection loop will be switched 
on when the safety margin falls down to a given small number 
and will be switched off until the margin rises up to a 
sufficient large value. It is reasonable to assume that 

0( ) offt� �- , which means that it is safe enough at the initial 

moment, so 0( ) 1tN � .The asymptotic tracking conditions 
are proposed as followed:

Theorem1 Consider the system (1)-(2) controlled by the 
command switching controller (6), (8) and (10). Suppose that, 
there exists 1 0t t- such that for any 1t t- , we have 

1 1( ) ry t y- . If there exist a symmetric positive definite 

matrix R and a positive constant � satisfying

1 1 ,T
c cA R RA I�	 + �                    (11) 

and the maximum value of the following quadratic 
programming problem (12) is non-positive, then the goal of 
asymptotic tracking (3) could be achieved:

 !
 !

2 2

2 2

2

1 1.

max ( ) ( )( )
2( ) ( )

. . 0 (1 ) ,

0

T T
e c c e

c e e

on boundary

r

X X A R RA X X
A X R X X

s t fC X y

C X y

(
�

� 	 �
	 	 �

9 �

9     (12) 
Proof: If the candidate Lyapunov function is selected as

( ) ( ) ( ),T
e eV X X X R X X� � �           (13) 

when ( ) 2tN � , according to (9), we have

2 2

2 2

( ) ( )( )
2( ) ( ).

T T
e c c e

c e e

V X X A R RA X X
A X R X X(

� � 	 �
	 	 �

�
      (14)

It can be known from the condition (11) and (12) that 
( )V X decreases in the whole time weather the regulation or 

the protection loop is switched on. The objective (3) can be 
thus realized. The proof is thus completed.

The quadratic programming problem (12) could be 
straightly solved using the optimal toolbox of Matlab. And the 
assumption of achievement of 1 1( ) ry t y- in finite time will 
be discussed combining with the simulations later. 

Remark1 In common sense, the peak value which a given 
output of a fixed system could achieve is determined by the 
initial state. So the safety margin in the proposed frame of 
command switching control based on the safety margin can be 
estimated by the following nonlinear programming [9]: 
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2

2

2 0

2 0

0 2 2 0

2 2 0

max [ ( )]
(1 ) ,

, . . 0,

[ ( )] 0.

m

m

A t
e e

on boundary

m
A t

e e

fC x e x x
fC x y

x t s t fC A x

fC A x e x x

�

	 �

� �"
. 9#
. 	 � �$    (15) 

where 3
0 , mx R t R	% % are variables, and

1
2 2 2, .p e b pA A fK C b x Ly K A b�� � � �

If the maximum value of (15) m boundaryy y, , then we 

can easily get that boundary m

boundary

y y
y

�
�

9 . 

Remark2 Suppose that / 0onit and / 0offit 1,2,i � �

stand for the instants when the protection loop is switched on 
and switched off respectively, and / 02 max iy is the series 

formed by the peak values which 2 ( )y t could achieve from 

the initial state ( )offiX t during the regulation intervals. One 

conclusion lies in that if / 02 max iy declines strictly when 

1 1( ) ry t y- , then switching must happen finite times and the 
finally acted loop must be the regulation loop, and the 
asymptotic tracking is consequently achieved. 

B. Optimation for the Control Parameters
The superiority of the multi-objective switching control 

schedule lies in that controllers corresponding to different goals 
could be designed separately. Take the command switching 
strategy proposed in this paper for an example, the control 
parameters of the protection loop, such as K , pK and L are 
expected to be determined after the poles of the regulation loop 
are assigned. In other words, it is desirable that all the 
information of the regulation loop be available when the 
protected loop is under designing. 

Under the asymptotic tracking condition, the three 
parameters mentioned above could be optimized by solving the 
following optimization problem:

2

min
, , . . ( ) , ,

ITAE

p boundary

J
K K L s t y t y t, M

        (16) 

where the performance index is chosen as the famous Integral 
of Time-weighted Absolute Error (ITAE) index: 

1 1
0 0

( ) ( ) .ITAE rJ e d y y d= = = = = =
3 3

� � �� �          (17)

The parameters minimizing ITAEJ of the closed-loop switched 
system (7)-(10) could be obtained by solving (16). With 
MATLAB, the powerful calculation tool, the optimization 
problem can be easily solved depending on pure numerical 
methods [10]

It is notable that if we can find a group of parameters 
corresponding to the minimum 

. 

ITAEJ , then we have 

ITAEJ , 3 , and we have 

1 1lim ( ) 0,rt
t y y t

)3
� �                       (18)

which implies the conclusion of asymptotic tracking.

C. Simulation Researches
According to the identification to the hypersonic air-

breathing propulsion, the four time constants can be 
determined as followed:

1 2 3 40.4, 0.15, 0.3, 0.15,T T T T� � � �   

and we choose 1 1, 1.ry f� �
First of all, according to the rapidity requirement, we 

assign the poles of the regulation loop at 1,2,3,4 364 � � , 

resulted performance index is 0.0101ITAEJ � , and as is 
shown in Figure 2, the corresponding trajectory of the 
protected output 2 ( )y t goes through the given safety 

boundary 2boundaryy � , which is not permissible for the 
safety demand. 

The designing of the protection loop is thus necessary, and 
a group of permitted control parameters of the protection loop 
and that of the switching law are worked out according to the 
conditions in Theorem 1:  

19.5, 15, 20, 0.1, 0.11p on offL K K � �� � � � � � . 

Figure 3 verifies the effectiveness of Theorem 1.  
Moreover, the indices reflecting the performance can be 

obtained: controlled by the command switching controller, the 
maximum value of the protected output 2 ( )y t is reduced to 
1.9748, and the corresponding 2% error setting time of the 
regulated output 1( )y t is 0.4168st s� , and 

0.0122ITAEJ � . 

It can also be seen from Figure 3 that when 1 1( ) ry t y, , 
the output of the integrator q is an increasing positive 
variable no matter which loop is switched on, which makes 

1( )y t rise during the regulation intervals, and the regulated 
output will go through its reference signal since q increases 
even more quickly during the protection intervals according to 
(8). After the moment when 1 1( ) ry t y- , during the 

regulation interval, the positive q will lead 1( )y t to rise, and 
the declining of the candidate Lyapunov function depicted as 
condition (12) limits the falling amplitude of 1( )y t during the 
protection interval, which makes the assumption of 
achievement of 1 1( ) ry t y- in finite time used in Theorem1 
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possible under proper parameters. The curve of the regulated 
output in Figure 3 could illustrate this assumption. 

What can also be illustrated by Figure 3 is the condition of 
the strict decline of / 02 max iy when 1 1( ) ry t y- , as is 

mentioned in Remark2. After the instant when 1 1( ) ry t y- , 
the decreasing q leading to the decreasing control input may

bring us the declining / 02 max iy as long as the positive 
feedback force during the protection interval is not quite large.
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Figure 2.  Curves of the regulated output and the protected output under 
single controller.
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Figure 3.  The improvement to the safety performance by the command 
switching control based on the safety margin.

Of course, replacing the poles of the closed loop nearer to 
the image axis could also reduce the peak value of the 
protected output 2 ( )y t , however, this will complicate the 
design procedure of the controller. And now we try to pull 
down the peak value of the protected output by replacing the 
poles in proportion, when the poles are assigned at 

1,2,3,4 17.74 � � , as is shown in Figure 4, the peak value of 

2 ( )y t is 1.9911, and st is 0.5018s, 0.0287ITAEJ � . 

It could be deduced that pulling down the peak value of 

2 ( )y t to a lower level will make the setting time of the 
regulated output even longer, which indicates the superiority 
of the proposed command switching strategy.

To get better performance, we choose 
19.5, 15, 20pL K K� � � �

as the initial value of the control parameters and solve the 
optimization problem (16) to search parameters which can 

minimize the performance index ITAEJ using the method 
introduced in [10], the obtained optimal control parameters are: 

 !89.2672 61.7672 15.2793 ,pL K K� � � �� �
the corresponding performance index is 0.0092ITAEJ � , 
and the curves are shown in Figure 5.
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Figure 4.  The improvement to the safety performance by replacing the poles 
of the closed loop nearer to the image axis.

It can be seen that under proper control parameters, the 
ITAE performance of a system using the command switching 
controller might be better than that of a system controlled by 
the single controller with the similar safety performance, and 
that under optimized control parameters, the ITAE 
performance of a system using the command switching 
controller could even be better than that of the single 
controller controlled system with the same regulation loop 
parameters (but without the permitted safety performances). 

IV. CONCLUSIONS

This paper investigated the output regulation/ safety 
protection switching control problem for the simplified 
aeroengine model. Focusing on the safety boundaries existing 
during the working progressing, the command switching 
strategy based on the safety margin are adopted and the 
scheme mentioned in our previous work is modified in several 
aspects to get better performances. A dynamical state feedback
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Figure 5.  The improvement to the safety performance by the command 
switching control under the optimized control parameters.

controller and a proportional protection controller switch in a 
hysteresis way to balance the regulation and the safety 
demands. The principles guaranteeing the asymptotic tracking 
in a safe way asymptotic tracking are proposed. The control 
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parameters could be calculated by solving optimal problems
and could be optimized to obtain some best performance 
indices. Finally, simulation researches are performed to verify 
the effectiveness of the given results. It also can be indicated 
through simulation researches that the commands switching 
controller bring more improvement in both safety margin and 
the ITAE index than the single controller. 
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Inverse Optimal Robust Control of Singularly
Impulsive Dynamical Systems

Dr. Nataša A. Kablar and Vlada Kvrgić

Abstract— In this paper for the class of nonlinear uncertain
singularly impulsive dynamical systems we present optimal
robust control and inverse robust optimal control results. We
consider a control problem for nonlinear uncertain singularly
impulsive dynamical systems involving a notion of optimality
with respect to an auxiliary cost which guarantees a bound on
the worst-case value of a nonlinear-nonquadratic hybrid cost
criterion over a prescribed uncertainty set. Further we specialize
result to affine uncertain systems to obtain controllers predicated
on an inverse optimal hybrid control problem. In particular, to
avoid the complexity in solving the steady-state hybrid Hamilton-
Jacobi-Bellman equation we parameterize a family of stabiliz-
ing hybrid controllers that minimize some derived hybrid cost
functional that provides flexibility in specifying the control law.
The performance integrand is shown to explicitly depend on the
nonlinear singularly impulsive system dynamics, the Lyapunov
function of the closed-loop system, and the stabilizing hybrid
feedback control law wherein the coupling is introduced via
the hybrid Hamilton-Jacobi-Bellman equation. By varying the
parameters in the Lyapunov function and the performance
integrand, the proposed framework can be used to characterize
a class of globally stabilizing hybrid controllers that can meet
the closed-loop system response constraints. Obtained results
for nonlinear case are further specialized to linear singularly
impulsive dynamical systems with polynomial and multilinear
performance functional.

Index Terms— mathematical model, singularly impulsive dy-
namical systems, optimal robust control, inverse optimal robust
control

I. INTRODUCTION

For the class of nonlinear uncertain singularly impulsive
dynamical systems presented in [2], we have developed robust
stability results in [7]. In this paper we give optimal robust
control and inverse robust optimal control results. For that
purpose, we generalize results developed in [3]. We consider
a control problem for nonlinear uncertain singularly impulsive
dynamical systems involving a notion of optimality with
respect to an auxiliary cost which guarantees a bound on the
worst-case value of a nonlinear-nonquadratic hybrid cost crite-
rion over a prescribed uncertainty set. Further we specialize re-
sult to affine uncertain systems to obtain controllers predicated
on an inverse optimal hybrid control problem. In particular,
to avoid the complexity in solving the steady-state hybrid
Hamilton-Jacobi-Bellman equation we parameterize a family
of stabilizing hybrid controllers that minimize some derived
hybrid cost functional that provides flexibility in specifying
the control law. Obtained results for nonlinear case are further

Lola Institute, Kneza Viseslava 70a, Belgrade 11000, Serbia
nkablar.ae01@gtalumni.org

specialized to linear singularly impulsive dynamical systems
with polynomial and multilinear performance functional.

Finally, in this paper we use the following standard notation.
Let R denote the set of real numbers, let N denote the set of
nonnegative integers, let Rn denote the set of n×1 real column
vectors, let R

n×m denote the set of n × m real matrices,
let Sn denote the set of n × n symmetric matrices, and let
Nn (resp., Pn) denote the set of n × n nonnegative (resp.,
positive) definite matrices, and let In or I denote the n × n
identity matrix. Furthermore, A ≥ 0 (resp., A > 0) denotes the
fact that the Hermitian matrix is nonnegative (resp., positive)
definite and A ≥ B (resp., A > B) denotes the fact that
A−B ≥ 0 (resp., A−B > 0). In addition, we write V ′(x) for
the Fréchet derivative of V (·) at x. Finally, let C0 denote the
set of continuous functions and Cr denote the set of functions
with r continuous derivatives.

II. OPTIMAL ROBUST CONTROL FOR NONLINEAR
UNCERTAIN SINGULARLY IMPULSIVE DYNAMICAL

SYSTEMS

In this section we consider a control problem for nonlinear
uncertain singularly impulsive dynamical systems involving a
notion of optimality with respect to an auxiliary cost which
guarantees a bound on the worst-case value of a nonlinear-
nonquadratic hybrid cost criterion over a prescribed uncer-
tainty set. The optimal robust hybrid time-invariant feedback
controllers are derived as a direct consequence of Theorem
2.1 given in [7] and provide a generalization of the Hamilton-
Jacobi-Bellman conditions for state-dependent singularly im-
pulsive dynamical systems with optimality notions over the
infinite horizon with an infinite number of resetting times, for
addressing robust feedback controllers of nonlinear uncertain
singularly impulsive dynamical systems. To address robust
optimal control problem let D ⊂ R

n be an open set with 0 ∈
D, and let Cc ⊂ R

mc , Cd ⊂ R
md , where 0 ∈ Cc and 0 ∈ Cd.

Furthermore, let Fc ⊂ {Fc : D × Cc → R
n : Fc(0, 0) = 0},

and Fd ⊂ {Fd : D×Cd → R
n : Fd(0, 0) = 0}. For simplicity

of exposition, we also define (Fc(·, ·), Fd(·, ·)) ∈ Fc × Fd �
F . Next, consider the nonlinear uncertain singularly impulsive
controlled dynamical system

Ecẋ(t) = Fc(x(t), uc(t)), x(0) = 0, x(t) 
∈ Zx,

uc(t) ∈ Uc, (II.1)
EdΔx(t) = Fd(x(t), ud(t)), x(t) ∈ Zx,

ud(t) ∈ Ud, (II.2)

where t ≥ 0, x(t) ∈ D is the state vector, (uc(t), ud(tk)) ∈
Uc × Ud ⊂ Cc × Cd, k ∈ N , is the hybrid control input,
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where the control constraint sets Uc,Ud are given. We assume
(0, 0) ∈ Uc × Ud, Fc : D × Uc → R

n is Lipschitz continuous
and satisfies Fc(0, 0) = 0, Fd : D × Ud → R

n is continuous
and satisfies Fd(0, 0) = 0, and Zx ⊂ R

n. To address the robust
optimal nonlinear hybrid feedback control problem let φc :
D → Uc be such that φc(0) = 0 and let φd : D → Ud be such
that φd(0) = 0. If (uc(t), ud(t)) = (φc(Ecx(t)), φd(Edx(t))),
where x(t), t ≥ 0, satisfies (II.1), (II.2), then (uc(·), ud(·)) is
a hybrid feedback control. Given the hybrid feedback control
(uc(t), ud(t)) = (φc(Ecx(t)), φd(Edx(t))), the closed-loop
state-dependent singularly impulsive dynamical system has the
form

Ecẋ(t) = Fc(x(t), φc(Ecx(t))), x(0) = x0,

t ≥ 0, x(t) 
∈ Zx, (II.3)
EdΔx(t) = Fd(x(t), φd(Edx(t))),

x(t) ∈ Zx, (II.4)

for all (Fc(·, ·), Fd(·, ·)) ∈ F .
Next we present sufficient conditions for characterizing

robust nonlinear hybrid feedback controllers that guarantee
robust stability over a class of nonlinear uncertain singularly
impulsive dynamical systems and minimize an auxiliary hybrid
performance functional. For the statement of this result let
Lc : D × Uc → R, Ld : D × Ud → R and define the set of
asymptotically stabilizing controllers for the nominal nonlinear
singularly impulsive dynamical system (Fc0(·, ·), Fd0(·, ·)) by

C(x0)�{(uc(·), ud(·)) : (uc(·), ud(·)) is admissible
and the zero solutionx(t) ≡ 0

to (II.1), (II.2)
is asymptotically stable with
(Fc(·, ·), Fd(·, ·))
= (Fc0(·, ·), Fd0(·, ·))}.

Consider the nonlinear uncertain singularly impulsive dy-
namical system (II.1), (II.2) with hybrid performance func-
tional

J(Ecx0, uc(·), ud(·)) =

∫ ∞

0

Lc(Ecx(t), u(t))dt

+
∑

k∈N[0,∞)

Ld(Edx(tk), ud(tk)),(II.5)

where (Fc(·, ·),Fd(·, ·)) ∈ F and (uc(·), ud(·)) is an admis-
sible control. Assume there exist functions V : D → R,
Γc : D×Uc → R, Γd : D×Ud → R, and a hybrid control law
φc : D → Uc and φd : D → Ud, where V (·) is a C1 function,
such that

V (0) = 0, (II.6)
V (Ecx) ≥ 0, x ∈ D, x 
= 0, (II.7)

φc(0) = 0, (II.8)
φd(0) = 0, (II.9)

V ′(Ecx)Fc(x, φc(x)) ≤ V ′(Ecx)Fc0(x, φc(x))

+Γc(x, φc(x)), x 
∈ Zx, Fc(·, ·) ∈ Fc, (II.10)
V ′(Ecx)Fc0(x, φc(x)) + Γc(x, φc(x)) < 0, x 
∈ Zx, x 
= 0,

(II.11)

V (Edx+ Fd(x, φd(x))) − V (Edx) ≤
V (Edx+ Fd0(x, φd(x)))− V (Edx)

+Γd(x, φd(x)), x ∈ Zx, Fd(·, ·) ∈ Fd, (II.12)
V (Edx+ Fd0(x, φd(x))) − V (Edx) + Γd(x, φd(x))

≤ 0, x ∈ Zx, (II.13)
Hc(Ecx, φc(x)) = 0, x 
∈ Zx, (II.14)
Hc(Ecx, uc(x)) ≥ 0, x 
∈ Zx, uc ∈ Uc,(II.15)

Hd(Edx, φd(Ecx)) = 0, x ∈ Zx, (II.16)
Hd(Edx, ud(x)) ≥ 0, x ∈ Zx, ud ∈ Ud,(II.17)

where (Fc0(·, ·), Fd0(·, ·)) ∈ F defines the nominal singularly
impulsive dynamical system and

Hc(Ecx, uc) � Lc(Ecx, uc)+V
′(Ecx)Fc0(x, uc)+Γc(x, uc),

(II.18)
Hd(Edx, ud) � Ld(Edx, ud)+ V (Edx+Fd0(x, ud))

−V (xEd)+Γd(x, ud). (II.19)

Then, with the hybrid feedback control (uc(·), ud(·)) =
(φc(Ecx(·)), φd(Edx(·))), there exists a neighborhood of the
origin D0 ⊂ D such that if x0 ∈ D0, the zero solution x(t) ≡ 0
of the closed-loop system (II.3), (II.4) is locally asymptotically
stable for all (Fc(·, ·), Fd(·, ·)) ∈ F . Furthermore,

sup
(Fc(·,·),Fd(·,·))∈F

J(Ecx0, φc(Ecx(·)), φd(Edx(·)))

≤ J (Ecx0, φc(·), φd(·))
= V (Ecx0), x0 ∈ D0, (II.20)

where

J (Ecx0, uc(·), ud(·)) �∫ ∞

0

[Lc(Ecx(t), uc(t)) + Γc(x(t), uc(t))]dt

+
∑

k∈N[0,∞)

[Ld(Edx(tk), ud(tk)) + Γd(x(tk), ud(tk))],

(II.21)

and where (uc(·), ud(·)) is an admissible control
and x(t), t ≥ 0, is a solution of (II.1),
(II.2) with (Fc(x(t), uc(t)), Fd(x(t), ud(t))) =
(Fc0(x(t), uc(t)), Fd0(x(t), ud(t))). In addition, if x0 ∈ D0

then the hybrid feedback control (uc(·), ud(·)) = (φc(Ecx(·)),
φd(Edx(·))) minimizes J(Ecx0, uc(·), ud(·)) in the sense
that

J(Ecx0, φc(Ecx(·)), φd(Edx(·))) =
min(uc(·),ud(·))∈C(x0) J(Ecx0, uc(·), ud(·)). (II.22)

Finally, if D = R
n, and

V (Ec/dx) → ∞ as ‖x‖ → ∞, (II.23)

then the zero solution x(t) ≡ 0 of the closed-loop sys-
tem (II.3), (II.4) is globally asymptotically stable for all
(Fc(·, ·), Fd(·, ·)) ∈ F , [3] and [7].

Proof: Local and global asymptotic stability is a di-
rect consequence of (II.6)–(II.13) by applying Theorem 2.1
of [7] to the closed-loop system (II.3), (II.4). Next, let
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(uc(·), ud(·)) ∈ C(x0) and let x(·) be the solution of (II.1),
(II.2) with (Fc(·, ·), Fd(·, ·)) = (Fc0(·, ·), Fd0(·, ·)).

Then it follows that

0 = −V̇ (Ecx(t)) + V ′(Ecx(t))Fc(x(t), uc(t)), x(t) 
∈ Zx,

(II.24)
0 = −ΔV (Edx(t)) + V (Edx+ Fd(x(t), ud(t)))

−V (Edx(t)), x(t) ∈ Zx. (II.25)

Hence,

Lc(Ecx(t), uc(t)) + Γc(Ecx̃(t), uc(t)) =

−V̇ (Ecx(t)) + Lc(Ecx(t), uc(t))

+V ′(Ecx(t))Fc0(x(t), uc(t)) + Γc(Ecx̃(t), uc(t))

= −V̇ (Ecx(t)) +Hc(Ecx(t), uc(t)),

x(t) 
∈ Zx. (II.26)

Similarly,

Ld(Edx(t), ud(t)) + Γd(x(t), ud(t)) =

−ΔV (Edx(t)) + Ld(Edx(t), ud(t))

+ΔV (Edx(t)) + Γd(x(t), ud(t))

= −ΔV (Edx(t)) +Hd(Edx(t), ud(t)),

x(t) ∈ Zx. (II.27)

Now, over the interval [0, t) yields∫ t

0

[Lc(Ecx(t), uc(t)) + Γc(x̃(t), uc(t))]dt

+
∑

k∈N[0,t)

[Ld(Edx(tk), ud(tk)) + Γd(x(tk), ud(tk))]

=

∫ t

0

[−V̇ (Ecx(t)) +Hc(x(t), uc(t))]dt

+
∑

k∈N[0,t)

[−ΔV (Edx(tk)) +Hd(Edx(tk), ud(tk))]

= −V (Ecx(t)) + V (Ecx0) +

∫ t

0

Hc(Ecx(t), uc(t))dt

+
∑

k∈N[0,t)

Hd(Edx(tk), ud(tk))

≥ V (Ecx0)

= J (Ecx0, φc(x(·)), φd(x(·))). (II.28)

Letting t → ∞ and noting that V (Ec/dx(t)) → 0 for all
x0 ∈ D0 yields (II.22). �

Next, we specialize Theorem II to linear uncertain singularly
impulsive dynamical systems. Specifically, in this case we
consider F � Fc × Fd to be the set of uncertain linear
singularly impulsive dynamical systems, where

Fc = {(Ac +ΔAc)x+Bcuc : x ∈ R
n, Ac ∈ R

n×n,

Bc ∈ R
n×mc ,ΔAc ∈ ΔAc},

Fd = {(Ad +ΔAd − Ed)x+Bdud : x ∈ R
n, Ad ∈ R

n×n,

Bd ∈ R
n×md ,ΔAd ∈ ΔAd

},
where ΔAc ,ΔAd

⊂ R
n×n, are given bounded uncertainty

sets of uncertain perturbations ΔAc,ΔAd of the nominal
system matrices Ac, Ad, such that 0 ∈ ΔAc and 0 ∈ ΔAd

.

For simplicity of exposition, we also define (ΔAc,ΔAd) ∈
ΔAc × ΔAd � Δ. For the following result let Rc1 ∈ Pn,
Rc2 ∈ Pmc , Rd1 ∈ Nn, Rd2 ∈ Nmd be given.

Consider the linear state-dependent uncertain singularly
impulsive controlled dynamical system

Ecẋ(t) = (Ac +ΔAc)x(t) +Bcuc(t), x(0) = x0,

t ≥ 0, x(t) 
∈ Z, (II.29)
EdΔx(t) = (Ad +ΔAd − Ed)x(t) +Bdud(t), x(t) ∈ Z,

(II.30)

with performance functional

JΔAc,ΔAd
(Ecx0, uc(·), ud(·)) �∫ ∞

0

[xT(t)ET
c Rc1Ecx(t) + uT

c (t)Rc2uc(t)]dt

+
∑

k∈N[0,∞)

[xT(tk)E
T
d Rd1Edx(tk) + uT

d (tk)Rd2ud(tk)],

(II.31)

where (uc(·), ud(·)) is admissible, (ΔAc,ΔAd) ∈ Δ. Fur-
thermore, assume there exist P ∈ Pn, Ωc : Pn → Nn, Ωdxx :
Pn → Nn, Ωdxud

: Nn → R
n×md , and Ωdudud

: Nn → Nmd ,
such that

xT(ΔAT
c E

T
c P + PΔAcEc)x ≤ xTET

c Ωc(P )Ecx,

x 
∈ Z, ΔAc ∈ ΔAc, (II.32)
xT(ΔAT

dPAd +AT
dPΔAd −ΔAdPBd(Rd2

+BT
d PBd +Ωdudud

(P ))−1

(BT
d PAd + ET

d Ωd
T
xud

(P )Ed)− (BT
d PAd

+Ωd
T
xud

(P ))T(Rd2 +BT
d PBd +Ωdudud

(P ))−1

BT
d PΔAd +ΔAT

dPΔAd)x ≤xT(ET
d Ωdxx(P )ET

d

−Ωdxud
(P )

(Rd2+BT
d PBd +Ωdudud

(P ))−1

(BT
d PAd+Ωd

T
xud

(P ))

−(BT
d P+Ωd

T
xud

(P ))T(Rd2 +BT
d PBd +Ωdudud

(P ))−1

Ωd
T
xud

(P )

+(BT
d PAd +Ωd

T
xud

(P ))T(Rd2 +BT
d PBd+

Ωdudud
(P ))−1

·Ωdudud
(P )(Rd2 +BT

d PBd

+Ωdudud
(P ))−1(BT

d PAd +Ωd
T
xud

(P )))x,

x ∈ Z,

ΔAd ∈ ΔAd. (II.33)

Furthermore, suppose there exists P ∈ Pn satisfying

0 = xT(AT
c PEc + ET

c PAc + ET
c Rc1Ec +Ωc(P )−

PBcRc
−1
2 BT

c P )Ecx, x 
∈ Z, (II.34)
0 < Rd2 +BT

d PBd +Ωdudud
(P ), (II.35)

0 = xT(AT
dPA− ET

d PEd + ET
d Rd1Ed

+Ωdxx(P )− (BT
d PAd +Ωd

T
xud

(P ))T

(Rd2 +BT
d PBd +Ωdudud

(P ))−1

·(BT
d PAd +Ωd

T
xud

(P )))x,

x ∈ Z. (II.36)
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Then, with hybrid feedback control (uc, ud) =
(φc(x), φd(x)) = (−Rc

−1
2 BT

c PEcx, −(Rd2 + BT
d PBd +

Ωdudud
(P ))−1(BT

d PAd + Ωd
T
xud

(P ))x) the zero solution
x(t) ≡ 0 to (II.29), (II.30) is globally asymptotically stable
for all x0 ∈ R

n, (ΔAc,ΔAd) ∈ ΔAc ×ΔAd and

sup
(Δc,Δd)∈Δ

J(ΔAc,ΔAd)(Ecx0) ≤ J (Ecx0, φc(·), φd(·))

= xT
0 E

T
c PEcx0, x0 ∈ R

n,

(II.37)

where

J (Ecx0, uc(·), ud(·)) �
∫ ∞

0

[xT(t)ET
c Rc1Ecx(t)

+uT
c (t)Rc2uc(t) + xT(t)Ωc(P )x(t)]dt

+
∑

k∈N[0,∞)

[xT(tk)E
T
d Rd1Edx(tk)

+uT
d (tk)Rd2ud(tk) + xT(tk)Ωdxx(P )x(tk)

+2xT(tk)Ωdxud
(P )ud(tk) + uT

d (tk)

·Ωdudud
(P )ud(tk)], (II.38)

(II.39)

and where (uc, ud) is admissible and x(t), t ≥ 0, is a solution
to (II.29), (II.30) with (ΔAc,ΔAd) = (0, 0). Furthermore,

J (Ecx0, φc(x(·)), φd(x(·))) =

min(uc(·),ud(·))∈C(x0)J (Ecx0, uc(·), ud(·)), (II.40)

where C(x0) is the set of asymptotically stabilizing hybrid
controllers for the nominal singularly impulsive dynamical
system and x0 ∈ R

n, [3] and [7].
Proof: The detailed proof is given in [7]. �

III. INVERSE OPTIMAL ROBUST CONTROL FOR
NONLINEAR AFFINE UNCERTAIN SINGULARLY IMPULSIVE

DYNAMICAL SYSTEMS

In this section we specialize Theorem II to affine uncertain
systems. The controllers obtained are predicated on an inverse
optimal hybrid control problem. In particular, to avoid the
complexity in solving the steady-state hybrid Hamilton-Jacobi-
Bellman equation we do not attempt to minimize a given
hybrid cost functional, but rather, we parametrize a family
of stabilizing hybrid controllers that minimize some derived
hybrid cost functional that provides flexibility in specifying the
control law. The performance integrand is shown to explicitly
depend on the nonlinear singularly impulsive system dynam-
ics, the Lyapunov function of the closed-loop system, and the
stabilizing hybrid feedback control law wherein the coupling is
introduced via the hybrid Hamilton-Jacobi-Bellman equation.
Hence, by varying the parameters in the Lyapunov function
and the performance integrand, the proposed framework can
be used to characterize a class of globally stabilizing hybrid
controllers that can meet the closed-loop system response
constraints.

Consider the state-dependent affine (in the control) uncertain
singularly impulsive dynamical system

Ecẋ(t) = fc(x(t)) + Δfc(x(t)) +Gc(x(t))uc(t),

x(0) = x0, x(t) 
∈ Zx, (III.41)
EdΔx(t) = fd(x(t)) + Δfd(x(t)) +Gd(x(t))ud(t),

x(t) ∈ Zx, (III.42)

where t ≥ 0, fc0, fd0 : D → R
n and satisfies fc0(0) =

0, fd0(0) = 0, D = R
n, Uc = Cc = R

mc , Ud = Cd = R
md ,

and (Δfc,Δfd) ∈ Fc ×Fd � F , where

Δfc(·) ∈ Fc ⊂ {Δfc : R
n → R

n : Δfc(0) = 0},
Δfd(·) ∈ Fd ⊂ {Δfd : Rn → R

n : Δfd(0) = 0}.
In this section no explicit structure is assumed for the ele-
ments of F . Furthermore, we consider performance integrands
Lc(Ecx, uc) and Ld(Edx, ud) of the form

Lc(Ecx, uc) = Lc1(Ecx) + uT
c Rc2(x)uc, x 
∈ Z,(III.43)

Ld(Edx, ud) = Ld1(Edx) + uT
dRd2(x)ud, x ∈ Z,(III.44)

where Lc1 : Rn → R and satisfies Lc1(Ecx) ≥ 0, x ∈ R
n,

Rc2 : Rn → Pmc , Ld1 : Rn → R and satisfies Ld1(Edx) ≥ 0,
x ∈ R

n, and Rd2 : Rn → Pmd so that (II.5) becomes

J(Ecx0, uc(·), ud(·)) =

∫ ∞

0

[Lc1(Ecx(t)) +

uT
c (t)Rc2(x(t))uc(t)]dt+

∑
k∈N[0,∞)

[Ld1(Edx(tk))

+uT
d (tk)Rd2(x(tk))ud(tk)]. (III.45)

Consider the nonlinear uncertain controlled affine singularly
impulsive system (III.41), (III.42) with performance functional
(III.45). Assume there exists a C1 function V : Rn → R, and
functions P12 : R

n → R
1×md , P2 : R

n → Nmd , P1fd :
R

n → R
1×n, P2fd : Rn → Nn×n, Pudfd : Rn → R

md×n,
Γc : Rn → R, Γdxx : Rn → R

n, Γdxud
: Rn → R

1×md , and
Γdudud

: Rn → Nmd such that

P12(0) = 0, (III.46)
P1fd(0) = 0, (III.47)
Γdxud

(0) = 0, (III.48)
V (0) = 0, (III.49)

V (Ecx) ≥ 0, x ∈ R
n, x 
= 0, (III.50)

V ′(Ecx)Δfc(x) ≤ Γc(x), x 
∈ Zx,

Δfc ∈ Fc, (III.51)
V ′(Ecx)[fc0(x)− 1

2Gc(x)R
−1
c2 (x)GT

c (x)V
′T(Ecx)]

+Γc(x) < 0,

x 
∈ Zx, x 
= 0, (III.52)
P1fd(x)Δfd(x) + ΔfT

d (x)PT
1fd

(x)

+ΔfT
d (x)P2fd(x)Δfd(x) + φT

d (Edx)Pudfd(x)Δfd(x)

+ΔfT
d (x)PT

udfd
(x)φd(x)

≤ Γdxx(x) + Γdxud
(x)φd(x) + φT

d (x)Γdudud
(x)φd(x),

x ∈ Zx,Δfd(·) ∈ Fd, (III.53)
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(III.54)
V (Edx+ fd0(x))− V (Edx) + P12(x)φd(x)+

φd(x)
TP2(x)φd(x)

+Γdxx(x) + Γdxud
(x)φd(x)+

φT
d (x)Γdudud

(x)φd(x) ≤ 0, x ∈ Zx, (III.55)
(III.56)

V (Edx+ fd0(x) +Gd(x)ud) = V (Edx+ fd0(x))

+P12(x)ud + uT
dP2(x)ud, (III.57)

(III.58)
V (Edx+ fd0(x) + Δfd(x) +Gd(x)ud)− V (Edx) =

V (Edx+ fd0(x) +Gd(x)ud)− V (Edx) + P1fd(x)Δfd(x)+

ΔfT
d (x)PT

1fd
(x) + ΔfT

d (x)

·P2fd(x)Δfd(x) + uT
dPudfd(x)Δfd(x)

+ΔfT
d (x)PT

udfd
(x)ud,

x ∈ Zx, ud ∈ R
md ,Δfd(·) ∈ Fd, (III.59)

(III.60)

and
V (Ec/dx) → ∞ as ‖x‖ → ∞. (III.61)

Then the zero solution x(t) ≡ 0 to the closed-loop system

Ecẋ(t) = fc(x(t)) + Δfc(x(t)) +Gc(x(t))φc(x(t)),

x(0) = x0, x(t) 
∈ Zx, (III.62)
EdΔx(t) = fd(x(t)) + Δfd(x(t)) +Gd(x(t))φd(x(t)),

x(t) ∈ Zx, (III.63)

is globally asymptotically stable for all (Δfc,Δfd) ∈ F with
the hybrid feedback control law

φc(x) = − 1
2R

−1
c2 (x)GT

c (x)V
′T(Ecx), x 
∈ Zx,(III.64)

φd(x) = − 1
2 (Rd2(x) + P2(x) + Γdudud

(x))−1

·(P12 + Γdxud(x))
T(x), x ∈ Zx, (III.65)

and performance functional (III.45), satisfies

J(Ecx0, φc(x(·)), φd(x(·))) =

min
(uc(·),ud(·))∈C(x0)

J(Ecx0, uc(·), ud(·)), x0 ∈ R
n,(III.66)

where

J (Ecx0, uc(·), ud(·)) �
∫ ∞

0

[Lc(Ecx(t), uc(t))

+Γc(x̃(t), uc(t))]dt+
∑

k∈N[0,∞)

[Ld(x(tk), ud(tk)) +

Γd(x(tk), ud(tk))], (III.67)

and

Γc(x, uc) = Γcxx(x), x 
∈ Zx, (III.68)
Γd(x, ud) = Γdxx(x) + Γdxud

(x)ud + uT
dΓdudud

(x)ud,

x ∈ Zx, (III.69)

and where (uc(·), ud(·)) is an admissible control and x(t), t ≥
0, is a solution of (III.41), (III.42) with (Δfc,Δfd) = (0, 0).

In addition, the hybrid performance functional (III.67), with

Lc1(Ecx) = φT
c (x)Rc2(x)φc(x)− V ′(Ecx)fc0(x)

−Γcxx(x), (III.70)
Ld1(Edx) = φT

d (x)(Rd2(x) + P2(x) + Γdudud
(x))φd(x)

−V (Edx+ fd0(x)) + V (Edx)− Γdxx(x),

(III.71)

is minimized in the sense that

J (Ecx0, φc(Ecx(·)), φd(Edx(·))) =

min
(uc(·),ud(·))∈C(x0)

J (Ecx0, uc(·), ud(·)). (III.72)

[3] and [7].
Proof: The result is a direct consequence of Theorem

II with D = R
n, Uc = R

mc , Ud = R
md , Fc(x, uc) =

fc0(x) +Δfc(x) +Gc(x)uc, Fc0(x, uc) = fc0(x) +Gc(x)uc,
Lc(Ecx, uc) given by (III.43), Γc(x, uc) given by (III.68),
for x 
∈ Zx, Fd(x, ud) = fd0(x) + Δfd(x) + Gd(x)ud,
Fd(x, ud) = fd0(x) + Gd(x)ud, Ld(Edx, ud) given by
(III.44), Γd(x, ud) given by (III.69), for x ∈ Z . Specifically,
with (III.41)–(III.44), (III.68), and (III.69), the Hamiltonian
have the form

Hc(Ecx, uc) = Lc1(Ecx) + uT
c Rc2(x)uc

+V ′(Ecx)(fc0(x) +Gc(x)uc) + Γcxx(x),

x 
∈ Zx, uc ∈ Uc,

(III.73)
Hd(Edx, ud) = Ld1(Edx) + uT

dRd2(x)ud

+V (Edx+ fd0(x) +Gd(x)ud)− V (Edx)

+Γdxx(x) + Γdxud
(x)ud + uT

dΓdudud
(x)ud,

x ∈ Zx, ud ∈ Ud. (III.74)

Now, the hybrid feedback control law (III.64), (III.65) is
obtained by setting ∂Hc

∂uc
= 0 and ∂Hd

∂ud
= 0. With (III.64) and

(III.65) it follows that (III.51)–(III.60) imply (II.10)–(II.13).
Next, since V (·) is C1 and x = 0 is a local minimum of V (·),
it follows that V ′(0) = 0, and hence, since by assumption
P12(0) = 0 and Γdxud

(0) = 0, it follows that φc(0) = 0 and
φd(0) = 0 which proves (II.8), (II.9). Next, with Lc1(Ecx)
and Ld1(Edx) given by (III.70) and (III.71), respectively, and
φc(x), φd(x) given by (III.64) and (III.65), (II.14) and (II.16)
hold. Finally, since

Hc(Ecx, uc) = Hc(Ecx, uc)−Hc(Ecx, φc(x))

= [uc − φc(x)]
TRc2(x)[uc − φc(x)], x 
∈ Zx,(III.75)

Hd(Edx, ud) = Hd(Edx, ud)−Hd(Edx, φd(x))

= [ud − φd(x)]
T(Rd2(x)

+P2(x+ Γdudud
(x)))[ud − φd(x)],

x ∈ Zx, (III.76)

where Rc2(x) > 0, x 
∈ Zx, and Rd2(x) + P2(x) +
Γdudud

(x) > 0, x ∈ Zx, conditions (II.15) and (II.17) hold.
The result now follows as a direct consequence of Theorem
II. �
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IV. ROBUST NONLINEAR HYBRID CONTROL WITH
POLYNOMIAL PERFORMANCE FUNCTIONAL

In this section we specialize the results of Section IV
to linear singularly impulsive systems controlled by inverse
optimal nonlinear hybrid controllers that minimize a derived
polynomial cost functional. Specifically, assume F � Fc×Fd

to be the set of uncertain systems, where

Fc = {(Ac +ΔAc)x+Bcuc : x ∈ R
n,

Ac ∈ R
n×n, Bc ∈ R

n×mc ,ΔAc ∈ ΔAc},(IV.77)
Fd = {(Ad +ΔAd)x : x ∈ R

n,

Ad ∈ R
n×n,ΔAd ∈ ΔAd

}, (IV.78)

where ΔAc ,ΔAd
⊂ R

n×n are given bounded uncertainty
sets of uncertain perturbations ΔAc,ΔAd of the nominal
asymptotically stable system matrices Ac, Ad such that 0 ∈
ΔAc and 0 ∈ ΔAd

. For simplicity of exposition, we also
define (ΔAc,ΔAd) ∈ ΔAc × ΔAd � Δ. For the results in
this section we assume ud(t) ≡ 0. Furthermore, let R1c ∈ Pn,
R1d ∈ Nn, R2c ∈ Pmc , R̂q,

ˆ̂
Rq ∈ Nn, q = 2, . . . , r, be given,

where r is a positive integer, and define Sc � BcR
−1
2c B

T
c .

Consider the linear uncertain controlled singularly impulsive
system

Ecẋ(t) = (Ac +ΔAc)x(t) +Bcuc(t), x(0) = x0,

x(t) 
∈ Zx, (IV.79)
EdΔx(t) = (Ad +ΔAd − Ed)x(t), x(t) ∈ Zx,

(IV.80)

where uc is admissible and (ΔAc,ΔAd) ∈ Δ. Let Ωc,Ωd :
NP ⊆ Sn → Nn, P ∈ NP, be such that

xT(ΔAT
c PEc + ET

c PΔAc)x ≤ xTΩc(P )x,

x 
∈ Z, ΔAc ∈ ΔAc,

(IV.81)
xT(ΔAT

dPΔAd +ΔAT
dPAd +ΔAT

dPΔAd)x

≤ xTΩd(P )x, x ∈ Z, ΔAd ∈ ΔAd.

(IV.82)

Assume there exist P ∈ Pn and Mq ∈ Nn, q = 2, . . . , r, such
that

0 = xT(AT
c PEc + ET

c PAc + ET
c R1cEc +Ωc(P )− PScP )x,

x 
∈ Zx, (IV.83)
0 = xT[(Ac − ScP )TMqEc + ET

c Mq(Ac − ScP ) + R̂q]x,

x 
∈ Zx, q = 2, . . . , r, (IV.84)
0 = xT(AT

dPAd − ET
d PEd + ET

d R1dEd +Ωd(P ))x,

x ∈ Zx, (IV.85)

0 = xT(AT
dMqAd − ET

d MqEd +
ˆ̂
Rq)x,

x ∈ Zx, q = 2, . . . , r. (IV.86)

Then the zero solution x(t) ≡ 0 of the uncertain closed-loop

system

Ecẋ(t) = (Ac +ΔAc)x(t) +Bcφc(x(t)), x(0) = x0,

x(t) 
∈ Zx, (IV.87)
EdΔx(t) = (Ad +ΔAd − Ed)x(t), x(t) ∈ Zx,

(IV.88)

is globally asymptotically stable with the feedback control law

φc(x) = −R−1
2c B

T
c (P +

r∑
q=2

(xTET
c MqEcx)

q−1Mq)Ecx,

x 
∈ Zx, (IV.89)

and the performance functional (III.45) satisfies

sup
(ΔAc,ΔAd)∈Δ

JΔAc,ΔAd
(Ecx0, φc(x0))

≤ J (Ecx0, φc(x0))

= xT
0 E

T
c PEcx0+

r∑
q=2

1

q
(xT

0 E
T
c MqEcx0)

q, x0 ∈ R
n,

(IV.90)

where

J (Ecx0, uc(·)) �
∫ ∞

0

[Lc(Ecx(t), uc(t)) + Γc(x̃(t), uc(t))]dt

+
∑

k∈N[0,∞)

[Ld(Edx(tk)) + Γd(x(tk))],(IV.91)

and where uc is admissible, and x(t), t ≥ 0, is a solution to
(IV.79), (IV.80) with (ΔAc,ΔAd) = (0, 0), and

Γc(x, uc) = xT(Ωc(P ) +

r∑
q=2

(xTET
c MqEcx)

q−1Ωc(Mq))Ecx,

x 
∈ Zx (IV.92)

Γd(x) = xTΩd(P )x+
r∑

q=2

1

q
[(xT ˆ̂

Rqx)

q∑
j=1

(xTET
d MqEdx)

j−1

·(xT(AT
dMqAd +Ωd(x))x)

q−j

−(xTAT
dMqAdx)

q−j ], x ∈ Zx, (IV.93)

where uc is admissible and (ΔAc,ΔAd) ∈ Δ. In addition,
the performance functional (III.45), with R2c(x) = R2c and

L1c(Ecx) = xT(ET
c R1cEc +

r∑
q=2

(xTET
c MqEcx)

q−1R̂q

+[
r∑

q=2

(xTET
c MqEcx)

q−1Mq]
TSc

[

r∑
q=2

(xTET
c MqEcx)

q−1Mq])x,

(IV.94)

L1d(Edx) = xTET
d R1dEdx+

r∑
q=2

1

q
[(xT ˆ̂

Rqx)

q∑
j=1

(xTET
d MqEdx)

j−1

·(xTAT
dMqAdx)

q−j ], (IV.95)
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is minimized in the sense that J(Ecx0, φc(x(·))) =
minuc(·)∈C(x0) J(Ecx0, uc(·)), x0 ∈ R

n, (IV.95)where
C(x0) is the set of asymptotically stabilizing controllers for
the nominal system and x0 ∈ R

n, [3] and [7].
Proof: The result is a direct consequence of Corollary

III. �

V. ROBUST NONLINEAR HYBRID CONTROL WITH
MULTILINEAR PERFORMANCE FUNCTIONAL

Finally, we specialize the results of Section VI to linear
singularly impulsive systems controlled by inverse optimal
hybrid controllers that minimize a derived multilinear func-
tional. First, however, we give several definitions involving
multilinear forms. A scalar function ψ : R

n → R is q-
multilinear if q is a positive integer and ψ(x) is a linear
combination of terms of the form xi1

1 xi2
2 . . . xin

n , where ij is a
nonnegative integer for j = 1, . . . , n, and i1 + i2 + . . .+ in =
q. Furthermore, a q-multilinear function ψ(·) is nonnegative
definite (resp., positive definite) if ψ(x) ≥ 0 for all x ∈ R

n

(resp., ψ(x) > 0 for all nonzero x ∈ R
n). Note that if q

is odd then ψ(x) cannot be positive definite. If ψ(·) is a q-
multilinear function then ψ(·) can be represented by means of
Kronecker products, that is, ψ(x) is given by ψ(x) = Ψx[q],
where Ψ ∈ R

1×nq

and x[q] � x ⊗ x ⊗ · · · × x (q times),
where ⊗ denotes Kronecker product. For the next result recall
the definition of Sc, let R1c ∈ Pn, R1d ∈ Pn, R2c ∈ Pmc ,
R̂2q,

ˆ̂
R2q ∈ N (2q,n), q = 2, . . . , r, be given, where N (2q,n) �

{Ψ ∈ R
1×n2q

: Ψx[2q] ≥ 0, x ∈ R
n}, and define the repeated

(q times) Kronecker sum as
q⊕A � A⊕A⊕ · · · ⊕A.

Consider the linear controlled singularly impulsive system
(IV.79), (IV.80). Assume there exist P ∈ Pn and P̂q ∈
N (2q,n), q = 2, . . . , r, such that

0 = xT(AT
c PEc + ET

c PAc + ET
c R1cEc − PBcR

−1
2c B

T
c P )x,

x 
∈ Zx, (V.96)

0 = xT(P̂q[
2q⊕(ET

c Ac − ScP )] + R̂2q)x,

x 
∈ Zx, q = 2, . . . , r, (V.97)
0 = xT(AT

dPAd − ET
d PEd + ET

d R1dEd)x,

x ∈ Zx, (V.98)

0 = xT(P̂q[A
[2q]
d − E

[2q]
d ] +

ˆ̂
R2q)x,

x ∈ Zx, q = 2, . . . , r. (V.99)

Then the zero solution x(t) ≡ 0 of the closed-loop system
(IV.79), (IV.80) is globally asymptotically stable with the
feedback control law

φc(x) = −R−1
2c B

T
c (PEcx+ 1

2g
′T(Ecx)),

x 
∈ Zx, (V.100)

where g(x) �
∑r

q=2 P̂qEcx
[2q], and the performance func-

tional (III.45), with R2c(x) = R2c and

L1c(Ecx) = xTEcR1cxEc +

r∑
q=2

R̂2qEcx
[2q]

+ 1
4g

′(Ecx)Scg
′T(Ecx), (V.101)

L1d(x) = xTET
d R1dEdx+

r∑
q=2

ˆ̂
R2qEdx

[2q],(V.102)

is minimized in the sense that

J(Ecx0, φc(x(·))) =

min
uc(·)∈C(x0)

J(Ecx0, uc(·)), x0 ∈ R
n. (V.103)

Finally,

J(Ecx0, φc(x(·))) = xT
0 E

T
c PEcx0 +

r∑
q=2

P̂qEcx
[2q]
0 ,

x0 ∈ R
n. (V.104)

[3] and [7].
Proof: The result is a direct consequence of Theorem

II with fc(x) = Acx, fd(x) = (Ad − Ed)x, Gc(x) = Bc,
Gd(x) = 0, ud = 0, R2c(x) = R2c, R2d(x) = Imd

, and
V (Ec/dx) = xTET

c/dPEc/dx+
∑r

q=2 P̂qEcx
[2q]. Specifically,

for x 
∈ Zx it follows from (IV.81), (V.97), and (V.100) that

V ′(Ecx)[fc(x) − 1
2Gc(x)R

−1
2c (x)G

T
c (x)V

′T(Ecx)] =

−xTET
c R1cEcx−

r∑
q=2

R̂2qEcx
[2q]

−φT
c (x)R2cφc(x)− 1

4g
′(Ecx)Scg

′T(x),

which implies (2.2.13). For x ∈ Zx it follows from (V.98) and
(V.99) that

ΔV (Edx) = V (Edx+ fd(x))− V (Edx) =

−xTET
d R1dEdx−

r∑
q=2

ˆ̂
R2qx

[2q],

which implies (2.2.14) with Gd(x) = 0. Finally, with ud = 0,
condition is automatically satisfied so that all the conditions
of Corollary V are satisfied. �

VI. CONCLUSION

In this paper we have developed optimal robust control
and inverse optimal robust control results for the class of
nonlinear uncertain singularly impulsive dynamical systems
[5]. Results are based on Lyapunov and asymptotic stability
theorems developed in [6], and results presented in [7].

VII. FUTURE WORK

Further work will specialize results of this paper to time-
delay systems.
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Abstract— this research paper will set out to explore the degree 
to which the practice of ISO 9001:2000 is used in Searle Pakistan 
limited in developing quality products that meets the customer 
requirement. The paper focuses on developing the understanding 
the operation and effectiveness of quality management systems 
and why companies are also committed to the needs of 
ISO9001:2000. A survey was conducted on Searle Pakistan 
limited registered with ISO 9001:2000 to evaluate  the head office 
unit  and factory units of the company to know how effective 
ISO9001:2000 standard to meet customer requirement which 
enhance to customer satisfaction. Also, to investigate the role of 
ISO9001:2000 standard that how its implementation help to 
improve business operation and its impact regarding to quality of 
the Searle Pakistan  limited within the head office unit and 
factory unit. 

Keywords-component; Quality; Operation; Effectiveness; ISO; 
Searle; Customer Satisfaction; Business; 

I.  INTRODUCTION  
At any time in history, the quest for qualities is probably 

more widespread and intense globally. Organizations have 
realized that the key to increased productivity and profitability 
is improving quality and in order to survive competition from 
local market and international market, they are forced to return 
to the basics of better quality management and cost 
competitiveness measures for their products and services. The 
factors that relate to business performance can be divided into 
two categories. First, those that improve the product or service 
quality differential against competitors and, second, those 
factors that reduces the cost of quality. An effective quality 
management system determines the product and service quality 
conformance as its primary goal. As Jacobson and Aaker found 
product quality had a positive influence on return on 
investment, market share and price [1]. 

Such quality efforts at an international level can be address 
with the implementation of the ISO 9001:2000 international 
standard. An effective quality management system based on 
ISO9001:2000 determine process control as an essential 
activity. Better process control would be consistently 
associated with less rework and hence lower costs. These lower 
costs will lead to better comparative business performance.  
Therefore, it is methodically line up regarding to importance of 
quality in line, with Deming who reasons that, as quality 

improves, waste is eliminated, costs are reduced, and 
performance improves [2]. 

An ISO9001:2000 is a set of processes that describe the 
organisational attitude and clearly define the areas of 
responsibility. It creates a common language, a common 
picture for the entire organisation. An ISO9001:2000 in this 
definition has two primary purposes. 

Firstly, if one needs to perform some work that is not the 
usual day-to-day work task, the documents serve as support 
and guideline for carrying out the work. 

Secondly, the documents are used if there is a need to 
review some processes and working procedures due to 
problems or improvement work. 

Nowadays, pharmaceutical companies come across to many 
new challenges to ensure efficient business operations. There 
are external challenges from competitors, generic drug 
manufacturers, health-care organisations, in addition to internal 
challenges to decrease the costs of sales, R&D, and 
manufacturing. Government guidelines in the form of 
regulatory requirements need to be received, interpreted and 
disseminated in a timely manner to ensure compliance [8]. 

Therefore, the most fundamental focus of the 
pharmaceutical companies is an effective quality management 
system for efficient business operations and to improve the 
quality to meet the customer requirements which enhance to 
‘customer satisfaction’.  Hence, ISO9001:2000 is an essential 
part of any organization regarding to its standardization. 
However, in order to ensure that Pakistani companies do not 
fall behind whilst competing in world markets all organizations 
implement quality management system practices for their 
customer satisfaction. 

Searle is one of the leading Pakistani companies in 
pharmaceutical sector. Searle have a very smart manufacturing 
plant follow all modern rules. They are consistently investing 
heavily in new technologies and state-of-the-art equipment; this 
has been instrumental in improving plant efficiencies and 
curtailing manufacturing costs. Searle is one of the largest 
national pharmaceutical companies of Pakistan. As per 4th 
quarter 2008 of Pakistan Pharmaceutical Index (IMS) which is 
regarded as a reference publication by Pharmaceutical Industry, 
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Searle corporate ranking is 11th in the Pakistan 
Pharmaceuticals market with a market share of 2.4% [3]. 

The paper is organized as follows: Section II gives the 
research strategy. Section III describes the research method. 
Section IV introduces data collecting evidence. Section V 
describes how the data was collected. Section VI describes the 
quality of research. Section VII gives the research map. Section 
VIII describes how the sampling is done. Section IX concludes 
the result presentation and Section X concludes the paper. 

II. RESEARCH STRATEGY 
A central part of research strategy of the survey is to 

evaluate current practice of ISO9001:2000, awareness of 
principle of quality management system, flexibility of 
ISO9001:2000 and give clear concept about the need of 
ISO9001:2000 standard by research techniques. The research 
strategy covered the following stages: 

 Utilization of existing information, including published 
and unpublished research and secondary data. 

 Qualitative method and Quantitative method for e.g. 
questionnaire based survey. 

III. RESEARCH METHOD 
There are many research methods available which comes 

from these approaches. No research method is one hundred 
percent qualitative or quantitative but each method can be 
considered to be on a continuum. 

This survey based on both qualitative and quantitative 
approaches. Random samples of employees are analysed by 
both approaches, which allows drawing conclusion based on 
the results. 

IV. DATA COLLECTING EVIDENCE 
The methods use in this survey is: 

 Documents; in the form of reports to shareholders, 
books, journal and newspapers. 

 Articles in form of brochures and product descriptions. 

 Direct observation in the form of informal observations 
and notes taken during the period of the study. 

 Participant observation; in the form of field-notes taken 
after facilitating questionnaire survey. 

V. COLLECTING  THE DATA 
Questionnaire was designed to evaluate the current 

practices of ISO9001:2000 within the two areas of Searle 
Pakistan limited. Two types of questionnaire are formulated for 
the two different areas of the organisation which are head 
office and factory. A total of Fifty-Seven employees including 
directors, general manager ,manager assistant manager, 
technical staff and sale persons in both areas of Searle 
Pakistan limited  approaches to provide the primary input into 
the study. Although there are commonalities in the nature of 
questions used in them, each one was adapted to ensure 

relevance and suitability for each type of areas of the Searle 
Pakistan limited. 

Each questionnaire divides into three main areas: 

 Part A: General 

 Part B: Quality management system’s strategies 

 Part C: Practice and experience of ISO9001:2000 

The questionnaire contains mainly ‘open’ questions where 
respondents are invited to express their opinions. In addition 
there are a number of questions involving rating or scale as 
well as Yes/No choice. The layout of the questionnaire design 
so that it seems easy to complete and this involve using some 
widely accepted principles of good practice: 

 Provide a short covering letter explaining the purpose 
of research. 

 A brief description of the subject areas under 
consideration. 

 A brief instruction about how to complete. 

 Started with simpler factual questions (e.g. 
biographical details such as age and length of service), 
moving on to items of opinion or values. 

 Types of question varied occasionally. 

Enclosed envelops is distribute to appropriate employees in 
head office and factory areas. Each envelope contains a 
covering letter, questionnaire and reply envelope which 
delivered and collected from the reception of head office and 
factory. 

It requested to reply within a week such that the study may 
proceed to next stage. 

It was assured to the respondents that completed forms will 
be treated as strictly confidential. A summary of the final 
results will be made available upon requested. 

VI. QUALITY OF THE RESEARCH 
The quality of research depends on: 

A. Validity 
For a successful research attitude the quality of it must be 

high, to judge this the validity and reliability is assessed. 

Validity concerns the issue whether or not the findings can 
be shown to be valid for the problem that is being investigated. 
Data collected must be relevant to the problem and the purpose 
of the research otherwise there will be low validity. Irrelevant 
data and unnecessary information leads to low validity [4]. 
There are six strategies that can be used to check validity 

 Triangulation, 

 Checks, 

 Long-term observation, 

 Peer examination, 
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 Participatory/ collaborative models of research, 

 Researcher’s biases [5]. 

In this survey all the irrelevant questions have been ignored 
and all the relevant questions are included and secondary data 
collected from the reliable and trusted sources. This data base 
is updated at regular intervals of time, just after conducting 
them so that all information stores correctly and these factors 
will make to feel that the contents is relevant to the purpose of 
the research. 

B. Reliability 
Reliability concerns the issue of consistent results of the 

study if it was replicated. A good guideline is to make sure that 
if someone did the project again, the same results would be 
found [6]. Reliability is an important aspect of doing a survey 
and the goal of reliability is to minimise biases and errors in the 
research study. A prerequisite for reliability is that all the 
documentation is in proper order and can be easily found [4]. 

Trying to maintain a transparency in how sense is made 
from the raw data the designed questions is follow a specific or 
set agenda in order to generate relevant and reliable results; 
however answers from employees  is highly subjective as they 
give response on perception. Questionnaire is designed in a 
clear understandable manner so that question doesn’t mislead 
employees and helps them in giving reliable and consistent 
answers. 

A written statement is given about the extent to which will 
disclose the information about the organisation in this report, 
and also the secrecy of the questionnaire, so that they give vital 
and the exact information which helped in doing this research. 
Each case recorded and referred with a code but not with any 
personal detail. 

The findings of the survey can be applied to other 
organisations in Pakistan. The results identify important factors 
in the development process and it believes that the research 
will be both valid and reliable. 

VII. RESEARCH MAP 
To fulfill the research aim and objectives, it is essential the 

collection of data in pre-planned manner and to use the 
available data in an effective format. Table I shows how the 
collected information fulfils the required objectives. 

TABLE I.  HOW TO FIND THE ESSENTIAL INFORMATION TO 
FULFIL RESEARCH OBJECTIVES 

Research Objective Research Map 

What to find Out How the essential information find

To understand the operation 
and effectiveness of quality 
management systems is and 
why companies are also 
committed to the needs of 
ISO9001:2000. 

Literature Review, 
Comprehensive search on 
internet such as company’s web 
site, Journals, articles and annual 
report. 
Literature Review, study of 
market segments, questionnaire 
with the managers of the firm 
follow up with lots of informal 
chats. 

Articles about the performance of 
the firm in the recent years, 
annual reports. 

To determine the actual 
experiences and opinions of 
the operating managers and 
employees in relation to ISO 
(9001:2000) in their 
organisation. 

Questionnaire to  target managers 
and employees in order to gauge 
view and some informal 
interviews if necessary 

The main focus would be 
identifying how companies 
can exploit their use of 
ISO(9001:2000) to gain 
competitive advantage and 
also to improve the 
flexibility and efficiency of 
the organisation 

Comprehensive data analysis 
from which required results can 
be collected and manipulated to 
establish conclusion and 
recommendations. 

VIII. SAMPLING 
The sampling frame that was adopted for this research 

findings is probability  sampling because; smaller number of 
cases for possible a higher overall data  means that more time 
can be spend designing and piloting the means of collecting 
these data. Using sampling makes possible a higher overall 
accuracy. And the sampling technique will be ‘Simple Random 
Sampling’ technique because it depends on research questions 
and objectives, selecting the sample of employees at random 
from the sampling edge [7]. 

IX. RESULT PRESENTATION 
This section provides a result of the response of the survey. 

This analysis based on the survey respondents of gender, age 
group, number of years with present employer, and the source 
of quality management knowledge. This is followed by an 
overview of the results from the questionnaires sent to head 
office and factory of Searle pharmaceutical company. 

A. Rate of response to the survey 
Table II shows that the overall response rate to the 

questionnaire survey is 66.6%.A breakdown of the response 
rate by head office and the factory are shown below: 

TABLE II.  OVERALL RESPONSE RATE 

Unit Total Sent Out Total 
Recieved

% 
Received

Factory 32 20 62.5 

Head Office 25 18 72 

Total 57 38 66.6 

 

Whilst, the overall response rate of 66.6 % is not significant 
surprise, the 72% returned from the head office and .62.5% 
returned from the factory. Keeping in mind that there are some 
major concerns over Factory’s sensitivity and security therefore, 
given the current response from the factory is understandable. 

The response rate could have been higher with improved 
questionnaire design. On reflection, the length of the 
questionnaire probably over reflected the amount of time 
required for completion. Whilst all sections did not necessarily 
require completing this may not have been readily apparent. 
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However, even with the responses received a great deal of 
consistent and quantitative results have been established. 

B. Profile of respondents 
The proportion of women responding to the questionnaire 

is 29% and this consisted six individuals from head office and 
five individuals from factory. The proportion of men 
responding to the questionnaire is 71% and this consisted 
twelve individuals from head office and fifteen individuals 
from factory .all respondents are aged in over eighteen  years 
consisted 5.55% under twenty,44.44% twenty 
plus ,33.33%thirty plus and 16.66% of forty years old. Just 
16.66% of the respondents have spent ten plus years with their 
present employer, 16.66% up to two years service, 44.44% of 
two plus year’s service and 22.22% of five years service with 
their present employer in the head office. 

In the factory 10% up to two years,40% two plus 
years,30 % five plus years and 20 % ten plus years of service 
with their present employer in the factory. 

By far most common source of ISO knowledge is by way 
of training consisted 85% in factory and 86% in the head office. 
From the work experience 15 % in factory and 12% in head 
office. 4% respondent from head office claimed that their 
source of knowledge regarding to ISO knowledge is seminars. 

C. By source of ISO knowledge 
An evaluation of the responses by sex and age group failed 

to generate any significant differences in the analysis of 
questionnaires. 

This is because tapered distribution across these ranges. 
However, respondent which indicated work experience as the 
source of their knowledge of ISO provided a detail qualitative 
data and this tends to be positive impact by comparison. But, 
the wide range of knowledge sources claimed by the head 
office and factory unit is training. It is because of number of 
years with present employer consisted of 40% from factory and 
44.44% head office is 2-4years. These employees have only 
source of knowledge of ISO is training, which reflected in a 
more holistic view in terms of the depth and detail of the 
responses provided. 

X. CONCLUSION 
Results indicated that a vast majority of respondents were 

satisfied with most aspects of the ISO9001:2000. The 
ISO9001:2000 indicate that achieving conformance to 
specification with low levels of rework has a direct effect on 
competitive advantage and as well as in terms of ‘Customer 
Satisfaction’. In general, satisfied customers are likely to 
engaged in repeat purchase and reflect strong loyalty toward 
the Searle.  Seeing as ISO9001:2000 is an important 
component of the total package of value required by customers, 
and the Searle use accreditation of ISO9001:2000 to attract 
new customers from local market as well as international 
markets. Employees are a significant part of the service 
delivery process and play a significant role in company-
customer interaction.   

The results of the study show that the majority of Searle 
employees are well trained regarding to ISO9001:2000 
standard. Outstanding figures of respondents were aware of 
quality management principles and its generic requirements 
due to training conducted periodically in both units of Searle.  
Majority of employees are young. They are currently working 
in Searle which impact on the company is optimistic as aspects 
of improving their skills due to training conducted periodically. 
As it seen that young people can adopt changes more quickly 
and effectively which is very beneficial for both of units of 
Searle which directly lead to quality improvement. 

Also, employee’s awareness and usage rates are fairly high 
for key quality management principles and general 
requirements of ISO9001:2000. As high-quality control and 
processes are related to competitive advantage.ISO9001:2000 
is an effective quality management system which has process 
control as an essential activity. Better process control, be 
consistently associated with less rework and hence lower costs. 
These lower costs will lead to better comparative business 
performance. This is lined up with Deming [2] who reasons 
that, as quality improves, waste is eliminated, costs are reduced, 
and financial performance improves.  The results also indicate 
that ISO9001:2000 company’s management system provides a 
framework for controlling and improving business activities. 
Which Adds value to products, services and competitiveness 
and provides a marketing edge. 
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Abstract—Fault detection and isolation (FDI) have become one of 
the most important aspects of automobile design. Fault detection 
and isolation for engine open loop system was investigated in 
many research. In fact, the simulation results obtained from 
engine open loop system do not reflect the real situation for 
automotive engine. In the practice the engine works as closed- 
loop control system. In this paper, a new FDI scheme is 
developed for automotive engines under closed-loop control 
system. Test the method using closed-loop system has been done. 
The method uses an independent radial basis function (RBF) 
neural network model to model engine dynamics, and the 
modeling errors are used to form the basis for residual
generation. Furthermore, another RBF network is used as a fault 
classifier to isolate occurred fault from other possible faults in the 
system. The performance of the developed scheme is assessed 
using an engine benchmark, the Mean Value Engine Model 
(MVEM) with Matlab/Simulink. Six faults have been simulated 
on the MVEM, including four sensor faults, one component fault 
and one actuator fault. The simulation results show that all the 
simulated faults can be clearly detected and isolated in dynamic 
conditions throughout the engine operating range.

Keywords: Automotive engines under closed-loop control, 
independent RBF model, RBF neural network, fault detection, fault 
isolation. 

I. INTRODUCTION 

A fault is any type of malfunction of components that may 
happen in a system and this fault will degrade the system 
performance. Fault detection is the program which informs us 
that something wrong in the system and needs to be repaired. 
Also, fault isolation is way to determine which fault occurs 
among the possible faults. To detect faults we usually compare 
the outputs of the real system which is in this paper the 
MVEM, and the outputs of a neural network model of the 
engine. Rolf Isermann has proposed Model-based fault-
detection and diagnosis methods for some technical processes 
[1]. On-line sensor fault detection, isolation, and 
accommodation in automotive engines had been studied by 
Domenico Capriglione [2]. Fault detection and isolation for 
MVEM open loop control system were achieved in previous 
paper of the authors [3]. However, in the practice the engine 
does not work as an open loop control system. Automotive 
engine works under close loop control system with feedback 
control. Fault detection and isolation using close loop system is

quite different comparing with open loop system. The main 
points are: fault detection and isolation is much more difficult 
than using open loop system. The reason is the process outputs 
in close loop system will be fed back and this will affect the 
sensor faults. Secondly, in MVEM open loop system, Air fuel 
ratio (AFR) was not controlled at the 14.7, because the feature 
of feed-back did not use in the open loop control system. In this 
paper, a new fault detection and isolation method will be 
implemented by using MVEM when this model is under close 
loop control system. An independent RBFNN model is used to 
model a dynamic system using RAS throttle angle as an input. 
Feed-back (FB) and feed-forward (FF) control methods will be 
applied to the MVEM. The K-means clustering algorithm is 
used to choose the centres of RBFFNN. Recursive least squares 
(RLS) algorithm is used to update for each new sample the 
parameter matrix W.       

II. CONTROL STRUCTURE FOR MVEM 
Fig. 1 shows the Simulink model of the automatic control 

loop for the MVEM including feed-forward and feed-back 
controllers. Where the MVEM control input u is the injected 
fuel mass mfi and the disturbance input Ø is the throttle angle 
position. The feed-forward controller that correlates the steady 
state value between the MVEM control input mfi and the 
disturbance Ø will be used in the feed-forward path. In order to 
achieve better transient response, feed-forward and feed-back 
controllers will be designed as following.  

A. FF controller design 
The feed-forward controller will be implemented by look-

up table configuration. The data of this table were determined 
from the MVEM. Firstly, throttle angle position value have 
been given to the MVEM starting from 20 to 60 degree by step 
5 degree in order to cover 9 cases, secondly, the gain k has 
been changed for each case to adjust the air fuel ratio equal to 
14.7. Finally, the suitable corresponding injected fuel mass can 
be determined for each throttle angle value by using (1).

             ��� kmfi                                      (1) 
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Figure 1.  Simulink model for the automatic control loop for the MVEM 
including feed-forward and feedback controllers 

B. PID controller design 
In general, the transfer function of PID is illustrated in (2),

where, Kp, Ki and Kd are proportional, integral and differential 
gains respectively.   

                                sdK
s
iK

pKscG ���)(                (2) 

Where: 
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                                     dTpKdK �    (4) 

Where: 

Ti: Integral time. 

Td: Derivative time.   

In order to find out the PID controller parameters (Kp, Ki
and Kd), many numerous tuning rules for PID controller can be 
found in the literature. The process of selecting the controller 
parameters to meet given performance specification is known 
as controller tuning. The rules for determining values of the Kp,
Ti and Td based on the transient response characteristics of 
given plant have been proposed by Zigler and Nichols [4]. All 
the PID parameters were determined by using the Matlab 
software R2009a. Equation 5 shows the transfer function of the 
PID controller after calculate all its parameters. 
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III. EVALUATION OF CLOSED LOOP CONTROL SYSTEM

In order to evaluate the MVEM under close loop control 
system, a set of signal was used for the throttle angle position 

to obtain a representative set of input data.The range of this 
excitation signals was bounded between 20 and 60 degrees. 
This almost covers the whole throttle angle position in normal 
operation condition. The outputs of the PID and feed forward 
controllers will be used as a second input of the MVEM (see 
Fig. 1). Fig. 2(a ,b) illustrate the input signal of throttle angle 
position and the AFR output response of the MVEM close loop 
control obtained from the block diagram shown in Fig. 1. The 
AFR is to be controlled at 14.7. From the Fig. 2 it can be seen 
that the PID controller has good performance and the obtained 
results were very accurate, therefore the AFR has been 
controlled at 14.7.  

IV. ENGINE MODELING

The first step in the engine modeling by using RBFNN is 
the generation of a suitable training RAS data set of throttle 
angle position and setpoint of AFR. As the training data will 
influence the accuracy of the neural network modeling 
performance, the objective of experiment design on training 
data is to make the measured data become maximally 
informative, subject to constraints that may be at hand. As 
mentioned above, a set of random amplitude signals (RAS) 
were designed for the throttle angle position and AFR setpoint 
to obtain a representative set of input data of MVEM close 
loop. The sample time of 0.02 sec was used. The second step is 
to determine the input variables of the RBF model. The SI 
engine to be modeled has two input variables: throttle angle 
and the outputs of the PID and feed forward controller which is 
fuel flow rate, and four outputs: air manifold temperature, air 
manifold pressure, crank shaft rotary speed and air fuel ratio. 
The network input that generated the smallest modeling errors 
was selected, and has first-order for the two process inputs and 
third order for process output. As selected above, the RBF 
model has 16 inputs and 4 outputs. The hidden layer nodes 
have been selected as 15. Before the training, 15 centres were 
chosen using the K-means clustering algorithm, and the width 
σ was chosen using the p-nearest-neighbours algorithm. All 
Gaussian functions in the 15 hidden layer nodes used the same 
width. For training the weights W the recursive least squares 
algorithm [5] was applied and the following initial values were 
used: μ= 0.98, w (0) =1.0×10-6×U (nh×4), P(0)=1.0×108×I
(nh), where μ is the forgetting factor, I is an identity matrix and 
U is the matrix with all element unity, nh is the number of 
hidden layer nodes. Totally a data set with 7000 samples was 
collected from the MVEM. Before training and testing, the raw 
data is scaled linearly into the range of [0 1]. Fig. 3 show the 
model training results of the last 500 samples in the training 
data set and the first 500 samples in the test data set. 

(a) 

Ø

u=mfi
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(b) 
Figure 2.  (a) the input signal of throttle angle position, (b) the AFR output 

response of the MVEM control loop 

(a) 

(b) 

(c) 

(d) 
Figure 3.  ,a,b,c and d. The simulation results of the speed, pressure, 

temperature and air fuel ratio engine model output and the RBFNN s output 
respectively 

From Fig. 3, it can be seen that there is a good match 
between the two outputs with a very small error, in general. 
The modeling error of the training data set is smaller than the 
test data set. The mean absolute error (MAE) index is used to 
evaluate the modeling effects. For this model the MAE values 
of crankshaft speed, manifold pressure, manifold temperature 
and air fuel ratio are 0.0014, 0.0061, 0.0031 and 0.0031 
respectively.  

V. SIMULATING FAULTS

Before the developed method is tested on a real engine with 
real faults, it was tested in this research on the nonlinear 
simulation of SI engines, the MVEM with different faults 
simulated on it. One component fault, one actuator fault and 
four sensor faults with different levels of intensity have been 
investigated as practical examples of spark ignition (SI) engine 
faults. The component fault is air leakage in the intake 
manifold. The actuator fault is a malfunction of the fuel 

injector. The four sensor faults are malfunction of the intake 
manifold pressure sensor, manifold temperature sensor, crank 
shaft speed sensor and air fuel ratio sensor. Details of the 
simulation of these faults are described as follows. 

A. Component fault 
Equation (6) of the manifold pressure [6] is modified to (7) 

in order to collect the engine data subjected to the air leakage 
fault. 

                 )( EGRatap
i mmm
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ip ���� ����                 (6) 
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i ������ ����             (7) 

where ip�  is the absolute manifold pressure (bar), atm�  is 

the air mass flow rate past throttle plate (kg/sec), apm�  is the air 

mass flow rate into the intake port (kg/sec), EGRm�  is the EGR 
mass flow rate (kg/sec). The added term is used to simulate the 
leakage from the air manifold, which is subtracted to increase 
the air outflow from the intake manifold.  0��l  represents no 
air leak in the intake manifold.  The air leakage level is 
simulated as 20% of total air intake in the intake manifold. This 
fault occurs from the sample number 3750~ 3850 in the faulty 
data as shown in Fig.4, and was simulated by changing the 
Simulink model of the MVEM.  

B. Actuator fault 
For SI engines, the target is to achieve an air–fuel mixture 

with a ratio of 14.7 kg air to 1 kg fuel. This means the normal 
value of air fuel ratio is 14.7. Because any mixture less than 
14.7 to 1 is considered to be a rich mixture, any more than 14.7 
to 1 is a lean mixture. Lean mixture causes the efficiency of the 
engine reduced, while rich mixture will cause emission 
increased. The fuel injector is controlled by the controller with 
correct amount of fuel. If the fuel injector has any fault the 
injected fuel amount will not be correct and affect the air/fuel 
ratio. Here, the malfunction of the fuel inject is simulated by 
reducing the injected fuel amount of 25% of the total fuel mass 
flow rate  between the sample number 2550 and 2650 as shown 
in Fig.4. This fault is also simulated by changing the Simulink 
model of the MVEM. 

37500 750 850 1350 1450 1950 2050 2550 2650 3150 3250 
Samples

 Speed 
faults

 Air leak 
faults

 Fuel mass flow 
faults

Temperature 
faults

Pressure 
faults

3850 4850

 Air fuel ratio 
faults

Figure 4.  Distribution of the simulated faults 

433



C. Sensor fault 
The four sensor faults considered are (10, 15, 10 and 20) % 

changes superimposed on the outputs of crankshaft speed, 
manifold pressure, and temperature and air fuel ratio sensors 
respectively. These faults are simulated from sample numbers 
750 to 850, 1350 to 1450, 1950 to 2050 and 2550 to 2650 
respectively as shown in Fig.4. The faulty data for the sensors 
is generated using multiplying factors (MFs) of 1.1, 1.1, 1.15 
and 1.2 for the above over-reading faults respectively. Faulty 
data are generated by the Modified MVEM with throttle angle 
at different values between 20o and 60o for all the fault 
conditions. The 6 states with their multiplying factors (MFs) 
are given in table I. The sample time is chosen as 0.02 sec. 

VI. FAULT DETECTION

Fig.5 shows the information flow for the fault detection 
and isolation. Firstly, the 7000 samples data set of random 
amplitude sequence for throttle angle in the proper range and 
the outputs of the PID and feed forward controllers are fed 
into the MVEM under close loop control system. The 
collected four engine outputs together with the two inputs as 
well as their delayed values are used to train the RBF model. 
After training, all the six faults are simulated to the MVEM. 
Then, with another 4850 set of square signals of throttle angle 
position (see Fig. 6) and fuel flow which is output of PID and 
feed forward controller (see Fig. 7) fed into the MVEM under 
close loop control system, the model prediction error and the 
filtered residual are generated for fault detection. With the six 
faults simulated from samples 750 to 3850 as shown in 
Fig.4.After a low-pass filter is used the filtered prediction 
errors are shown in Fig.8 (b, c, d & e). The first 500 samples 
of data set which mean the beginning 10 second of engine 
operation has been ignored because contain noise signals. The 
first filtered model prediction error of air fuel ratio is shown in 
Fig.8, b. The second, third and fourth for air manifold 
temperature, pressure and engine speed are showed in 
Figs.8(c, d, e) respectively. In these Figs. the samples 0 to 750 
are data without faults. Including them is to show the 
prediction error is under the selected threshold in “no fault 
case”. Now it is evident that all simulated faults have a 
significant reflection on the model prediction errors. A 
threshold is chosen for each prediction error and is also 
displayed in these Figs. Moreover, Fig. 8, f shows the residual 
error (re) which is generated by (8).

                      2
222

tepenere ���   (8)   

Where en, ep and et are the error vectors of the speed, pressure 
and temperature respectively between the engine model and the 
RBF neural network. 

TABLE I.  THE 6 FAULTS STATES AND MULTIPLYING FACTORS

No Fault Name multiplying factors (MFs)
1 Air Leak 20%
2 Injected fuel mass flow 25%

3 Speed sensor 10% over reading 1.1
4 Pressure sensor 15% over reading 1.15
5 Temp. sensor 10% over reading 1.1
6 Air fuel ratio 20% over reading 1.25
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Figure 5.  The information flow for the fault detection and isolation 

Figure 6.  Square signals of throttle angle position  

Figure 7.  fuel flow rate (output of PID and feed forward controllers)  

(a) 

(b) 
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(c) 

(d) 

(e) 

(f)
Figure 8.   (a)simulated faults, (b), (c) , (d) and (e) Filtered model prediction 

error of air fuel ratio, air manifold temperature, air manifold pressure and 
engine speed , (f) Filtered residual  

VII. FAULT ISOLATION

As have been seen in Fig.8, f, though all simulated faults 
cause a significant deviation in the residual, this can be used to 
detect fault but cannot be used to isolate fault. When a fault 
occurs, only its associated output of the fault diagnosis system 
has a reflection, while all the other outputs should be 
insensitive to this fault, then the fault can be isolated from the 
other possible faults. In this research there are 6 possible faults 
but only four modeling errors. It can be concluded from Fig.8 
that if only the first model output (air fuel ratio) goes over the 
threshold while the other three outputs remain under the 
thresholds, then it must be air fuel ratio sensor has fault. If 
second model output (temperature) goes over the threshold 
while the other three outputs remain under the thresholds, then 
it must be temperature sensor has fault. Similarly, if only the 
third model output (pressure) goes over the threshold while the 
other three outputs remain under the thresholds, then it must be 
the pressure sensor has fault. Moreover, if only the fourth 
model output (speed) goes over the threshold while the other 
three outputs remain under the thresholds, then it must be the 
speed sensor has fault. If both the first model output (air fuel 
ratio) and the forth model output (speed) go over the thresholds 
while the other two outputs remain under the thresholds, then it 
must be the fuel injector has fault. Finally, If the first, second 
and third model outputs go over the thresholds while the fourth 
output remain under the threshold, then it must be the air leak 
occurs. Therefore, to achieve a clear isolation among all 
possible faults, another RBF network is employed as a fault 

classifier. The classifier has four inputs each receiving one of 
the four modeling errors, and has seven outputs with one 
representing “no fault case” and the other six representing the 
six different faults. The classifier is trained in the following 
way. Collect 7 sets of data with first set without fault and the 
other six sets each with one fault only. For each data set of the 
seven, the target of the training for the output corresponding to 
the contained fault is set to “1”, while the targets for the other 
outputs set to “0”. Totally 4850 RAS data samples were 
collected with first 750 without fault and each set of 600 
samples with one of the five faults, the last sixth fault occurred 
during the last set of 1100 samples. These data are fed into the 
new RBF model and the generated four modeling errors are fed 
into the RBF classifier to train it, with the targets given as 
described above. After training, the classifier is tested with the 
similar arrangement of data, totally 4850 data samples which 
are the modeling errors obtained from the RBF of fault 
detection and MVEM under close loop control system (see Fig. 
8, b, c, d and e).  The first 750 samples are fault-free, followed 
by six data sets. The first five data sets have 600 samples and 
having a single fault, the sixth data set has 1100 samples and 
has the last fault. Between any two of these six faulty data sets 
insert 500 fault-free samples and the final 1000 samples are 
fault-free, so that the residual rising time and disappearing time 
can be observed. The data samples with associated fault types 
are listed in Table II. Similar to the first RBF network, the 
centres and widths are also selected using the K-means 
clustering algorithm and the P-nearest centres method 
respectively. The network weights are trained using the 
recursive Least Squares algorithm with its parameters set as μ=
1.0, w (0) =1.0×10-6×U (nh×6), P (0) =1.0×105×I (nh). The 
number of the hidden layer nodes was tried several numbers 
and the one giving minimum training error was chosen and was 
250. Figs. 9~14 show the test result after filtering. The isolation 
thresholds are chosen as shown in the Figs. 

TABLE II.   DATA SAMPLES AND FAULT TYPES

Data 
samples

Fault types

1 ~ 750 No fault
751 ~ 850 Speed sensor fault
801 ~ 1350 No fault
1351 ~ 1450 Pressure sensor fault
1451 ~ 1950 No fault
1951 ~ 2050 Temperature sensor fault
2051 ~ 2550 No fault
2551 ~ 2650 Fuel injector fault 
2651 ~ 3150 No fault
3151 ~ 3250 Air fuel ratio fault
3251 ~ 3750 No fault
3751~3850 Air leak fault 

3851~4850 No fault

Figure 9.  Filtered first output of fault classifier 
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Figure 10.  Filtered second output of fault classifier 

Figure 11.  Filtered third output of fault classifier 

Figure 12.  Filtered forth output of fault classifier 

Figure 13.  Filtered fifth output of fault classifier 

Figure 14.  Filtered sixth output of fault classifier 

VIII. DISCUSSION OF SIMULATION RESULTS

A. Training the Neural Network model. 
The simulation results of training and testing by using 15 

hidden nodes were very good and in general, a good prediction 
between the engine model output and the RBF neural network 
output was achieved. From Fig. 3, it can be seen that the mean 
absolute error between the engine speed output and the 
RBFNN is very small.  

B. Detection of the Sensor, Component and Actuator Faults. 
The Fig. 8 (b, c, d and e) show the test results of the fault 

detection of air fuel ratio/fuel flow/leakage, temperature/air 
leak, pressure/air leak, and speed/fuel injection respectively 
after filtering with 15 hidden nodes. It can be seen from Figs. 
after filtering operation that all kind of faults were detected 

clearly. The error values were between 0.05 and -0.1 except the 
samples in which faults occur. The detection thresholds were 
chosen as 0.09 for crankshaft speed / fuel injection, (- 
0.01/+0.08) for manifold pressure/air leak, 0.05 for manifold 
temperature/air leak and (0/0.06) for air fuel ratio. 

C. Isolation of the Sensor, Component and Actuator Faults. 
In this section, another RBFNN called neural classifier 

were used in order to isolate all kinds of the faults. This neural 
was received error signals between the MVEM and the 
RBFNN model outputs. 50, 150 and 250 hidden nodes are used 
in order to try to obtain good simulation results. From the Figs. 
of the results, we found 250 hidden nodes after filtering 
operation were the best case and the simulated faults can be 
clearly isolated (see Figs. 9~14). The isolation thresholds are 
chosen as shown in the Figs. in case 250 hidden nodes. 

IX. CONCLUSIONS

In this research, the MVEM under close loop control 
including feed-forward and feed-back controllers was used. 
Look up table has been used as a feed-forward controller and 
PID used as feed-back controller.  The data of the Look up 
table were determined by using the MVEM and the data of PID 
were calculated by Zigler and Nichols methods by using the 
Matlab software R2009a. The AFR output response of the 
MVEM close loop control was controlled at 14.7. Four sensor 
faults (intake manifold pressure, temperature, crankshaft speed 
and air fuel ratio), one component fault (leakage in the intake 
manifold) and one actuator fault (injected fuel mass flow) have 
been simulated. Two RBFNNs were used, the first one to 
model engine dynamics and the second one to isolate the 
sensor faults, component fault and actuator fault from the 
modeling errors. By using p – Nearest Neighbours method and 
K-means algorithm the width in hidden layer nodes of the RBF 
neural network σ and the centres c are calculated for both 
RBFNNs. The recursive least square algorithm was applied for 
training the weights w of the RBF neural networks. The 
proposed method can detect and isolate the faults and from the 
Figs. of simulation results, it can be seen that the methods were 
able to detect and isolate the faults.  
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A Parameter-free Method for Sensor Fault Detection and Isolation in
Bilinear Systems

Assia HAKEM, Komi Midzodzi PEKPE and Vincent COCQUEMPOT

Abstract— This paper is concerned with Fault Detection and
Isolation (FDI) and more specifically it focuses on a parameter-
free residual generation method. The residual signals are
obtained by projecting the measured signals onto the kernel
of an extended input matrix, which depends on the structure
of the system model. The method was not easily applicable in
real-world applications due to a high computational complexity.
In that paper, fault indicators are constructed differently,
using kernels properties, to avoid this complexity problem.
A simulated electromechanical actuator example is taken to
illustrate the applicability of the method.

Index Terms— Fault detection and isolation, data driven
methods, bilinear systems, electromechanical actuator.

I. INTRODUCTION

Real plants are subject to faults, that can affect the process
parameters, actuators or sensors. Online fault detection and
isolation (FDI) is an important task for human safety and
system dependability. Many approaches have been reported
in the literature to achieve this task. Two kinds of FDI
methods are distinguished [16]. Model-based and model-
free methods. Model-based methods consist in comparing the
actual system behavior with the one given by an analytical
model, i.e. a set of nonlinear differential equations. A signal
called residual is used to evaluate this comparison. In the
absence of fault and noise, if the process and the model are
exactly matched, the residual is zero, otherwise it is different
from zero which characterizes fault occurrence. The main
common methods for model-based residual generation are:

• observer-based methods [5], [6] and [7]
• analytical redundancy relation (ARR) -based methods

[1]
• parameters estimation methods [4], [8]

Unfortunately, the values of the model parameters are un-
known in most practical applications. For such case, model-
free FDI methods [2], [13] have been proposed. Some of
these methods use signal processing techniques to extract
special properties of measured signals, these methods are
called signal-based methods (see [16] and [17]). Other data
driven methods have been proposed recently for switching
systems in [10] and [11], for bilinear systems in [11].
The residual generation method that is proposed in that paper
is situated between model-based and model-free methods,
since the only information we need is the knowledge of
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France,
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the input-output data and of the structure. The values of the
model parameters are not needed.
The advantages of the proposed method are as follows:

• The only needed data are inputs and outputs.
• The generated residuals are structured which allows

faults isolation.
• Multiple faults may be considered.

The bilinear system is a particular structure of nonlinear
systems, this special class of systems has been widely studied
in recent years [3]. Many real-world dynamical systems may
be represented by a bilinear model and such model can ap-
proximate a large class of nonlinear systems. Consequently,
bilinear models study is interesting from both theoretical and
practical points of view.
The data-projection method for residual generation was ex-
tended for bilinear structure models in a previous publication
by the authors [15].
The target of this paper is to enhance the parameter-free
residual generation method proposed in [15]. The general
principle of the method is kept. However, using kernel
properties, fault indicators are computed differently, to avoid
the computational complexity of method in [15].
The remainder of this paper is organized as follows. A
general description of our residual generation method for
bilinear models is provided in section 3.The input/output
relation is derived in section 3 while the residual expression
is derived in section 4. In section 5, simulation results
on an electromechanical actuator are presented to show
the effectiveness of our method. The final section gives a
conclusion.

II. OVERVIEW OF THE PARAMETER-FREE RESIDUAL
GENERATION METHOD

Consider known inputs uk ∈ Rm and outputs yk ∈ R�

affected by colored white noise wk ∈ R�. These input/output
signals are supposed to be collected on a physical plant that
can be modeled as a discrete-time bilinear system given by:{

xk+1 = Axk +G(xk ⊗ uk) +Buk

yk = Cxk +Duk + fk + wk
(1)

where ⊗ represents the Kronecker product, and fk ∈ R� is
the sensor fault vector. It is supposed that the linear dynamic
is stable i.e. ‖A‖i2 → 0.
The aim is to detect and to isolate sensor faults when
supposing that the only available information is the sys-
tem structure (bilinear) and input/output data. The system
parameters(A ∈ Rn×n, B ∈ Rn×m, C ∈ R�×n, D ∈ R�×m,
G ∈ Rn×nm) are supposed to be unknown.
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The data-based residual generation method for bilinear
systems is detailed in the next section. Let us give the general
principle of this method. Under the stability conditions, it
is possible to express the vector of measured outputs on a
given time-window as a function of the inputs. The following
expression is thus obtained.

Y ∼= HM(u, y ⊗ u) (2)
where H depends on the system parameters, Y is a matrix
of outputs collected on a given time-window, M(u, y⊗u) is
a matrix constructed using inputs and the Kronecker product
between inputs and outputs. If the chosen time-window is
sufficiently large, we can then project equation (2) on the
right kernel Π of M(u, y ⊗ u) (UM(u, y ⊗ u)Π = 0) and
we can derive the relation:

YΠ = 0 (3)

This relation must be verified in absence of disturbances
and faults. Consider Yonline and Πonline, the Y and Π
matrices which are computed using online taken values of
inputs and outputs signals. In the no fault situation, the
signal ε = YonlineΠonline, is not exactly null because of the
measurement noise. However, it can be proved that r = E[ε]
equals 0, with E[.] the mathematical expectation. When a
fault occurs, r = E[YonlineΠonline] becomes different from
zero. Thus, r can be considered as a fault indicator (residual)
to be used for FDI.

It is clear that no system parameter or state estimation is
needed for residual computation since Π depends only on
inputs, which makes residual expression (3) independent on
model parameters.

III. INPUT-OUTPUT EXPRESSION OF BILINEAR SYSTEMS

The objective of this section is to show how to derive
equation (2) from system (1). A general expression of the
output yk is first obtained. Then it is shown that the influence
of the state may be neglected under the stability conditions,
which leads to equation (2).

A general output expression yk can be derived, which is
given in the following proposition and proved by induction.

Proposition 1: The general expression of the output yk in
function of the state xk−i, the inputs and system parameters
A, B, C, D, G is given by:

∀i ≥ 0 : yk = CAixk−i + H̃izk,i +Hiuk,i + fk + wk (4)

where H̃i, zk,i, Hi, uk,i are given as follows.
a) H̃i and Hi depend only on system matrices.

• H̃i depends on the system matrices C, A and G:

H̃i =
[
CAi−1G| · · · | CAG| CG

]
∈ R�×nmi.

• Hi depends on the system parameters C, A and B:

Hi =
[
CAi−1B| · · · | CB|D

]
∈ R�×m(i+1).

b) zk,i and uk,i depend on the system states and inputs on
a time-window of size i.

zk,i =
[
zTk−i| · · · | zTk−2| zTk−1

]T ∈ Rnmi×1.
with zk−i = xk−i ⊗ uki .
and uk,i =

[
uT
k−i| · · · | uT

k−1| uT
k

]T ∈ Rm(i+1)×1.

Proof:
Inductive method is used to prove correctness of the gen-

eral output expression (4), which can be written differently
without using matrix representation:

yk = CAixk−i + C
i−1∑
j=0

AjG.zk−j−1

+C(Duk +
i−1∑
j=0

AjBuk−j−1) + fk + wk

(5)

Expression (5) is verified for i = 0 and i = 1. Assuming
that the proposal holds for i, let us prove that it holds for
i+ 1 also:

yk = CAi+1xk−i−1 + C
i∑

j=0

AjG.zk−j−1

+C(Duk +
i∑

j=0

AjBuk−j−1) + fk + wk

(6)

We replace xk−i = Axk−i−1 +G.zk−i−1 +Buk−i−1 into (5),
and derive the following equation:

yk = CAi+1xk−i−1+

C(AiG.zk−i−1 +
i−1∑
j=0

AjG.zk−j−1)

+C(AiBuk−i−1 +Duk +
i−1∑
j=0

AjBuk−j−1)

+fk + wk

(7)

By identifying expressions (6) and (7), it is straightforward
to prove that the proposal for i+1 (equation (6)) holds. This
ends the proof.
Because the linear dynamic is supposed to be stable, i.e. Ai

tends to zero for i sufficiently large which results to

CAixk−i → 0 (8)

As a consequence, for i sufficiently large, the state influ-
ence may be neglected in expression (4). This leads to the
following approximated expression of the output yk:

yk ∼= C
i−1∑
j=0

AjG.zk−j−1

+C(Duk +
i−1∑
j=0

AjBuk−j−1)

+fk + wk

(9)

The matrix representation of expression (9) is given by:

∀i ≥ 0 : yk = H̃izk,i +Hiuk,i + fk + wk (10)
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IV. DATA-PROJECTION RESIDUAL GENERATION

In this section, a data-based residual εk is generated for
sensor fault detection and isolation.
By right-multiplying (Kronecker product) the measurement
equation of system (1) by uk, and using the following
Kronecker product properties:

• (Q1 ⊗Q2)(Q3 ⊗Q4)=(Q1 Q3) ⊗ (Q2 Q4)
• (Q1 ⊗Q2)=(Q1 ⊗ I)Q2

where Q1, Q2, Q3 and Q4 are matrices with appropriate
dimensions, we can derive the following expression:

pk = (C ⊗ Im)zk + (D ⊗ Im)qk+
(fk ⊗ uk) + (wk ⊗ uk)

(11)

where Im is the identity matrix of dimension m×m and⎧⎨⎩
zk = xk ⊗ uk

pk = yk ⊗ uk

qk = uk ⊗ uk

.

Consider an integer L, which is chosen such that
L > mi+ �. The following subsequent vectors and matrices
are introduced:

sk =

[
pk
qk

]
=

[
yk ⊗ uk

uk ⊗ uk

]
∈ R(�+m)m×1

sk,i =
[
sTk−i| · · · | sTk−2| sTk−1

]T ∈ R(�+m)mi×1.

Sk =
[
sk−L+1,i · · · sk−1,i sk,i

]
∈ R(�+m)mi×L.

Zk =
[
zk−L+1,i · · · zk−1,i zk,i

]
∈ Rnmi×L.

fk,i =
[
(fk−i ⊗ uk−i)

T | · · · | (fk−2 ⊗ uk−2)
T |

(fk−1 ⊗ uk−1)
T
]T ∈ R�mi×1.

F k =
[
fk−L+1,i · · · fk−1,i fk,i

]
∈ R�mi×L.

wk,i =
[
(wk−i ⊗ uk−i)

T | · · · | (wk−2 ⊗ uk−2)
T |

(wk−1 ⊗ uk−1)
T
]T

wk,i ∈ R�mi×1.

W k =
[
wk−L+1,i · · ·wk−1,i wk,i

]
∈ R�mi×L.

Mi =

⎡⎢⎢⎢⎣
C ⊗ Im 0�m×nm · · · 0�m×nm

0�m×nm C ⊗ Im
. . .

...
...

. . .
. . . 0�m×nm

0�m×nm · · · 0�m×nm C ⊗ Im

⎤⎥⎥⎥⎦ ∈ R�mi×nmi.

Ki =⎡⎢⎢⎢⎢⎣
[
I�m| D ⊗ Im

]
0�m×(�m+m2) · · · 0�m×(�m+m2)

0�m×(�m+m2)

[
I�m| D ⊗ Im

] . . .
...

...
. . .

. . . 0�m×(�m+m2)

0�m×(�m+m2) · · · 0�m×(�m+m2)

[
I�m| D ⊗ Im

]

⎤⎥⎥⎥⎥⎦
where Ki ∈ R�mi×(�+m)mi.

By putting the terms dependent on the system input and
output on the left side of equality (11), the rest of the terms

are put on the right side, the following expression is derived
at time k: [

I�m|D ⊗ Im
]
sk =

(C ⊗ Im)zk + (fk ⊗ uk) + (wk ⊗ uk)
(12)

Expression (12) at k − 1 is given similarly as follows:

[
I�m|D ⊗ Im

]
sk−1 =

(C ⊗ Im)zk−1 + (fk−1 ⊗ uk−1) + (wk−1 ⊗ uk−1)
(13)

Equation (13) can be rewritten differently as follows:

0�m×(�m+m2)sk−i + · · ·+ 0�m×(�m+m2)sk−2+[
I�m|D ⊗ Im

]
sk−1 = 0�m×nmzk−i + · · ·+ 0�m×nmzk−2

+(C ⊗ Im)zk−1 + (fk−1 ⊗ uk−1) + (wk−1 ⊗ uk−1)
(14)

By writing expression (12) at k − 2

[
I�m|D ⊗ Im

]
sk−2 =

(C ⊗ Im)zk−2 + (fk−2 ⊗ uk−2) + (wk−2 ⊗ uk−2)
(15)

Equation (15) can be rewritten differently as follows:

0�m×(�m+m2)sk−i + · · ·+ 0�m×(�m+m2)sk−3+[
I�m|D ⊗ Im

]
sk−2 + 0�m×(�m+m2)sk−1 =

0�m×nmzk−i + · · ·+ 0�m×nmzk−3 + (C ⊗ Im)zk−2+
0�m×nmzk−1 + (fk−2 ⊗ uk−2) + (wk−2 ⊗ uk−2)

(16)
By following the same procedure till k − i, the common

matrix representation of all the obtained equations is given
by:

Kisk =Mizk + fk + wk (17)

By concatenating equation (17) over columns on a time-
window of size L, we can derive the following equation:

KiSk =MiZk + F k +W k (18)

The derived equation (18) and following theorems will be
useful in the sequel. We are now ready to express the main
results of our paper as Theorem 4.2 and Proposition 2.

Theorem 4.1: If the number of independent rows of the
matrix C is equal or greater than the number of independent
columns of C, then the matrix Mi is left invertible. In other
words, it exists a matrix Vi such that the following relation
holds:

ViMi = Iiα (19)

where α is the number of independent rows of the matrix
C. If the number of independent rows of the matrix C is
equal to the number of independent columns of C, then
Vi =M−1

i .
If the number of independent rows of the matrix C is greater
than the number of independent columns of C, then
Vi = (M

T
i Mi)

−1MT
i .

Theorem 4.2: If Γ ∈ R.×L is a matrix, where the number
of independent rows is equal or less than the number of
independent columns, then the right kernel of Γ is given by:
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ΠΓ = IL − ΓT (ΓΓT )−1Γ ∈ RL×L (20)

where ΠΓ is the right projection matrix of Γ, and conse-
quently we have:

ΓΠΓ = 0 (21)
Using left invertibility property of Mi, and by left multi-

plying equation (18) by Vi, matrix Zk is given by

Zk = ViKiSk − ViF k − ViW k (22)

Right projecting matrix Zk on the right kernel matrix

Π[Sk
Uk

] of
[
Sk

Uk

]
, the equation (22) becomes:

ZkΠ[Sk
Uk

] = −ViF kΠ[Sk
Uk

] − ViW kΠ[Sk
Uk

] (23)

where Uk =
[
uk−L+1,i| · · · | uk−1,i| uk,i

]
∈ Rm(i+1)×L.

Proposition 2: The proposed parameter-free residual is
defined as follows:

εk = YkΠ[Sk
Uk

] (24)

where Yk =
[
yk−L+1,i| · · · | yk−1,i| yk,i

]
∈ R�×L.

The mathematical expectation of εk,r = E[εk] is used for
fault detection.

Proof:
By concatenating equation (10) over columns on a time-

window of size L, we can derive the following equation:

∀i ≥ 0 : Yk = H̃iZk +HiUk + Fk +Wk (25)

where Fk and Wk are constructed similarly as Yk.
1) If there is no sensor fault (fk = 0): [we will prove in

this case that E[εk] = 0]

By concatenating the output in equation (4) on a time-
window of size L, the evaluation form of the proposed
parameter-free residual is given by:

εk = YkΠ[Sk
Uk

] ∼= H̃iZkΠ[Sk
Uk

] +WkΠ[Sk
Uk

] (26)

where Wk and Fk are constructed similarly as Yk.
By replacing (23) into (26), and knowing that Π[Sk

Uk

]
is a right kernel of Uk, we get:

εk ∼= −H̃iViW kΠ[Sk
Uk

] +WkΠ[Sk
Uk

] (27)

The evaluation form (27) of the proposed residual is
a linear combination of a centered noise w, which
implies that E[εk] = 0 when there is no sensor fault.

2) If there is a sensor fault: [we will prove in this case
that E[εk] �= 0]

From equation (27), the evaluation form of the pro-
posed parameter-free residual is given by:

εk ∼= −H̃iViF kΠ[Sk
Uk

] − H̃iViW kΠ[Sk
Uk

]+
WkΠ[Sk

Uk

] + FkΠ[Sk
Uk

] (28)

Following the same procedure as in the no fault case to
get the equation (27), the evaluation form of the math-
ematical expectation of the proposed (28) parameter-
free residual becomes:

E[εk] ∼= −E[H̃iViF kΠ[Sk
Uk

]]+
E[FkΠ[Sk

Uk

]] �= 0 (29)

which shows the sensitivity of the mathematical ex-
pectation of the proposed residual to sensor faults.

A. Sensor fault isolability

As shown previously the sensor fault is detectable, in
addition to that an important process is to isolate this fault
which means the decision on which sensor is in faulty case.
To achieve this process we distinguish two cases, when the
sensor fault is a constant bias fault at least during the time
window of L+ i+ 1 and when it is not.

When the sensor fault is a constant bias fault at least
during the time window of L+ i+1, we have the following
expression:

−H̃iViF kΠ[Sk
Uk

] = 0 (30)

As a result the expression (28) becomes:

εk ∼= −H̃iViWkΠ[Sk
Uk

] +WkΠ[Sk
Uk

] + FkΠ[Sk
Uk

] (31)

Following the same procedure as in the no fault case to get
the equation (27), the evaluation form of the mathematical
expectation of the proposed (31) parameter-free residual
becomes:

E[εk] ∼= FkΠ[Sk
Uk

] (32)

which shows that the mathematical expectation of the
proposed residual is structured, which means that the first
row of E[εk] is dedicated for the first sensor, the second row
of E[εk] is dedicated for the second sensor and so on, in this
case only the corresponding mathematical expectation of the
residual is not zero when the corresponding sensor is in a
faulty case.
If the fault fluctuates instantaneously and H̃iVi = 0, it is the
same case as for constant bias sensor faults.
But if the fault fluctuates instantaneously and H̃iVi �= 0, a
more convenient decision algorithm should be developed and
this case is not treated in this paper for brevity reasons (for
signature table the reader is referred to [20] and [21]).
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V. EXAMPLE AND SIMULATION

An electromechanical actuator [19] is used to show the
effectiveness of the proposed residual generation method for
sensor fault detection and isolation.

Fig. 1. Electromechanical actuator

This plant may be modeled by a bilinear state-space
model: {

xk+1 = Axk +G(xk ⊗ uk) +Buk

yk = Cxk +Duk + fk + wk
(33)

with

A =

⎛⎜⎜⎝
−Ra

La
0 0 0

0 −Fm
Jm

− kr
NJm

0

0 1
N 0 −1

0 0 kr
Jc

−Fc
Jc

⎞⎟⎟⎠,

G =

⎛⎜⎜⎝
0 0− ka

La
0 0 0 0 0

ka
Jm
0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

⎞⎟⎟⎠, B =

⎛⎜⎜⎝
0 1

La
0 0
0 0
0 0

⎞⎟⎟⎠,

C =

(
1 0 0 0
0 0 0 1

)
, D =

⎛⎜⎜⎝
0 0
0 0
0 0
0 0

⎞⎟⎟⎠
The model parameters are defined in table 1, these parame-
ters are not used for residuals generation but they are used
to simulate the model and to generate output data.

Parameter Description Value Unit
Te sampling time 0.03 [sec]
Jm motor shaft inertia 2.4e − 4 [m2kg]
Jc load shaft inertia 0.0825 [m2kg]
Fm motor viscous friction 0.0032 [m2kg/sec]
Fc load viscous friction 0 [m2kg/sec]
ka motor torque constant 0.156 [m2kg/sec2]
kr coupling rigidity coefficient 37.7 [m2kg/sec2]
Ra motor resistance 1 [Ω]
La motor inductance 0.05 [H]
N gear ratio 20
i time-window 16
L time-window 339

Table 1

The 4 states are given in table 2:
State Description
ia armature current
wm motor shaft velocity
Δ angular rotation
wc load shaft angular velocity

Table 2

The input vector is plotted in Fig.2:

Fig. 2. (a): u(1, :) = ie is the stator current, (b): u(2, :) = va is the
armature voltage

The two outputs are plotted in Fig.3:

Fig. 3. (a): y(1, :) is the armature current, (b): y(2, :) is the angular
velocity

There are two calculated residuals since the number of
sensors is 2, the calculated residuals using the proposed
method are presented in Fig.4.

Fig. 4. (a): εk(1) is the first residual, (b): εk(2) is the second residual

441



Fig. 5. Blue:(a): E[εk(1)], (b): E[εk(2)], Red: Thresholding the finite
moving average of the proposed residual

In Fig. 5, the blue curve represents the mathematical
expectation of the proposed residuals, this mathematical
expectation is calculated in a moving time-window of size
339. The red curve represents the result of the decision
procedure called Finite Moving Average (FMA) [22] (see the
FMA algorithm in Fig. ??), this is due to the fault sensitivity
of the residual mean, which seems to be well dedicated to
decide whether there is a fault or not, a good choice of the
threshold is needed which can be achieved offline using a
healthy database, where the threshold is chosen greater than
the maximum value of E[εk], for this example the threshold
is equal to 0.001 for the first sensor and 0.0015 for the second
sensor. Moreover, the FDI can be realized if multiple faults
occur simultaneously.

CONCLUSION

A data-projection residual generation method is presented
for bilinear systems, where an output matrix is projected
on the input right kernel matrix. A new way for input-
output matrices construction is proposed to avoid complexity
problem of the method presented in paper [15]. The online
diagnosis is then easily implemented. Simulation results of
an electromechanical actuator show the effectiveness of the
proposed method.
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Abstract—In this paper a new design method is presented for 
reconfigurable fault tolerant control of multivariable nonlinear 
time delay systems. The control reconfiguration algorithm 
comprises two main parts: fault detection and diagnosis and 
model reference adaptive control. First, a combination of generic 
residual generation method and its Laguerre approximation is 
proposed due to the problem of residual similarity in fault 
diagnostic process. Second, a novel approach for adaptive 
reconfigurable control synthesis is proposed using a nonlinear 
system identification approach based on the approximation of 
systems via Laguerre series. The Laguerre-based reconfiguration 
method is implemented and tested on a time delay form of COSY 
benchmark model as a preliminary study of reconfigurable 
control applied to a nonlinear time-delayed model. Actuator 
faults have been implemented in the COSY benchmark and used 
to evaluate the control reconfiguration schemes. Simulation 
results showed acceptable level of fault tolerance. 
 

Keywords-Fault tolerant control systems, fault detection and 
diagnosis, residual generation, model reference adaptive control, 
Laguerre series. 

I. INTRODUCTION 
Fault Tolerant Control Systems (FTCS) design is becoming 

the key issue in technical systems due to rapidly increasing 
demands for higher system performance, product quality, 
productivity and cost efficiency.  As it is well-known, FTCSs 
are control systems that possess the ability of accommodating 
system component failures automatically.  In General, FTCSs 
can be classified into two types: Passive Fault Tolerant Control 
Systems (PFTCS) and Active Fault Tolerant Control Systems 
(AFTCS). The design objective of AFTCS is to 1) design a 
Fault Detection and Diagnosis (FDD) scheme providing as 
precise as possible information about a fault and 2) design a 
new reconfigurable controller in response to and compensating 
for the fault-induced changes in the system, such that the 
stability and acceptable close-loop system performance can be 
maintained. 

A successful control system reconfiguration relies on a real-
time FDD scheme to provide the most up-to-date information 
about the system. Model-based methods of fault-detection can 
be used in presence of input and output signals and applying 
dynamic process models. These methods are based, e.g., on 
parameter estimation, parity equations or state observers [1,2]. 
The goal of fault detection is to generate several symptoms 
indicating the difference between nominal and faulty status. 

Based on different symptoms, fault diagnosis procedure 
follows, determining the fault by applying classification or 
inference methods. In the FDD module, both the fault 
parameters and the system state variables need to be estimated 
online in real time. In the case of nonlinear systems one 
approach is to linearize nonlinear model using system 
identification methods. Several fault diagnosis methods have 
been proposed for systems linearized around an operating 
equilibrium point (see [3] and [4]). Some of these techniques 
have also been extended to nonlinear systems. In [5] nonlinear 
observers are synthesized to detect tank leakage. 

The strategy of reconfigurable control is based on inherent 
information of nominal and faulty systems so as to make these 
systems consistent in some proper sense. This strategy fits the 
model following/matching scheme well if we regard the 
nominal systems as the reference models. Model Reference 
Adaptive Control (MRAC) is a mathematical approach which 
can be used to design a model-based reconfigurable control. 
Research on the application of adaptive methods to 
reconfigurable control has been extensively studied during past 
years. Poirot and co-authors in [6] have proposed a framework 
for constructing adaptive and reconfigurable control system 
based on the control loop paradigm. In [7] three adaptive 
algorithms for multivariable model reference control in flight 
control applications have been compared.  A Failure Detection 
and Identification (FDI) and Adaptive Reconfigurable Control 
(ARC) procedure based on a decentralized FDI-ARC scheme 
integrating separate modules for aerospace applications has 
been carried out by Boskovic and co-authors in [8]. They also 
have done an adaptive fault tolerant control based on the 
estimation of damage-related parameter and switching among 
multiple controllers for flight control in [9]. Furthermore, 
Boskovic and co-authors proposed a new failure 
parameterization that models a large class of failures in terms 
of a single parameter in [10]. In order to accomplish the model 
following /matching scheme, MRAC is an appropriate 
approach. A number of investigators have proposed MRAC 
techniques for nonlinear systems [11], [12] and [13]. 

In practice, systems with time delays are frequently 
encountered (e.g., process control systems). Time-delayed 
linear systems have been intensively investigated in [14]. 
Lyapunov design has been proven to be an effective tool in 
controller design for nonlinear systems. Adaptive control has 
also proven its capability in controlling nonlinear time-delayed 
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systems [15], [16], [17]. The FDD problem in time delay 
systems has also been investigated recently in [18] and [19]. 

A common topic that has been gaining interest is nonlinear 
systems. Model linearization is the key issue in the case of 
nonlinear systems. The idea we used in this paper is 
approximation of systems via basis functions. This 
representation is much more parsimonious than the FIR or IIR 
ones, but contrary to the transfer function model does not 
require assumptions about the order and time delay of the 
process. Although it is implemented in a state-space form, it is 
straightforward to use in system identification. Furthermore, 
orthogonal polynomials can be used to make the polynomial 
coefficients uncorrelated, to minimize the error of 
approximation, and to minimize the sensitivity of calculations 
to round-off error. Laguerre models suggested here provide 
feasibility and stability for the closed-loop system. Laguerre 
lattice filter identifier counts for 1) the identification of the 
system’s dynamics, that are mapped into the filter’s structure 
through the utilization of estimated reflection coefficients and 
2) the system’s order identification. In [20] the usage of 
Laguerre parameterization of input sequences in model 
predictive control has been investigated. Also application of 
Volterra series to the modeling of static and dynamic nonlinear 
systems is investigated in [21]. A model predictive control 
strategy based on Laguerre functions has also been proposed in 
[22]. 

This paper looks at the problem of reconfigurable fault 
tolerant control systems in time-delayed nonlinear systems 
using Laguerre series in case that system is noise free and 
disturbances are dispensable. This work on the reconfigurable 
control synthesis is under assumption that the faulty system 
information is known by using Laguerre model. After 
achieving Laguerre model, MRAC is applied on the basis of 
this linearized model to have better control. At next step, in 
order to have an accurate FDD, we suggest a novel approach to 
the problem of residual similarity. A combination of residual 
generation methods and parameter estimation using Laguerre 
series would simplify decision making. We employed this 
concept to generate more detailed residuals. However, because 
increasing residual signals may leads to diagnosis complexity, 
classification methods will be helpful. The effectiveness of the 
Laguerre-based MRAC has been shown via simulation results 
on a time delay form of COSY benchmark. 

II. PROBLEM STATEMENT 
Let us consider the following nonlinear multivariable 

system subjected to input delay 

�� ��� � �	�����
 ��� � �
 ����
 ����
 ����� (1) ���� � �������
 ��� � �
 ����
 ����
������ �
in which � � �� , � � �� and � � �� are state vector, input 
and output signals respectively,  � �� is the known input 
delay , �	��� is the vector of occurred faults (�� is the number 
of faults), �	��� is the disturbance vector and �	��� 
represents uncertainty or noise vector.   

We can approximate (1) using an Nth order Laguerre model�

���� � !"���#"�$
 %������
"&	

�
' �"���#"�$
 %������
"&	

� (2) 

where 
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.
 / 
 (3) 

�0%0 1 )�is Laguerre parameter and Laguerre coefficients !"��� 
and �"��� could be calculated using recursive least square 
algorithm. For complicated systems, high orders of Laguerre 
polynomials give a simple realization of the system and would 
decrease the approximation error. 

Assuming ���� � ���� � 2 - the system is noise free and 
disturbances are dispensable - we propose the MRAC scheme 
for multivariable plant model ���� � !���#�$
 %������ (4) �
where���� � �� and ���� � �� are output and control input 
vectors. Moreover�
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is Laguerre matrix and  !������7
� ;!			��� / !	7	��� < !�		��� / !�7	���6 = 6!		���� / !	7���� < !�	���� / !�7����>���7 

(6) 

�
is Laguerre coefficients matrix under the effect of fault .  

The problem is to design an adaptive reconfigurable fault 
tolerant controller for this system such that all signals of the 
closed-loop system are bounded and the plant output ?���, 
asymptotically exact, follows the output ����� of the reference 
model� ����� � @��A�B � !�#�$
 %��B� (7) 
 

where @��A� � ���� is a stable rational transfer matrix, B � �� is a bounded reference input signal and  !� is Laguerre 
coefficients matrix.  

Let us write (4) as��C � D�A��7 (8) �
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where E�F� � G�H�I�J
 K�� is the transfer matrix of the linear 
system. It should be noted that since the relative degree of the 
Laguerre model is LM � )�

#"�A
 %� � (.%A ' % NA � %A ' %O",	� (9) 

�
the relative degree of D�A� is also �M � ). 

To meet the control objective the following assumptions are 
made about D�A�[23]: 

(A1): D�A�  is strictly proper and has full rank. 

(A2): The transmission of zeros of D�A� have negative real 
parts. 

(A3): An upper bound PQR on the observability index PR of D�A�  is known. 

(A4): There exists a known matrix �S7��� such 
that�T7����S7��� � �T7���S7����U V 2. 

In (A4), the high frequency gain matrix  WX�H� of the model is 
defined as�

T7��� � !7����!�,	� (10) �
which is finite and nonsingular. It should be noted that the 
system dynamics may have some inputs which are not control 
inputs, but only play a leading role in modeling. In this 
situations, to achieve appropriate  T7��� , matrixes !7��� and �!�,	 must be defined such that all of their elements refer to 
control inputs.  

Without loss of generality, it is assumed that the transfer 
function of the reference model is diagonal SPR and of the 
form�
@��A� � �-YZ [ )A ' Y\"] � 
 Y\" V 2
 ^ � )
/ 
 _ 

 
(11) 

III. FAULT DETECTION AND DIAGNOSIS METHOD 
Early fault detection, which reduces the possibility of 

catastrophic damage, is possible by comparing the measured 
signals with a database that contains characteristic signals for 
machines operating with or without faulty conditions. To 
obtain the most up-to-date and comprehending database for 
fault diagnosis simplicity, we need to consider all possible 
conditions such as types and severities of faults.  

In some cases, decision making is difficult because of 
similarly behaved residuals resulted from faults with different 
types or different severities. This is the motivation to search 
more residuals to distinguish these faults. Hence, a 
combination of residual generation approaches are suggested to 
overcome this weakness and to make the database better suited 
for the FDD. The new approach proposed in this paper, 
combines residual generation methods with parameter 
estimation using Laguerre series. In fact, residuals from basic 
FDD method which are weak to have a good decision are 
expanded via Laguerre series which results in Laguerre 

coefficients. These coefficients can be used as supplementary 
residuals to have a well-informed database and to facilitate the 
decision making easier. This approach is formulized as follows. 
Let 

`aA-�ba��� � B�-
 $��
"&	

`aA-�ba�� � -� (12) 

be the expansion of resulting residuals from basic FDD method 
where q, B�-
 $� and n denote respectively delay operator, 
coefficients and model order. Coefficients can be expanded in 
Laguerre model 

B�-
 $� � Yc"#c�$
 %�
7
c&	

 (13) 

which leads to 

`aA-�ba��� �  Yc"#c�$
 %�
7
c&	

`aA-�ba�� � -��
"&	

 (14) 
 

resulting in Laguerre coefficients �Yc"dA which can be used as 
supplementary residuals to make an easier fault detection. 

Reconfigurable controller 

In general, the existing reconfigurable controller design 
methods fall into one of the following approaches: Linear 
quadratic regulator, Eigen structure assignment, multiple-
model, adaptive control, pseudo-inverse, perfect model 
following and feedback linearization [22]. Our objective is to 
design a reconfigurable control strategy to accommodate 
system component faults.   

In this paper, a nonlinear MRAC strategy based on 
Laguerre model is presented. A Laguerre model is used to 
synthesize a linear controller that provides a satisfactory 
closed-loop performance near the nominal operating point. 

The proposed control law is considered as�
� � e	MU�	 ' e�MU�� ' efMB � eMU� (15) 

where�
eMU � ge	MU e�MU efMh
 (16) 

� � i�	U ��U BUjU
 (17) 

�	 � k�A�l�A� � 
 ���� � k�A�l�A� �
 (18) 

k�A� � imAnQo,	 mAnQo,� / mA mjU (19) �
and l�A� is a monic Hurwitz polynomial of degree PQR (A3). 

Proposition1: Consider the system (1) with the assumptions 
(A1) – (A4) and the reference model (7). Then the adaptive 
control (15) with update laws�

e� U � �p7���q �U 
 

(20) 
assures that all closed-loop signals are bounded and the 
tracking error a	 � �7 � �� converges to zero asymptotically. 
� 
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In equation (20) q � ���� � r7����#�$
 %��esMU� is the 
output error, ���� � r7����#�$
 %������ and �t���� �r7����#�$
 %��esMU�  are output vector and its estimate, 
respectively. 

IV. SIMULATION STUDY 
A time delay form of the COSY benchmark is considered 

for simulation studies. The benchmark is composed of three 
identical tanks with identical area of cross section. The 
measured variables are the levels of the first tank�u	�, second 
tank �u�� and third tank �uf� respectively. Inflows of the first 
tank �$"�	� and third tank �$"��� are chosen as known inputs. 
Inflows vary between 0 and 1 and the status of inter connecting 
pipes switches between 0 and 1, therefore the system can be 
considered as a hybrid system [4].  

When the valve v	��operates with delay�w � )2 seconds, 
the objective is to control levels of the first and second tanks. 
The third tank is hardware redundant which may be used in the 
presence of faults. Control inputs are Inflow of first tank $"�	 
and status of main inter connecting pipe v	�. 

COSY benchmark without time delay has been investigated 
by many researchers [25]. But in order to apply Proposition1 to 
its time delay form, the nonlinear model is linearized via 
Laguerre series with sampling time xy � 2�) seconds. 

A. FDD method 
In this paper the preliminary FDD approach considered is 

parity equations. A straightforward model-based method of 
fault detection is to take fix model D� and run it parallel to the 
process, thereby forming an output error [1] B��� � iDC�A� � D��A�jb���� (21) �

Since the modeling approach is system identification using 
Laguerre series, the parity equation approach would follow�
B��� � ?��� � !"�%�#"�z
 %�"&�

"&R b����� (22) 

 

Two main residuals used in our work are  

BaA-�ba)��� � u	��� � !"�%�#"�z
 %�"&�
"&R b	���� (23) 

and�
BaA-�ba.��� � u���� � !"�%�#"�z
 %�"&�

"&R b������ (24) 

When faults occur with similar residuals, Laguerre model 
of order 4 is used to derive Laguerre coefficients of residuals 
(output errors) to obtain secondary residuals. Preliminary 
residuals are expanded as 

`aA-�ba)��� � Y	"#"�$
 %�{
"&	

`aA-�ba)�� � )�� (25) 

and�

`aA-�ba.��� � Y�"#"�$
 %�{
"&	

`aA-�ba.�� � )��� (26) 

The difference between these coefficients �Yc"� and those of 
normal condition �Yc"���ac" � Yc" � Yc"�� (27) �
are used as supplementary residuals. 

For diagnosis, classification methods such as Artificial 
Neural Networks, Fuzzy clustering, Rule-based reasoning and 
Statistical methods are widely used [2]. The rule-based 
reasoning method is the one selected for this paper. 

B. Case one: Normal operation 
We first start our study by considering the Laguerre-based 

MRAC strategy in the case with no faults. Hence we simulated 
the three tank model with�v�f��� � 2 , which means that the 
third tank is not under control. The resulting response is shown 
in Fig.1. 

Leakage in first tank and blockage of main pipe between 
first and second tank are two common kinds of faults 
considered in three tank system. The severity of these faults 
can also be an important factor to take a proper action. Here we 
simulate blockage fault to show how severity of the fault affect 
decision making. 

C. Case Two: Blockage Fault Occurrence 
Next, we simulate the system by assuming that the inter-

connecting pipe v	��is blocked completely. Responses of u	 
and u� in this case are shown in Fig. 2.  Blocking v	� results in 
an undesirable response, which emphasizes the necessity of 
control reconfiguration. In this situation the third tank enters as 
a hardware redundancy. The above fault can be easily detected 
by means of two preliminary residuals. The resulting responses 
are shown in Fig.3. Fig.4 also shows residuals. In this case to 
detect blockage we have no problem using these residuals; but 
when partial blockage occurs, the residuals would be as shown 
in Fig.5. As it is clear, it is somehow difficult to detect the right 
fault from difference between Fig.4and Fig.5. Therefore, 
supplementary residuals ac" shown in Fig.6-9 would be helpful. 

V. CONCLUSIONS 
In this paper, we employed the concept of parameter 

estimation based on Laguerre series to solve the problem of 
reconfigurable fault tolerant control of nonlinear time delay 
systems. To achieve fast and reliable fault detection, diagnosis 
and correct reconfiguration, a new parameter estimation 
method using Laguerre series has been proposed and is 
combined with other residuals generation approaches. For this 
purpose, a model reference adaptive fault tolerant control based 
on Laguerre model for nonlinear time delay systems is 
proposed. Simulation results for a time delay form of COSY 
benchmark system in the presence of blockage fault has shown 
the effectiveness of proposed Laguerre-based FDD-FTCS 
approach. Note that, the proposed method is also simulated for 
the leakage and the other faults. Although the obtained 
simulation results show again its effectiveness, but these 
simulation results have been omitted due to the lack of space. 
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However, the robustness of the proposed method to parameter 
uncertainty and/or its extension for real-world case will be 
investigated in our future works. 

 

 
Figure 1.  Output responses in normal operation 

 

 

Figure 2.  Uncontrolled output responses in presence of Blockage 

 

 

 

Figure 3.  Controlled output responses in presence of Blockage 

 

Figure 4.  Residuals (output errors) in presence of full Blockage 
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Figure 5.  Residuals (output errors) in presence of partial Blockage 
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Figure 6.  Laguerre coefficients of first output error in presence of full 
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Figure 7.  Laguerre coefficients of second output error in presence of full 
Blockage 

 

Figure 8.  Laguerre coefficients of first output error in presence of partial 
Blockage 

 

Figure 9.  Laguerre coefficients of second output error in presence of partial 
Blockage 
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Abstract—Cryopumping systems provide an essential function
in most magnetic confinement nuclear fusion experiments. The
maintenance of an ultra-high vacuum in a magnetic confinement
vessel is required for experiments to be conducted, without
exception, and cryopumping systems are widely used to achieve
this. As such, the availability of this type of nuclear fusion
experiment depends in part upon the availability of its vacuum
system. In order to reduce experimental time lost to unplanned
maintenance, investigation and avoidable failures, a condition
monitoring scheme targeted on a cryopumping vacuum system
is proposed. A model of the cryopumping system deployed on the
Joint European Torus is presented. The model is supported by a
first principles derivation and is validated using historical data.
Its application to a condition monitoring scheme is discussed.
This paper contributes to the wider nuclear fusion development
programme by addressing a key maintenance and reliability
issue, which is an important step on the road to commercial
fusion energy.

Index Terms—Condition Monitoring, Cryopumping, Dynamic
Modelling, Two Phase Systems

I. INTRODUCTION

All nuclear fusion experiments using magnetic confinement
techniques rely on the maintenance of an ultra-high vacuum
inside the reaction vessel. This includes all the other vessels
with which it shares an atmosphere. Any event that causes a
disruption or loss of vacuum will result in the experiment be-
ing stopped while the vacuum is regenerated and the cause of
the event mitigated. At the leading nuclear fusion experiment,
the Joint European Torus (JET), and indeed at most others,
loss of vacuum events and disruptions to the vacuum pumping
system are identified, diagnosed and isolated manually. This
process can be lengthy, requiring many man hours of labour.
Time expended on maintenance is a significant burden, and as
such there is a strong motivation for its reduction. Condition
monitoring techniques have been used successfully in many
applications, and it is proposed that such a condition monitor-
ing scheme would be a very useful tool for the engineering
team at JET. Historically, most disruptive and loss of vacuum
events have occurred in the neutral beam heating systems,
therefore a condition monitoring scheme focused on this area
would be useful. In this paper we discuss a model of the
cryopumping system deployed in the neutral beam heating

devices at JET and how it can be used in the development
of a condition monitoring scheme.

The neutral injection box (NIB) cryopump can be consid-
ered to be a two phase system. Two excellent examples of
modelling two phase systems can be found in T Phillip’s book
on modelling and simulation[1] and in KJ Astrom’s paper on
drum boiler dynamics[2]. The novel model presented here is
inspired by these examples. G Duesing’s 1987 paper[3] is often
referred to in discussions of neutral beam injection systems,
and more recently, Ciric[4] and Ciric et al[5] wrote about re-
cent developments in JET’s NIB cryopumping scheme. These
sources, in addition to design documentation available from
CCFE, provide detailed information on the system discussed
here. For information on cryogenic and vacuum systems in
general, R Barron’s book[6], WM Rohsenow’s comprehensive
book[7] and DJ Hucknall’s book[8] are all excellent sources.
A two phase model of a cryopumping system, however, has
not yet been presented in literature. Using sources together
has allowed us to develop a novel analytical model of the JET
NIB cryopumping system which can serve both as tool for
the design of a condition monitoring scheme and simulating
faults.

This paper is split into four sections. The second section
describes the physical system with which we are concerned.
A justification of the selection of the target subsystem is
provided, and its important features are discussed. The third
section goes through the analytical model of the NIB cryop-
umping system and the fourth section presents the a result of
a simulation of the model compared to historical data. The
final section summarises the key information presented in this
paper and notes its future application to condition monitoring.

II. THE PHYSICAL CRYOPUMP

Cryopumping reduces the pressure inside a vacuum vessel
by condensing gasses onto very cold surfaces. There are
several ways to achieve this; RA Haefer describes some in his
1989 book[9]. The NIB cryopumping system at JET works
by cooling a series of extruded aluminium surfaces inset with
capillaries with cryogenic fluid. Each NIB has ten cryopump
elements on each side of the vessel. Fig. 1 is a plan view
illustration of a single cryopump element.
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Fig. 1. A single cryopump element

Each cryopump element contains two types of surface:
nitrogen surfaces and helium surfaces. The nitrogen surfaces
are cooled to around 77K using liquid nitrogen. Similarly,
the helium surfaces are cooled to around 4.2K, using liquid
helium. In Fig. 1, the nitrogen surfaces have been drawn in
red, the helium surfaces in blue. The purpose of the nitrogen
surfaces is to shield the helium surfaces from thermal radiation
and to pre-cool gas particles. The helium panels condense the
majority of the gas. The capillaries embedded in the helium
panels are filled from the bottom, and on the top they are tied-
off onto a horizontal manifold and phase separator assembly.

Fig. 2. Illustration of the NIB helium loop

Fig. 2 is a schematic of the NIB helium loop. The heat
exchanger represents the two cryopumping walls. Also shown
are the fluid/gas transmission and return line (labelled Tx
and Rx lines), the transmission and return valves (labelled
Tx and Rx valves), and the helium supply tank. The system
boundaries are the helium source from which the helium tank
is filled, and the helium return valve box, where gaseous
helium evolved from the heat exchanger is diverted to either
the helium liquefiers or helium collection balloons.

The helium transmission and return lines are part of the
same assembly. Liquid helium, liquid nitrogen, gaseous helium
and gaseous nitrogen are all carried in a single transmission
line, comprised of several concentric cylinders. Together with
a vacuum jacket, the cylinders are arranged in such a way as

to minimise thermal losses. Between the helium supply tank
and the helium return valve box are two valves: the helium
supply and return valves. Each valve is designed to minimise
thermal losses. They act as control valves, each with a standard
feedback PI scheme. The control variable for the supply valve
is the level of fluid in the phase separator and the control
variable for the return valve is the (absolute) pressure in the
helium return line. The helium supply tank is periodically
filled, according to the fluid level. Helium inside the tank is
distributed to four places: the two NIBs, a cooling system in
the supply valve box and to a helium liquefier (to deal with
tank losses). Helium inside the tank is maintained at a constant
pressure.

A list of measured process variables on the helium loop is
presented in Table I. While each of these process variables
is available in real time, a recording is only made once an
unscaled variable deviates two percent from its previously
recorded value.

Process variable Unit
Phase separator level %
Supply & return valve position %
Supply & return line pressure BarA and BarG
Capillary delta pressure mBar
Helium supply temperature K
Helium return temperature K
Helium tank fill level %
Helium tank fill volume l

TABLE I
LIST OF MEASURED PROCESS VARIABLES

The specific (latent) heat capacity of liquid helium is low
and the helium panels are sensitive to heat load. This, in
addition to the high level of instrumentation on the helium
panel support system (the helium loop), means that informa-
tion about the state of the NIB vacuum can be deduced from
examination of the state of the helium loop. Furthermore,
historically, the helium loop has experienced more mainte-
nance issues than the nitrogen loop, and several (potential)
loss of vacuum events relating to faults in the helium line were
identified in a simplified FMEA process. For these reasons, it
was decided that the initial focus for the condition monitoring
scheme should be on the helium loop. It should also be noted
that the cryopump has several operational modes. The mode
focused on here is the “full cooldown” mode, which the
pumping system is set to during regular operation (i.e. Most
of the time outside of scheduled maintenance periods).

III. THE MODEL CRYOPUMP

The mathematical model of the helium loop in the cryop-
umping system is split into nine component models, roughly
corresponding with the components depicted in Fig. 2. In order
to provide structure to the model, the component models have
been categorised as either storage or resistive components,
allowing a common interface between them and simplifying
their analysis. Specifically, the storage components have a
pressure associated with them; the resistive components, a flow
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rate. Fig. 3 is an illustration of this structure. A description
of each of these blocks is presented below, starting with the
supporting blocks and moving on to the main block, the heat
exchanger.

Fig. 3. Model structure

A. Supporting Blocks

Starting with the supply and return (boundary) blocks, the
following assumptions were made:
(a) The helium tank is always refilled at the appropriate times
(b) When the tank is being refilled, it is refilled at a constant,

uninterrupted rate
(c) The pressure on the return side of the return valve is

controlled and constant
(d) The helium supply pressure and temperature is constant
(e) The helium consumption in both NIBs is similar and

converges with time
(f) Helium tank losses (and hence the amount of material sent

to the liquefier) are negligible
Given these assumptions, the following equation described

the the helium tank fluid volume:

dVht

dt
= Kklqtf −Kkl (qsc + qts + 2qtl) (1)

where Vht is the fluid volume in the helium tank, qtf is
the helium tank fill rate, qsc is the flow rate to the valve box
subcooler, qts is the flow rate of tank losses, and qtl is the
flow rate to the (single) NIB transmission line.

The transmission and return control valves are treated inde-
pendently, because the former controls the flow of a (relatively,
compared to helium gas) incompressible fluid and the latter,
compressible helium gas. They are both resistive components.
The flow rate through the transmission valve is described by:

qfl = YtxCv

√
Δp

vi
(2)

where Cv is the valve conductance, Δp is the differential
pressure across the valve, Ytx is the proportion the valve is
open, normalised between zero and unity, and vi is the specific
volume of the fluid at the valve inlet.

The return valve is described using an equation for valves
transmitting compressible gasses referred to by Baumann[10]:

qrl = YrxCv3.22
√
Δp (p1 + p2)Gg (3)

where, with care to use US units for all the terms and
converting afterwards, owing to the empirical scaling factor,
qrl is the return valve flow rate and Gg is the specific gravity
of the gas.

The transmission lines are storage components. They are
assumed to be of fixed volume, regardless of pressure (his-
torically, pressure deviates no more than 10% from its mean).
For the return line, making ideal gas assumptions, the pressure
is given by the well known equation:

prl =
nRTrl

Vrl
(4)

where the subscript rl referes to the return line.
The supply line pressure is given by:

ptl =

∫
(qtl − qf )

B

Vtl
+ phyd (5)

where the subscript tl refers to the transmission line, B
is the bulk modulus of the helium fluid. phyd represents
hydrostatic pressure, which is given by:

phyd = hρg (6)

where h the height of the fluid in the heat exchanger
capillaries and phase separator and g is acceleration due to
gravity.

It should be noted that, whilst liquid helium is more
compressible than many other fluids (with commonly assumed
bulk modulus of 268 Bar[11], although this varies with temper-
ature), a high pressure change (in the context of this system)
is required to significantly reduce its volume. Under normal
conditions, helium is typically compressed no more than 1%.
Hemce it can be assumed that the pressure in the transmission
line is equivalent to the pressure inside the heat exchanger
plus the hydrostatic pressure component.

In Fig. 3, two resistive blocks are set either side of the
storage component of the heat exchanger. These blocks are
treated the same as the valve blocks described in (2) and (3),
with Y set to unity and a conductance representative of the
constriction between the transmission line and heat exchanger.

B. Heat Exchanger

Finally, the heat exchanger block is considered. This block
requires a more in depth analysis for its behaviour to be
described in sufficient detail. There are several different ways
to model this section of the system; the technique used here
is to take a mass and energy balance across this section’s
boundaries.

Fig. 4 is an illustration of the capillaries and phase separator
as modelled. The top section of the diagram represents the
phase separator, with the horizontal return manifold attached,
the bottom section represents the capillaries. The distribution
of the cryogenic fluid between the capillaries is not relevant
and so the capillaries are treated as a lumped element. Q, qf
and qs are the main inputs and outputs to the system. They
are, respectively, heat load, fluid flow rate into the capillaries
and vapour flow rate. The fluid level in the phase separator
is labelled l and the system pressure and temperature are
represented by T and P .

The following assumptions have been made: The capillar-
ies (risers) are treated as a lumped construction, this entire
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Fig. 4. Phase separator and capillary layout

section is in thermal equilibrium, and the phase separator
contains a saturated vapour-fluid mixture. These assumptions
are supported by historical process data and represent that real
working of the system well. In the coming analysis, the terms
Q, q, h, V and ρ represent, heat, flow rate, specific enthalpy
and volume respectively. The subscripts ‘s’, ‘f ’, ‘w’ and ‘t’
refer to vapour, feed, fluid and total respectively. SI units are
used unless otherwise stated. This portion of the model is
derived as follows.

1) Global Mass and Energy Balance: To begin with, the
global mass balance of the system is described by:

d

dt
[ρsVst + ρwVwt] = qf − qs (7)

And the energy balance of the system is:

d

dt
[ρsVstus + ρwVwtuw +mtCptm] = Q+qfhf −qshs (8)

Now, the well known relationship between specific enthalpy
and specific energy

u = h− p

ρ
= h− pV (9)

is substituted into equation 8 to give a global energy
balance:

d

dt
[ρsVsths + ρwVwthw +mtCptm − pVt]

= Q+ qfhf − qshs

(10)

2) Local Mass and Energy Balances: To describe the
distribution of vapour of fluid in the phase separator we start
with the relationship between their volumes:

Vt = Vst + Vwt (11)

And condensation enthalpy is represented by hc.
With this property defined, the next step is to examine the

mass and energy balance in the capillaries. In the analysis
of other two-phase boiler systems (for example, power plant
boilers), often the term “steam quality” is used to describe the
proportion of vapour to fluid at a given location.

The mass fraction of vapour in the capillaries (steam qual-
ity) here is described by:

αm =
QA

qhcV
z (12)

If ξ is the normalised length coordinate along the riser (0 ≤
ξ ≤ 1), then:

αm = αrξ (13)

Steam slip is a measure of the relative average velocities
of liquid and gas phases in two phase flow. In this model
it is assumed that steam slip is negligible, as its inclusion
significantly increases the complexity of the analysis while
not contributing significantly to the output of the model. For
similar reasons, it is assumed the the boiling and vapour
nucleation process begins at the bottom of the capillary tubes.

The average steam volume ratio in the capillaries is given
by:

αv =
ρw

ρw − ρs

[
1− ρs

(ρw − ρs)αr

ln

(
1 +

ρw − ρs
ρs

αr

)] (14)

Using this relation, the capillary mass balance is given by:

d

dt
[ρsαvVr + ρw (1− αv)Vr] = qf − qr (15)

Then from this and 9, the capillary energy balance is:

d

dt
[ρshsαvVr + ρwhw (1− αv)Vr − pVr +mrCpts]

= Q+ qfhf − (αrhc + hw) qr

(16)

With the mass and energy balance in the capillaries ac-
counted for, the dynamics of the phase separator and the
distribution of vapour within it remain to be analysed.

The volume of vapour in the phase separator under the fluid
level is given by:

d

dt
[ρsVsd] = αrqr − qsd − qcd (17)

where the condensation flow rate in the phase separator is
given by:

qcd =
1

hc

[
ρsVsd

dhs

dt
+ ρwVwd

dhw

dt

− (Vsd + V wd)
dp

dt
+mdCp

dts
dt

] (18)

The flow rate of vapour through the surface is calculated
from the velocity and volume of vapour bubbles leaving the
risers:

qsd =
ρsVsd

[
1.53σg(ρw−ρs)

ρ2
w

] 1
4

l
(19)
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The volume of fluid inside the phase separator is obtained
by subtracting the amount of fluid in the capillaries from the
total amount of fluid in the system:

Vwd = Vwt − (1− αv)Vr (20)

This allows the fluid level in the phase separator to be
calculated:

level(%) = 50 +
[
arcsin

(
2
Vwd + Vsd

Vt

)
− 1

]
50

90
(21)

where the trigonometric function is in degrees and the fill
level of the phase separator is between 0 and 100 %.

3) Dynamics of the Capillaries and Phase Separator: In
order to describe the mass flow rates of vapour and fluid
through the capillaries and phase separator, first the capillary
mass balance described in 15 is multiplied by − (hw + αrhc):

d

dt
[ρsαvVr + ρw (1− αv)Vr] [− (hw + αrhc)]

= [qf − qr] [− (hw + αrhc)]
(22)

Then this is added to the capillary energy balance, given in
16:

d

dt
(ρsαvhsVr)− (hw + αrhc)

d

dt
(ρsαvVr)

+
d

dt
(ρwhw (1− αv)Vr)

− (hw + αrhc)
d

dt
(ρw (1− αv)Vr)− Vr

dp

dt
+mrCp

dts
dt

= Q+ qfhf − (αrhc + hw) qr − (qf − qr) (hw + αrhc)

= Q+ qfhf − qfhw − qfαrhc

= Q+ qf (hf − hw − αrhc)
(23)

This simplifies to:

hc (1− αr)
d

dt
(ρsαvVr) + ρw (1− αv)Vr

dhw

dt

− αrhc
d

dt
(ρw (1− αv)Vr) + ρsαvVr

dhs

dt

− Vr
dp

dt
+mrCp

dts
dt
= Q+ qf (hf − hw − αrhc)

(24)

To derive an equation for the capillary flow rate, qr, 15 is
rearranged into terms of p and αr:

qr = qf − d

dt
[ρsαvVr + ρw (1− αv)Vr]

= qf − Vr
d

dt
((1− αv) ρw + αvρs)

= qf − Vr
d

dp
[(1− αv) ρw + αvρs]

dp

dt

+ Vr (ρs − ρw)
dαv

dαr

dαr

dt

(25)

The final step is to derive an expression for the dynamics
of the vapour in the phase separator. Substituting the mass
equations for qcd, qsd and qr (equations 18, 19 and 25) into
the vapour balance equation (17) gives:

ρs
dVsd

dt
+ Vsd

dρs
dt

= αr

(
qf − Vr

d

dp
[(1− αv) ρw + αvρs]

dp

dt

+ Vr (ρw − ρs)
dαv

dαr

dαr

dt

)

−
ρsVsd

[
1.53σg(ρw−ρs)

ρ2
w

] 1
4

l

− 1

hc

(
ρsVsd

dhs

dt
+ ρwVwd

dhw

dt

− [Vsd + Vwd]
dp

dt
+mdCp

dts
dt

)

(26)

Which can be rearranged to:

ρs
dVsd

dt
+ Vsd

dρs
dt

− αr

(
− Vr

d

dp
[(1− αv) ρw + αvρs]

dp

dt

+ Vr (ρw − ρs)
dαv

dαr

dαr

dt

)
+
1

hc

(
ρsVsd

dhs

dt
+ ρwVwd

dhw

dt

− [Vsd + Vwd]
dp

dt
+mdCp

dts
dt

)

= αrqf +

⎛⎜⎝ρsVsd

[
1.53σg(ρw−ρs)

ρ2
w

] 1
4

l

⎞⎟⎠

(27)

4) Non-linear State Variables: Using four state variables, a
full set of set of state equations that describe this section of the
model can be developed. The four state variables are pressure,
steam quality at the capillary-phase separator junction, total
volume of fluid and volume of vapour under the fluid level
(p, αr, Vwt and Vsd). The state equations describing the heat
exchanger take the following form, where the e terms are
found by collecting terms in the equations highlighted below.
Saturated steam tables are used to evaluate the thermodynamic
terms.

From 7, 10 and 11:

e11
dVwt

dt
+ e12

dp

dt
= qf − qs (28)

e21
dVwt

dt
+ e12

dp

dt
= Q+ qfhf − qshs (29)

and 24 and 27:

e32
dp

dt
+ e33

dαr

dt
= Q+ qf (hf − hw − αrhc) (30)
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e42
dp

dt
+ e43

dαr

dt
+ e44

dVsd

dt
= αrqf

+

⎛⎜⎝ρsVsd

[
1.53σg(ρw−ρs)

ρ2
w

] 1
4

l

⎞⎟⎠ (31)

IV. VALIDATION

This model is implimented in Matlab/Simulink using a
combination of standard blocks and s-functions, and the output
of the simulation was compared to data recorded at JET on
the NIB4 cryopumping system. The two simulation results
presented below are compared to data from the morning
of February 21, 2012. The inputs to the simulation were
historically measured supply valve position and a heat load
corresponding to the experiment shots run that morning. The
physical parameters (sizes, masses, conductances and bound-
ary pressures) of the model were set according to design data
provided by CCFE.

Fig. 5. Phase separator fluid level

Fig. 5 and 6 show the most interesting features of the
simulation. The simulation tracks the historical process data
to within 1% of the total variable range (1 to 100%) in both
cases for most of the time shown. This suggests that the model
describes the system well enough to simulate and predict the
important system behaviors.

Each of the three salient points corresponds to the occur-
rence of a shot. A typical shot results in an additional heat load
of around 20W on the helium panels for one or two seconds,
followed by a lower heat load of around 3W for a further thirty
seconds. Both the fluid level and return valve position appear
to be sensitive to small heat loads on the cryopumping system,
compared to the base load heat from the panel supports and
thermal radiation of nearby components of close to 104W. As
such, these are potentially useful variables to consider when
designing a scheme to detect faults resulting in excessive heat
load, such as loss of vacuum events.

Fig. 6. Return valve position

V. CONCLUSION

A novel analytical model of a large two phase cryopumping
system has been derived from first principles and validated
using historical data. Dividing the cryopump into resistive and
storage components is a suitable technique for modelling such
systems. From a Matlab/Simulink simulation it was found that
phase separator fluid level and return valve position are highly
sensitive to extra heat load on the cryopumping system. This
suggests that the model could be used in the design of a
condition monitoring scheme to detect loss of vacuum events.

Future work will see this model used to design a condi-
tion monitoring scheme, making use of the parity equations
approach. This model could also be used as a basis for
developing simulations of faults and could also be used as
part of a model based control design process.
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Abstract—On future UAVs it is envisaged that the power
requirements of all on-board electrical systems will increase.
Whilst, in most flight (mission) situations the installed generation
capacity will have adequate capacity to operate the systems, it is
possible that during certain abnormal situations the generators
on-board may be forced to operate under very high load condi-
tions. The main failure mechanism for a generator is overheating
and subsequent disintegration of windings, hence the research
problem being addressed here is that of modelling the thermal
dynamics of a generator in such a way that the model can be
used to predict future temperatures given knowledge of the future
mission requirements. The temperature predictions will be used
to allow prioritising of the mission actions in order to get the
most out of a generator without overheating it.

The research presented here shows details the modelling of the
generator, and presents some initial validation results showing
good correlation between data taken from the rig and the
simulation output of the model.

I. INTRODUCTION

The current trend of increased use of electrical power to run
systems on-board an aircraft [1] [2] has lead to much research
being undertaken to improve system performance, reliability
and maintainability. Flight critical systems previously operated
by other means, such as hydraulics or pneumatics, now need to
be guaranteed a constant supply of electricity to be considered
safe. This aim of this study is to look at power supply within
aircraft, focusing particularly on power generation, aiming to
develop methods of ensuring more reliable supply of power.

The ability of a generator to supply power is based upon its
thermal state, assuming there are no other faults on the system.
Under normal circumstances a well designed generator will
easily operate within its thermal limits, but certain abnormal
situations may force very high loading of the generator which
could push it near or above its thermal limits.

The main failure mechanism for a generator is overheating
and subsequent disintegration of windings, hence the research
problem being addressed here is that of modelling the thermal
dynamics of a generator in such a way that the model can
be used to predict future temperatures given knowledge of the
future mission requirements. The temperature predictions will
be used to allow prioratising of the mission actions in order
to get the most out of a generator without overheating it.

When looking at the literature available on thermal mod-
elling of electrical machines it became apparent that it was
almost exclusively focused on their design, and there was no
work using this type of model as part of a health management
system. The types and use of thermal models is summarised
by Boglietti et.al. [3] in their survey paper.

When choosing the modelling method, the biggest factor
in the decision was the execution speed. For the model to
be useful in a prediction system it would have to be able to
make predictions in real-time, this eliminated computational
fluid dynamics (CFD), and finite element analysis (FEA) as
possible methods due to their computational intensity. Instead
a lumped parameter, thermal network type model was chosen.

Literature is available detailing this type of model. Example
include the work of Perrez and Kassakian [4], and the work
of Mellor et. al. [5]. This works on the principle that at its
most simple an electrical machine is a lump of iron/steel,
with copper windings. By modelling the iron parts of the
generator as cylinders, parameters can be designed to calculate
the average temperature of the various components to a good
degree of accuracy, but using a fraction of the computing
power of other methods.

The rest of this paper details the design of the thermal model
for a generator, specifically one that is part of an experimental
rig available to help validate the model. Section II. talks about
the experimental rig. Section III. details the model design
and choices, as well as the method of simulation. Section IV.
details the current results, and section V. concludes the paper.

II. EXPERIMENTAL SETUP

The experimental rig setup is shown in Figure 1.
The rig itself consists of a motor driving the shaft of a 3-

phase, 415V, 50Hz generator with a rated power of 5kVA,
allowing the shaft speed to be controlled as necessary for any
experiments. Table I lists the sensor measurements currently
available, although more sensors are to be added in the near
future to give a larger range temperature measurements from
the generator. These include the temperature of the air flow at
the input, output, and in some of the air spaces where possible.
Sensors which enable a mass flow reading for the airflow to
be determined are also to be installed.
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Fig. 1. Test Rig.

TABLE I
SENSOR ON THE RIG

Variable Signal Label Transducer Range

Stator Phase U Current Ua1 ±230A

Stator Phase U Current Ua2 ±15A

Stator Phase V Current Va1 ±230A

Stator Phase V Current Va2 ±15A

Stator Phase W Current Wa1 ±230A

Stator Phase W Current Wa2 ±15A

Stator Phase U - Neutral Voltage Uv ±500V

Stator Phase V - Neutral Voltage Vv ±500V

Stator Phase W - Neutral Voltage Wv ±500V

Exciter Winding Current Ea ±5A

Exciter Winding Voltage Ev ±125V

Auxiliary Winding Current Xa ±2.5A

Auxiliary Winding Voltage Xv ±500V

Stator Phase U Temperature Ut −50 to 300◦C

Stator Phase V Temperature Vt −50 to 300◦C

Stator Phase W Temperature Wt −50 to 300◦C

III. MODEL DESIGN

The first stage in designing a lumped parameter model is
to subdivide the generator into the various section, with each
section then being modeled, as a subset of the full model. The
subdivisions need to model the generator in sufficient detail
that the temperature states of various parts of the generator can
be found. This is balanced by the most important requirement,
that the model is able to simulate the thermal state in real
time so the number of nodes needs to be kept to the minimum
possible.

Many authors have made different choices in how they
subdivide their model Yangsoo et.al [6] divided the stator and
rotor into multiple nodes in order to obtain the best possible
accuracy, but this also lead to increased computation time.
Kylander [7] showed that a thermal network model can still
obtain high accuracy even when subdividing the machine in a
modest number of areas. This was also applied by Okoro [8]
giving steady state temperatures within ±5◦C.

Fig. 2. Standard Cylinder and Thermal Network [5].

A. Subdivisions within the Model

In the model the generator was broken down into 5 main
areas, some of which were further subdivided. The 5 areas
were the frame, stator, rotor, shaft and the air within the
generator.

Unlike most current literature where the whole motor is
considered in the same amount of detail, whether that be high
or low, for this model the most important heat paths were
identified and modeled in the most detail. These were: the
stator, due to the fact that the stator winding will be the hottest
part of the motor; and the air in the generator, the high airflow
through the machine means that the forced convection created
by it needs to be modeled carefully to get the best accuracy.

Two types of heat transfer considered in the model: con-
duction; and convection. The conductive heat transfer was
modeled using a node at the centre representing the average
temperature of the section, where any heat input, and the heat
storage of the section are introduced, thermal resistance then
describe the heat conduction over the component. The general
model used to represent a cylinder is shown in Figure 2.

Due to the fact that the stator in the machine is only
54mm long, it was assumed that the axial temperature in the
components of the model is constant, this is shown in figure 2
as a single thermal resistance Ra representing the flow of heat
from the mean temperature to the ends of the cylinder. Unlike
many authors using this approximation though the decision
was taken to model the whole length of the machine, not just
half. This was due to considerations with the coolant network
that are described later. The equations for the network from
Mellor et. al. are shown below [5].
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Ra =
L

6πka(r21 − r22)
(1)

Rb =
1

2πkrLs

(
1−

2r22log(
r1
r2
)

r21 − r22

)
(2)

Rc =
1

2πkrLs

(
2r21log(

r1
r2
)

r21 − r22

)
(3)

Rm =
1

4πkrLs(r21 − r22)

(
r21 + r22 −

4r21r
2
2log(

r1
r2
)

r21 − r22

)
(4)

Where Ra,b,c,m are the resistance shown in Fig. 2, L

is the cylinder length, r1 and r2 are the outer and inner
radius respectively, kr and ka are the axial and radial thermal
conductances, and s is the stacking factor.

1) Stator: As stated earlier the stator is one of the two
important areas in the model, and getting the necessary detail
to model the winding temperature as well as the iron temper-
ature was necessary. The stator was split into three areas, the
stator back iron, stator teeth and stator winding. The stator
iron and teeth were modeled as cylinders shown above, with
the addition for the stator teeth of a resistance which gave the
temperature of the inside of the slot touching the winding.

The stator winding was modeled by using the network for
a rod (i.e. inner radius = 0) to represent a single slot, then
multiplying this by the number slots on the stator.

2) Rotor: The rotor was modeled as a single cylinder, this
choice was made because it was less important to have the
same detail in the model that the stator has, as it would be
much cooler during operation and not liable to overheat. It
would also be extremely difficulty to measure the temperature
of the rotor during operation making it hard to validate the
results accurately, and the extra computation time required to
simulate the nodes is unnecessary in this application.

3) Shaft and Frame: Both the shaft and frame were mod-
eled as simple two resistance networks, which are more than
adequate for this application.

B. Coolant Network

The generator that the model is based upon (Fig. 1) has a
large fan attached to the shaft designed to provide a large
amount of airflow through the generator. This means that
within this model it is not appropriate to assume that most
heat transfers from the stator to rotor, or vice versa.

Yangsoo and Kauth [6] researched the modelling of an
induction motor with forced cooling, using a two-network
solution, one for the motor, one for the cooling. In this case
both parts are modeled as a single network in order to maintain
greater simplicity. The major difference between radial and
axial heat flow is in how the resistance for axial heat flow is
defined. Figure 3 shows a diagram of the thermal network for
the air gap in the machine.

The thermal resistances Rcon1 and Rcon2 are calculated
using the equation for convective heat transfer

��
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�����

�����

����

Fig. 3. Network for airflow.

R =
1

hCA
(5)

Where hC is the convective heat transfer co-efficient, and
A is the surface area.

The thermal resistance for Rin and Rout are based upon
the mass flow rate through the air section

R =
1

ṁCp

(6)

Where ṁ is the mass flow rate, and Cp is the thermal
conductivity. As expected this leads to very low resistance
values for axial heat flow through the air sections as expected
with forced convection.

This thermal network is used to model the four air sections
in the generator, the air gap, the two end air sections, and
finally the air in the gap between the stator and the frame.
The air flows into the end air at one side, splits between the
air gap and top air, then re-combines on the other side. The
size of the gap between stator and the frame is much larger
than the stator/rotor air gap meaning the large proportion of
the air flows through it cooling the stator and transferring some
heat to the frame.

C. Solving the Thermal Network

Figure 4 shows the complete thermal network of the gener-
ator, with Table II showing what each number in the diagram
represents. From this a heat balance equation can be obtained
for each node in the model, the equation for the central node
of the stator iron is shown below

Csi

dθsim

dt
=

1

Rsia

(θsia − θsim) +
1

Rsir3
(θsim′ − θsim) +Usi

(7)
Where the subscript si denotes that the value is from the

stator back iron, with the letters a and r, denoting axial and
radial directions respectively, Rsia for example is the stator
iron axial resistance. Csi is the heat storage for the stator back
iron, θsim is the average temperature of the part, Usi is the heat
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Fig. 4. Complete thermal network.

TABLE II
MODEL SUBDIVISIONS

Fig. 4 No. Generator Part

1 Frame

2 Top Air

3 Stator Back iron

4 Stator Teeth

5 Stator Winding

6 End Air In

7 Air Gap

8 End Air Out

9 Rotor

10 Shaft

input to the stator iron. θsia and θsim′ are the temperatures
at the adjacent nodes, with Rsia and Rsir3 being the thermal
resistance between them.

Each node can be expressed in a similar manner to Eq. 7,
these equations can then be expressed in matrix form

[C]
d[θ]

dt
= [G][θ] + [u] (8)

where [C] is a square matrix of thermal heat storage values,
[G] is a square matrix of thermal conductance between nodes,
[θ] is the node temperature states, and [u] is a column matrix
of heat sources. The above differential equations allow the
network to be solved for transient conditions.
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TABLE III
SIMSCAPE EQUIVALENT COMPONENTS

Electrical Component Thermal Equivalent

Resistor Thermal Resistance

Capacitor Heat Storage

Current Source Heat Input

Voltage Source Constant Temp

D. Simulation in Simscape

When the initial work was undertaken to create this model,
the first iterations were kept simple with few nodes to test
the concept, complexity was then increased through iterations,
with the addition of nodes. It was found that while it was
easy to update the various resistances within the model using
a simple Matlab script, the addition of nodes meant that often
equations completely changed, as well as new ones added,
and this meant that the system of equations would have to
constantly be re-written, and then condensed, taking a lot of
time.

In order to speed up the process, to avoid having to re-
calculate the the matrices for Eq. 8 every time changes to
the number of nodes are made, the Simscape package in
the Matlab Simulink environment was used. Specifically the
electrical component libraries. The electrical library was used
instead of the thermal library due to the fact the thermal library
doesn’t have the flexibility required to simulate the cylindrical
components used, nor can some of the interactions be modeled
sufficiently between certain sub-divisions within the model.

The electrical components within the model are easily
related to the equivalent thermal ones, Table III list the
components and what they represent.

IV. VALIDATION

Some initial data was collected from the alternator rig and
was used to show that the model performed as expected.
Currently it was only possible to extract temperature data for
stator windings, as more temperature sensors are yet to be
installed, but the results still give a good indication of the
accuracy of the model until full validation is finished.

The temperatures were measured using PT 100 type plat-
inum resistance thermometers (PRT) placed within each of the
stator windings. The PRTs conform to the class B specification
in BS 1904 : 1984 [9], the probes are 35mm long, and 4.8mm
diameter, with a thin film core. The three measurements taken
were then combined to give an average temperature of the
stator windings as a whole.

Figure 5 shows a comparison of the measured stator winding
temperature to the simulated one. The results show that the
model simulates the final steady state temperature with good
accuracy, but as is seen in work by others [8] the time constant
of the model is faster than the actual system, while this
doesn’t lead to huge inaccuracy matching the time constant
more accurately will provide better performance during rapid
load transitions. Further data needs to be collected, giving
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Fig. 5. Initial comparison of model to stator winding temperature.

information on other areas of the generator. Tests need to be
undertaken which show the model simulating multiple steps
for increasing power output, and finally tests which show the
model performance during a cooling cycle.

Also included are graphs showing the simulated tempera-
tures for the rest of the generator (Figures 6 and 7). Looking at
the graph it can be seen that the simulation results meet some
basic expectation. The stator winding and teeth are the hottest
parts of the generator as expected, followed by the stator iron.
It also shows that the heat flow in the air is modeled correctly,
with the input air temperature much lower than the output air
temperature.

V. FURTHER WORK

The work described here covers just the initial modelling
of the generator, with some initial validation work completed.
The next stage is to complete the validation process, with the
expectation of increasing the accuracy of the model further,
especially refining the most important heat paths in the model
around the stator and its winding, as well as the airflow through
the generator.

There is also the second stage of the study to complete
using the model as a prognostic tool to predict the generator’s
thermal state over time. This will include designing a system
to set the initial model states as accurately as possible before
prediction, a method of creating estimated load profiles, and
the designing of scenarios to test the system at its limits.

VI. CONCLUSION

This paper has presented the thermal model for a 3-phase
generator. The execution is very fast, simulating 3614 seconds
of operation in 2.59 seconds, therefore easily fulfilling the
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Fig. 6. Stator, Frame and Top Air temperatures with current over time.
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Fig. 7. Air and Rotor temperatures with current over time.

most important requirement of the model, to operate in real-
time or faster.

Initial validation results show that the model is able to
achieve a good degree of accuracy as well, simulating transient
operation. Although there is still more testing to be undertaken
with extra sensors added to test if this accuracy is maintained
across all temperature states of the model.
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Abstract—This paper investigates the use of time domain 
vibration features for detection and diagnosis of different 
faults from a multi stage reciprocating compressor. 
Principal Component Analysis (PCA) is used to develop a 
detection and diagnosis framework in that the effective 
diagnostic features are selected from PCA of 14 potential 
features and a PCA model based detection method using |}~����������� and � statistics is subsequently developed 
to detect various faults including suction valve leakage, 
inter-cooler leakage, loose drive belt, and combinations of 
discharge valve leakage with suction valve leakage, 
suction valve leakage with intercooler leakage and 
discharge valve leakage with intercooler leakage. A study 
of ��-contributions has found two original features: 
Histogram Lower Bound and Normal Negative log-
likelihood which allow full classification of different 
simulated faults. 

Keywords; Fault detection, Vibration, Reciprocating 
compressor, Principles component analysis, contribution 
plots. 

I. INTRODUCTION 
Principal component analysis (PCA) has been 

applied successfully in condition monitoring 
systems[1]. Statistical techniques for extracting process 
information from massive data sets and interpreting 
this information have been developed in various fields 
[2, 3] and PCA has been widely used to reduce the 
dimensionality of the original dataset by projecting it 
onto a lower dimensional space. Such a procedure was 
first proposed in 1933 by Hotelling [4] to solve the 
problem of de-correlating the statistical dependency 
between variables in multivariate statistical data 
derived from exam scores.  

 In the PCA approach, the first principal component 
corresponds to the direction in which the projected 
observations have the largest variance. The second 
component is then orthogonal to the first and again 
maximizes the variance of the data points projected on 
it. One approach that has proved particularly powerful 
for monitoring and diagnosis is the use of PCA in 
combination with x� charts, � charts, and contribution 
plots [5]. Chemometric techniques for multivariate 
process monitoring have been described in several 
review papers [6]. Misra et al., applied PCA techniques 
to industrial data from a reactor system and compared 
its performance with that of a multi-scale PCA 
approach [7]. Some researchers have used different 

extensions of PCA such as nonlinear, multi-scale or 
exponentially weighted PCA [8]. Roskovic used PCA 
to analyse automatic fault detection and identification 
of process measurement equipment or sensors [9]. 

In this work, PCA is used not only as an approach 
for feature space dimensionality reduction but also for 
contribution plots. 

A contribution plot shows the contribution of each 
process variable to the statistic calculated. A high 
contribution of a process variable usually indicates a 
problem with this specific variable. This approach has 
been used and works successfully in practice [10, 11] 
as it does not need historical information for the 
results. Kourti and MacGregor [12] applied 
contribution plots of quality and process variables to 
find faulty variables for a high-pressure low-density 
polyethylene reactor. They remarked that the 
contribution plots may not reveal the assignable causes 
of abnormal events; but, the group of variables 
contributed to the detected events will be identified for 
further investigation. Kano, et al., [13] presented the 
contribution of each process variable to the 
dissimilarity index used in DISSIM which can be used 
to identify the variables that contribute significantly to 
an out of control value of the dissimilarity index, and 
then the effectiveness of the contribution plot is 
evaluated. Qin et al., [14] decentralized a complex 
chemical process into several blocks; hierarchically 
investigating block and variable contributions to isolate 
faulty variables. Since the monitored variables were 
arranged into blocks according to the process, the fault 
isolation tasks were easier to perform than an 
investigation of all the variables. Yoon and MacGregor 
[15] comprehensively compared the model-based and 
data-driven approaches for fault detection and 
isolation, and concluded that the contribution plots 
provide for easy isolation of simple faults, but that 
additional information about the operating process is 
needed to isolate complex faults. This paper is 
organized as follows. Section 2 presents an overview of 
PCA for detection faults of the x� and ���statistics. In 
Section 3 the contribution plots ���statistic. 
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II. BASIC THEORY 

A. Data Modelling using PCA 
A primary objective of PCA is for dimensionality 

reduction or data compression to achieve efficient data 
analysis. PCA forms a new smaller set of variables 
with minimal loss of information, compared with the 
original data. Based on this unique characteristic, PCA 
is used for classification of variables and hence early 
identification of abnormalities in the data structure, i.e. 
detection of faults. 

The PCA creates a covariance matrix (or 
correlation matrix) by transforming the original 
correlated variables into a new set of uncorrelated 
variables. Let the variables describing the machine 
being investigated be the m–dimensional data set: �� � ��)
 �.
 ��
 / ��, the PCA decomposes the 
observation vector,��, into a set of new directions P as 
[16]: 

� � w�� � �	�	� ' ����� ' <' ����� 
 � � �������&	 � �)��

Where �" is an eigenvector of the covariance matrix 
of ��. � is defined as the principal component loading 
matrix and x is defined to be the score matrix of the 
principal components (PCs).  

The loading matrix helps identify which of the 
variables contribute most to individual PCs, whilst the 
score provides information on sample clustering and 
identifies transitions between different operating 
conditions.  

The expectation with PCA is that the original 
variables are sufficiently well correlated that the only a 
relatively small number of the new variables (PCs) 
account for most of the variance. In this case no 
essential information is lost by using only the first few 
PCs for further analysis and Equation (1) can be 
expressed as [17]: 

 � � w�� ' � � � ����� ' ���&	 � �.��
Where � represents a residual error matrix. For 

example, if only the first three PCs represent a 
sufficiently large part of the total variance, � will be 
calculated by: 

 � � � � i�	�	� ' ����� ' �f�f�j� ����
In certain applications such as process monitoring, 

when a plant malfunctions, original variables have 
minimal impact on the first few PCs, but dominate the 
higher orders. Thus in process engineering use of these 
higher order components may be needed to provide the 
necessary diagnostic information [16]. In this way � 
can be very useful to measure these changes. 

B. PCA Model Based Detection 
PCA based fault detection is usually based on two 

detection indices: Hotelling’s x� statistic and ���statistic. 

Hotelling’s x�statistic is a measure of the major 
variation of measurement variation and detects new 
data if the variation in the latent variables is greater 
than the variation explained by the model or baseline 
condition. For a new measurement feature vector x, the x� statistic detection can be found from: 

 w� � ����,	��� � w�� ����
Where the )22�) � %�� control limit for x�� is 

calculated by means of a F-distribution as [18]: 

 w�� � ���,	��,� �� 
� � )¡ K�� �¢��
Where ��£
¤ � )¡ %� is an F-distribution with £ 

and �¤ � )� degrees of freedom, with chosen level of 
significance %, £�is the number of PC vectors retained 
in the PCA model, and m is the number of samples 
used to develop the model. The ���statistic, also 
represented as S��, is the squared prediction error. It is 
a measure of goodness of fit of the new sample to the 
model. The ���statistic based detection can be done by: 

 ¥�� � ¦�§ � �����¦� � ¨�� �©��
The )22�) � K�� control upper limit ¨�[12] is: 

 ¨� � ª	 [«o¬®�¯°¯± ' ) ' ¯°«o�«o,	�¯±° ] ±²o� �³��
Where:  

 ª� � � �́��́&µ�	 �� �¶��
� ·R � ) � �¯±¯¸f¯°° � �¹��

New events (faults) can be detected using the x�or S��; the �-contribution plot represents the significance 
of each variable on the index as a function of the 
variable number for a certain sample, and can be used 
to diagnose the fault. When the x�or S�� exceeds the 
threshold, the contribution of the individual variables 
to the x� or S���can be identified, and the variable 
making a large contribution to the x� or�S�� is 
indicated to be the potential fault source. In general, 
when an unusual event occurs and it produces a change 
in the covariance structure of the model, it will be 
detected by a high value of �. 

C. Contribution Plots of ¨ Statistic 
Once an abnormal factor has been detected, it is 

important to diagnosis the special event to find its 
cause. The contribution of the measurement variable 
and time periods to the deviation observed in the � 
statistic can be used to help suggest an assignable 
cause. Using the distributions, confidence limits for the 
two statistics can be obtained. For the monitoring of 
new batches, the process data of the new batch ��º��»T � )) is projected onto the model. 

 �¼½¾� � �¼½¾� �� ' ¿¼½¾� � �)2��
462



�¼½¾� �� � �¼½¾� ������,	�
¿¼½¾� � �¼½¾� � �¼½¾� ���

The ¨-statistic for the new batch,��¼½¾  is defined as 
follows: 

 ¨¼½¾ � � �¿¼½¾
´���ÀÁ��&	 � �))��
D. Contribution of the Process Variables to the ¨ 

Statistic 
If, for a specific new batch, a disturbance was 

detected in the �-chart of the residuals, then the 
contribution of the variables to the �-statistic should be 
investigated. The contribution ÂcÃÄ  of process variable�Å 
at time £ to the �-statistic for this batch equals: 

 Ǽ �Ç � �¿¼½¾
´��� � ��¼½¾
´� � �È¼½¾
´�����).��
 Where É�º�
cÃ is the Å£th element of É�º�
cÃ�»T �)�
� ÉÈ�º�
cÃ is the part of this element predicted by the 

model, and a�º�
cÃ is the residual. In order to find at 
disturbance occurred, all contributions� ÂcÃÄ � can be 
plotted and examined [19].  

III. VIBRATION DATA AND FEATURE 
CALCULATION 

A. Vibration Data Acquisition 
Vibration datasets were collected from a two-stage, 

single-acting Broom Wade TS9 reciprocating 
compressor, which has two cylinders, designed to 
deliver compressed air between 0.55MPa and 0.8MPa 
to a horizontal air receiver tank with a maximum 
working pressure of about 1.38MPa.  

 
Figure 1 Reciprocating compressor test system. 

As shown in Figure 1, the driving motor was a three 
phase, squirrel cage, air cooled, type KX-C184, 2.5kW 
induction motor. It was mounted on the top of the 
receiver and transfers its power to the compressor 
through a pulley belt system. The transmission ratio is 
3.2, which results in a crank shaft speed of 440 rpm 
when the motor runs at its rated speed of 1420 rpm. 
The air in the first cylinder is compressed and passed to 
the higher pressure cylinder via an air cooled 
intercooler.  

For characterising vibrations under different faults, 
four common faults were seeded into the compressor: a 

leaky discharge valve in the high pressure cylinder, 
suction valve leakage, a leaky intercooler, a loose drive 
belt. Different combinations of these faults were also 
used; discharge valve leakage combined with suction 
valve leakage, suction valve leakage combined with 
intercooler leakage and discharge valve leakage 
combined with intercooler leakage. In order these faults 
are denoted: fault 1, fault 2, fault 3, fault 4, fault 5, 
fault 6 and fault 7. These faults may have little effect 
on the pressures generated but a faulty compressor will 
consume more electrical energy than a healthy 
compressor. 

Vibrations of the two-stage compressor were 
measured using two accelerometers mounted 
respectively on the low stage and high stage cylinder 
heads near the inlet and outlet valves. As shown in 
Figure 2. In addition, the pressures, temperatures and 
speed were also measured simultaneously for 
comparisons. The data segment collected is 30642 
samples at different discharge pressures ranged from 
0.2 to 1.2MPa in steps of 0.1MPa. As the sampling rate 
is 62.5 kHz, each segment of data includes more than 
three working cycles of the compressor, which is 
sufficient for obtaining stable results. In total, 8×11=88 
data records were collected for the baseline and seven 
faults for each discharge pressure. 

 
Figure 2 Vibration transducers 

B. Time Domain Features   
Many features (statistical parameters) can be 

extracted from the raw vibration signals for fault 
detection and diagnosis. The parameters used in this 
study have been proved previously by many 
researchers as effective representation of vibration 
signals for CM.  

The statistical parameters extracted from the raw 
vibration signals included, peak factor, RMS, 
histogram lower bound (HLB), histogram upper bound 
(HUB), entropy, crest factor, absolute value, shape 
factor, clearance factor, variance, skewness, 
kurtosis[20], normal negative log-likelihood value 
(Nnl) and Weibull negative log-likelihood value (Wnl) 
[21].  

Weibull negative log-likelihood value and normal 
log-likelihood value were used recently for features 
extraction from vibration signals [21]. 

 �IÊËI � �IÊËÌ H NÍ
 ÎÏÐO�&	  
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 � �� ÑÊË H�Í
 ÒÓ���¼�&	  (13)�
Where H���
 Í
 Ò� is the probabilty density function. 

For Weibull negative log-likelihood function and 
normal negative log-likelihood function, the pdfs are 
calculated as follows: 

@a-ÔbÕÕ�Ö����H���ÓÍ
 Ò� � Îµ �NÏÐµOÎ,	 ¿��,N×ÐØ OÙ�
ÚÛB¤YÕ�Ö���H���ÓÜ
 Ý� � 	Þ(�ß ¿��,�ÏÐ,àá�Þ°�°�

where Ü and Ý denote the mean and standard deviation 
respectively. 

IV. DETECTION AND DIAGNOSIS RESULTS 

A. PCA Model Development 
 Figure 3 shows the relative variance of the fourteen 

variables selected for PCA. It also shows that seven of 
these account for 99% of the variance, and this means 
that the subspace composed of those seven PCs 
contains enough information on the variation of the 
original features for it to be sufficient to detect the 
faults in the reciprocating compressor.  

 

 

 

 

 

 

 

 

 

 

B. PCA Model Based Detection 
From Figure 4(a) and 4(b) it can be seen that most 

of both w�� and ¥�� are within the thresholds but there 
are three occasions, at samples 2, 30, 45, at which the 
threshold is exceeded. This can be due to the non-
stationary behaviour of the vibration signal and the 
ability of PCA to detect the change which are 
acceptable from statistical analysis but means the 
confidence level is selected appropriately. 

 

 

 

 

 

 

 

 

On the �-chart in Figure 5(a), there are some points 
at which the control limit is exceeded, and these 
indicate false alarms. However, the�w� statistics 
detected a fault at the same points as shown in Figure 
5(b), which shows too many contents reflected by the 
latent PCs and indicate the presence of a fault. 

 

 

 

 

 

 

 

 
 

 

 The performance of the ¨ method with the leaky 
suction valve is shown in Figure 6(a). It can be seen 
that the ¥�� value exceeds the threshold value many 
times which indicates the occurrence of major faults 
while the w� method crossed the control limits fewer 
times as can be seen from the Figure 6(b). 

 
 

 

 

 

 

 

 

 

The result in Figure 7(a, and b) show the ¨�Ynd w� 
statistics for the intercooler leakage fault, and the 
values at which the threshold is crossed can be clearly 
seen in both plots but with larger deviation amplitude 
in the w� method. 

 

 

 

 

 

 

 

 

 

Figure 8 depicts the performance w� and ¨ methods 
of the loose belt fault. From the obtained result it can 
be seen that the ¥�� values cross the threshold many 
times, which indicates the occurrence of the major 

Figure 3 Principal component selection. 
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Figure 4 Model evaluation 
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Figure 6 Suction valve leakage detection by w� and ¨ statistics. 
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Figure 7 Intercooler detection by w� and ¨ statistics. 
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Figure 5 Discharge valve leakage detection by w� and ¨statistics. 
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faults. While the w�-statistic has crossed the threshold 
in less points with varying amplitude. 

 

 

 

 

 

 

 

 

 
 

The performance of w� and ¨ statistics models with 
combined faults was also investigated. Figure 9 shows 
the results for combined discharge valve leakage and 
suction valve leakage. It can be seen that with the x� 
method there are a number of occasions when the S�� 
value exceeds in threshold value. Similarly the ¨ 
statistics clearly shown the�¥�� plot crossed the 
threshold a large number of times which indicates the 
occurrence of major faults. This confirms the ability of 
the w� method to detect combined faults. 

 

 

 

 

 

 

 

 

 
 

 For combined suction valve leakage and 
intercooler leakage, both w� and ¨ statistics detected 
the faults as shown in Figure 10, where it can be 
clearly seen that many data points exceeds the 
threshold. Both models exhibited similar performance 
for detection of this fault with particularly high 
deviation amplitudes in the ¨ statistics. 

 

 

 

 

 

 

 

 
 

From the Figure 11, the combined discharge valve 
leakage and intercooler leakage provide many data 
points that exceed the threshold for the both w� and ¨ 
statistics and hence indicate the presence of severe 
faults. 

 

 

 

 

 

 

 

 

 
 

C. PCA Model Based Diagnoses 
 Once a fault has been detected, it is important to 

identify an assignable cause. Identification of the 
source of the fault is facilitated by inspecting the plots 
showing the contributions of the various measurement 
variables to the deviations observed in the monitored 
metric. Such contribution or diagnostic charts can be 
immediately displayed on line by the system, as soon 
as the special event is detected. Although they may not 
provide an unequivocal diagnosis, they should at least 
clearly indicate the group of variables that are primarily 
responsible for the detected fault. The contribution 
plots obtained from the data in different cases as shown 
in Figure 12, the contribution of each variable is 
different. The major variables contributing in these 
deviations were mostly variables 10, 11 and 13 along 
with variables 2, 3, 4 and 14. The variables 
contributing most significantly to the �-statistic are 10 
and 13 because they are largest. This result implies that 
a fault or disturbance related to a pressure in the 
process occurs. On the other hand, the variables 
contributing significantly to the dissimilarity are 2, 3, 
4, 11 and 14. These variables are slightly different from 
the variables contributing in the process occurs. Thus, 
the information obtained from the contribution plots is 
useful for investigating the cause of the fault. 

 

 

 

 

 

 

 

 

 
 

The results in Figure 13 show that variable 11 
contributes most for the loose drive belt fault and 
combined discharge valve and suction valve leakage. 

Figure 8 Loose belt detection by w� and ¨ statistics. 
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Figure 12 Overall Q contribution charts for 14cases based on 
PCA model. 
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Figure 10 Combined suction valve leakage and intercooler 
leakage detection by w� and ¨ statistics. 
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Figure 9 Combined discharge valve leakage and suction valve 

leakage detection by w� and ¨ statistics. 
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Figure11 Combined discharge valve leakage and intercooler leakage 
detection by w� and ¨ statistics. 
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Variable 13 also recorded the highest contribution for 
combined discharge valve and suction valve leakage.  

 

 
 
 

 

 We can therefore represent that faults as 
combinations of variables. Figure 14 presents a way to 
achieve separation between the normal operation and 
operation with any of the given faults. It provides the 
best combination of variables, with which to detect 
faults most effectively. It can be shown that the best 
combination of variables given by the ¨-plots are 
variables 11 and 13. This combination gives a direction 
in the multivariate tool-state variable space, onto which 
the data can be projected, which can be used for 
detecting a specific class of fault. This is depicted in 
Figure 14. For each fault that is classified. 

 

 

 

 

 

 

 

 

 

 
V. CONCLUSIONS 

It has been demonstrated in this study that PCA 
based approaches allow the detection of single and 
multiple faults in a reciprocating compressor. The 
model developed from baseline consists of the seven 
most important PCs which explain nearly 99% of the 
variances from 14 original vibration features. The 
presence of faults can be detected by comparing the 
feature values from the time domain of the vibration 
signal with the w� and ¨ statistics.  

However the ¨-statistic had better detection ability 
for all faults investigated. The contribution of the ¨-
plot, was presented in a way which allows it to be used 
with any latent variable component or regression model 
to detect a specific progress variable. The ¨-
contributions show that two particular variables, 10 and 
13 gave the largest values of the minimum difference 
between different cases, thus these were used to detect 
and differentiate the given faults. 
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 Figure 8 .Fault classifications based on feature 11 and 13 
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Figure 13�¨ contribution charts for fault classification based on 
feature 11 and 13. 
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Abstract --In this paper, an eigenstructure assignment fault 
detection approach to linear time invariant (LTI) systems is 
extended to Linear Parameter Varying (LPV) systems. Fault 
detection filter design algorithms using eigenstructure 
assignment have been widely studied for LTI systems. 
However, LPV strategies are very useful for systems which 
have no unique equilibrium and are difficult to linearize. The 
parametric eigenstructure assignment approach is used to 
design an observer as a residual generator by viewing the 
varying parameters as fixed parameters in the design 
procedure. The residual observer feedback structure is 
implemented using a measured scheduling parameter An 
example is given of actuator fault detection of a two-link 
manipulator system. 

Key words:  Fault detection; LPV systems; Eigenstructure 
assignment, Fault residual generation 

I. INTRODUCTION

Safety and reliability are very important in control 
systems and these demanding requirements must be ensured 
at a reasonable level. Fault detection (FD) methodologies 
and techniques are important topics in systems engineering 
from the viewpoint of improving plant safety and reliability. 
The FD literature is vast and the topics addressed are 
essentially related to the different design methodologies 
proposed to tackle the FD problem [1-4]. Model-based FD 
techniques are the most popular and are receiving 
considerable attention. The ideas are to derive a 
mathematical model of the plant and to compute additional 
artificial signals that are checked, during the on-line 
operations, with the corresponding measured quantities. State 
observers are often considered as the role of on-line residual 
generation because of the fast detection rate [5].

The eigenstructure assignment approach to robust FD
was first demonstrated in [6]. It has been shown that a well-
defined residual signal can be completely de-coupled from 
the disturbance by assigning a suitable eigenstructure to an 
observer. In this way, robust fault detection is achieved. 
Parametric eigenstructure assignment approaches [7-14] 
opened a wide field to use the design freedom of eigenvalue 
placement to achieve other desired performance, such as 
structured disturbance decouple. Some optimization 
approaches were also considered in the FD  methods with 
pole placement [15-17]. 

Many real systems cannot be modeled by linear models,
for example when no unique equilibria exist. A feasible 
approach to handle the nonlinearity of such systems is to use 
linear parameter-varying (LPV) models to approximate the 
dynamic nonlinearity. The LPV strategy was first introduced 
in [18, 19] and the big advantage of LPV modeling is that 
powerful linear design tools for stability and performance 
can be extended and applied [20, 21], LMI methods for 
multiple-model FD have been studied in [22, 23]. Traditional 
multi-model eigenstructure assignment approaches use 
iterative methods based on optimizing the worst case 
performance and the initial condition is calculated e.g. by a
linear quadratic regulator (LQR) or by an H infinity method 
[24, 25].

In this paper, a non-iterative robust fault detection 
approach is presented based on a state observer structure 
within the LPV framework. The LPV fault detection 
approach is an extension of the approach in LTI case. Using 
parametric eigenstructure assignment, the varying 
parameters are viewed as fixed parameters in the design 
procedure and the observer law is implemented with the 
varying parameters measured or estimated on line.  

The remainder of the paper is organized as follows: 
Section II recalls the parametric eigenstructure assignment 
approach to LPV systems and FD approach for LTI system.
A design procedure for robust FD is also proposed in this 
Section; Section III demonstrates the usefulness of the 
proposed approach by a means of a two-link manipulator 
example. Conclusions are given in Section IV. 

II. PARAMETRIC EIGENSTRUCTURE ASSIGNMENT TO LPV
SYSTEMS

Consider a stable LPV system in the following form: 

��� � �� �

� ����������� ��! �

where  are the state 
vector, the input vector and measured output vector, 
respectively. And and are the fault vector and 
disturbance signal, respectively.  is a known constant 
matrix and  are known 
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continuous functions of a time-varying parameter vector 
 which satisfies: 

�

where  is a compact set. Hereafter, the subscript  is 
omitted without causing confusion. 

The observer dynamics used by the residual generator are 
described by: 

�

�" �

where  is the residual vector,  and  are state and 
output estimation vectors. The matrix  is the 
residual weighting factor.  

A. LPV Parameric Eigenstrucutruer assignent  
Observer design is dual of state feedback controller 

design. Left Eigenstructure assignment of observer is dual of 
the right Eigenstructure assignment of state feedback 
controller. That means if the desired left eigenvector matrix 
of  is , then the desired right 
Eigenvector matrix of  is . That 
is to say the desired left Eigenvector of 

can be assigned by assigning the right eigenvector 
of . By the definition, if the right 
eigenvector matrix of  is  the 
eigenvalue matrix is . It follows that: 

����� �# �

Let , Equation (4) can be rewritten as 

�� �$ �

Hence, the problem to assign desired closed-loop 
eigenstructure to a system using a residual generator is to 
find a solution of (4). 

Now, without proof, a theorem of parametric solution of 
Sylvester equation is introduced, and the proof details can be 
found in [8, 9, 26]. 

Theorem 1 

Let  be controllable, and the matrix  be 
of full-column rank. If the desired closed-loop self-conjugate 
eigenvalue set be described as 

 The algebraic and geometric 
multiplicities of the eigenvalue are denoted by and ,
respectively and satisfy the relations: 

� �

Then all the solutions of the Sylvester matrix equation [10]: 

�

are given by:  

����% �

�

where the  are arbitrarily chosen from parameter 
vectors.  and  are right co-prime 
matrix polynomials satisfying: 

��& �

Then the observer gain can be calculated by:  

From the above theorem, it can be known that the desired 
eigenvectors and generalized eigenvectors can be 
parameterized by (6). By specially choosing the free 
parameters given in (6), solutions with desired properties can 
be obtained. 

B. LPV fault detection  
The FD design must ensure that the residuals are close to 

zero in the fault-free situation whilst suitably deviating from 
zero in the presence of faults. A necessary condition for 
achieving disturbance de-coupling design is [4, 14]. 

�

If , any residual weighting matrix can satisfy 
this necessary condition. 

The basic principle to assign the left eigenstructure for 
LTI case is given in [4, 12]. The theorem is introduced here. 

Theorem 2 

The sufficient conditions for satisfying the disturbance 
de-coupling requirement 
are: 

(1) 

(2) All rows of the matrix  are left eigenvectors 
of  corresponding to any eigenvalues. 

A similar result for the LPV case is now given. 

Theorem 3

The sufficient conditions for satisfying the disturbance de-
coupling requirements for the system.  
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�

are: 

(1) 

(2) All rows of the matrix  are left 
eigenvectors of corresponding 
to any eigenvalues. 

Noting that the above result is intuitively an extension of 
the LTI case, the proof is omitted here. 

C. Design procedure 
Following the previous arguments, a design procedure is 

proposed to design a robust residual generator to LPV
system. 

Step 1: Select the desired eigenvalues for the observer 
which can be parametric to obtain more design freedoms.

Step 2: Calculate the  and using 
elementary transformation and the rational matrix 
factorization method. 

Step 3: Check , choose a basis for 
. 

Step 4: Check  , set the desired left eigenvectors 
with some of the eigenvectors in a parametric form to keep 
the design freedom. 

Step 5: Project the desired eigenvectors into the achievable 
subspace to get the achieved eigenvector matrix. 

Step 6: Calculate the observer gain by 
. To simplify the structure, some parameters 

are chosen at this step.  

Step 7: Verify the achieved eigenvalues and eigenvectors,
and chose the remaining parameters based on the 
performance specifications. 

III. AN EXAMPLE

A two-link robotic manipulator is considered to rotate in 
the vertical plane, whose position can be described by a 2-
vector of joint angles, and whose actuator 
inputs consist of a vector  of torques applied at 
the manipulator joints as shown in Fig. 1. Using the vectors 

and to denote the joint velocities and accelerations, 
respectively. The dynamics of this simple manipulator can be 
written in the more general form [27] as: 

�

where:  is the manipulator inertia tensor matrix, 
is the vector function containing the 

Centripetal and Carioles torques, i.e. and 
are the gravitational torques. The details of 

equations of motion and physical parameters as outlined in 
Table I are described in [23]. 

Figure 1.  Two-link manipulator structure 

TABLE I.  PARAMETER VALUES FOR THE TWO LINK MANIPULATOR
SYSTEM

Parameters        g 

Values 0.833 0.417 1.0 0.5 0.5 10.0 5.0 9.80 
Units Kg*  Kg*  m m m Kg Kg m/  

A. LPV model of two link manipulator 
A polytopic LPV representation of this model system is 

used in this example. It is important to note that in this study 
the quadratic terms  are not considered because they 
are not bounded. As shown later by the Simulink result, it 
turns out that the two-link manipulator works well, even if 
these bounds are not known a priori. Considering this 
limitation the system dynamics can be described as: 

�

where  

�

�

�

�

�

The nonlinear term in Ξ( ) is clearly a bounded 
function: 

�

To facilitate a state-space formulation, the vector 
field  with can bearranged in the form of 

 and function  can now be defined which is 
bounded, 

�

'�
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Similarly,  

�

�

To define the two-link system state space representation,
let: 

 and

The LTV state space equation is  as follows: 

�

where  

�

�

�

�

Assume that only  and  are measurable, so 
that:  

�

Assume further that the system is disturbed by a zero-
mean Gaussian random disturbance  with variance 
magnitude and with disturbance distribution vector:  

�

The considered fault is an actuator fault acting on the 
second actuator, so that the fault distribution vector is  

�

The proof that Π is non-singular follows from . As 
Π is block diagonal, its determinant is given by . It is 
thus only required to show that .

 (by symmetry) and since  and 
, hence Π is non-singular. 

B. Observer based residual Generator Design  
Following the proposed procedure, the residual generator 

design is shown in this subsection. 

Step 1: The desired observer eigenvalues are set to be 
parametric to obtain more design freedom as: 

�

Step 2: Using elementary transformation and the rational 
matrix factorization method, the following are obtained: 

�

�

Step 3: Note that 

So , and a basis for may be taken as 

�

Hence 

Step 4:  Then noting that:  

�

one desired left eigenvector is and other left 
eigenvectors can be chosen arbitrarily only to 
satisfy . So, other parameters are given in a 
parametric way from: 

�

Using the parametric eigenstructure assignment approach, 
the first desired eigenvector is projected into the allowable 
subspace by setting: 

Step 5: The achieved eigenvector matrix can be obtained 
by (6) as given in Theorem 1. 

Step 6: To simplify the calculation, some parameters are 
chosen at this step. If the parameters are chosen as: 

�

�

Using . The observer gain is obtained 
as in (8).
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�

Step 7: The achieved closed-loop eigenvalues are: 

�

To stabilize the observer system, let
. The required transient response performance can 

be achieved by suitably choosing the parametric 
eigenvalues. 

The achieved transfer function matrix between the 
residual and disturbance is: 

It is apparent that the disturbance is completely de-
coupled because the transfer function matrix between the 
residual and disturbance is zero.  

The transfer function between the residuals and faults is: 

�

So, the steady-state gain matrix 

�

From the above it is easy to choose suitable values of 
 to achieve a desired transient response and set 

 to obtain good steady-state fault estimation. 

The above analysis shows that the disturbances are 
decoupled completely and the residual is sensitive to the 
fault. This implies that the proposed design approach has 
achieved the desired goals. In the next subsection, some 
Simulink results are given.  

C. Simulation result 
The open-loop two-link manipulator is unstable. 

Therefore, a constant controller is designed first using an 
observer state feedback structure while the estimated state is 
provided by the designed residual generator. The LPV 
system is simulated with a step and sinusoidal signals as 
shown in Figs. 2 & 3. Noting that the initial estimation is not 
good because both the two-link manipulator and observer 
systems are not in steady state and the state estimation error 
is large during the transient phase. The fault estimation is 
close to the real fault signal after 2 seconds as shown both in 
Figs. 2 & 3. The LPV fault estimator can provide good 
estimation performance when the real system is in a steady 
state. 

Figure 2.  Fault estimation result for step fault signal 

Figure 3.  Fault estimation result for sinusoidal signal 

IV. CONCLUSION

This paper proposes an LPV fault detection approach 
using eigenstructure assignment which is robust in the sense 
of disturbance decoupling. The disturbances which can be 
considered to represent modeling uncertainty can be 
completely decoupled if the disturbance distribution and 
output matrix satisfy a rank condition. If this is not the case 
the disturbance can be decoupled as much as possible by 
suitable choice of design freedom. A two-link manipulator 
case is studied to show the usefulness of the proposed design 
procedure. The Simulink results show that for one fault case, 
the designed residual generator works well. Future studies 
will be concerned with multi-fault cases and how to use the 
detected fault information to accommodate faults and 
improve the system reliability. 
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Abstract—In this paper feasibility of modelling approach based
on a bilinear system approximation is demonstrated on one of the
most frequently met processes in chemical engineering, namely
a continuous stirred tank reactor. Selected examples of such
systems from the literature are considered and modelled with
a use of dynamic bilinear systems. Advantages of this approach
are presented and discussed.

I. INTRODUCTION

Chemical reactor is often described as ‘the most important
unit operation in a chemical process’, see [1]. The task of
its modelling and control is commonly encountered in the
literature representing a practical nonlinear industrial problem,
see [2], [3], [4]. A popular model of a chemical reactor is
the so-called continuous stirred tank reactor (CSTR). CSTR
consists of a closed tank to which an input stream is fed
in and the output stream fed out in a continuous manner,
whilst a content is constantly stirred. Modelling of CSTRs
is challenging mainly due to i) possibility of occurrences of
rapid reactions (the so-called ignition-extinction phenomena),
hence fast changing process gain and dynamics, and also due
to ii) nonlinear steady-state behaviour, see [1] and [5].

This paper demonstrates that the CSTRs can be modelled
by employing an approach based on bilinear system (BS)
description. In order to increase modelling flexibility of BSs,
an extension consisting of a static nonlinearity that transforms
the input signal is proposed. Such a structure, referred to as a
Hammerstein-bilinear system (HBS), see [6], [7], is considered
and compared to BS and Hammerstein system (HS) models.

The use of BS based approach is motivated twofold. First,
BSs retain a close structural relationship with linear models,
hence standard well understood notions from classical linear
system theory such as system time constants, damping/natural
frequency and steady-state gain are to large extent retained.
This follows from the property that BS structure can be
interpreted as a linear time-varying system, which also greatly
facilitates the control design. Second, BSs preserve linearity
w.r.t. the parametrisation, which aids in their identification
by allowing for standard parameter estimation methods to be
used.

In this paper three different CSTR models are considered.
Two of the models are isothermal, whilst the third model is
an example of a diabatic CSTR, see [1].

II. MODEL STRUCTURES

HBS structure belongs to a sub-class of so-called output
affine models, i.e. models that retain affinity w.r.t. the output
signals, see [8]. It comprises of a cascade connection of a
static (memoryless) nonlinearity followed by a dynamic time-
invariant affine BS and is given by

yk =

na∑
j=1

ajyk−j+

nb∑
i=1

bivk−i+

na∑
j=1

nb∑
i=1

ηijvk−iyk−j+c (1)

vk = f(uk) (2)

where aj , bi, ηij and c are model parameters. The bilinearity
is defined as a product between system output yk and the in-
termediate input variable vk, and f(·) denotes a general scalar
static nonlinear function. Note that not all bilinear coefficients
must necessarily be present in (1), hence a particular structure
can be obtained by setting selected ηij to zero.

The HBS can be interpreted as a generalisation of both of its
constituent subsystems, i.e. HS and BS models. In particular,
a BS is obtained from (1)-(2) by setting uk = vk, i.e. by
selecting f(x) = x, which gives

yk =

na∑
j=1

ajyk−j +

nb∑
i=1

biuk−i +

na∑
j=1

nb∑
i=1

ηijuk−iyk−j + c

(3)

Similarly, a HS is obtained by setting ηij = 0 ∀ i, j in (1)-(2),
which leads to

yk =

na∑
j=1

ajyk−j +

nb∑
i=1

bivk−i + c (4)

vk = f(uk) (5)

Also, a linear (or more precisely an affine) structure is obtained
by imposing both restrictions simultaneously, i.e. ηij = 0 ∀i, j

and uk = vk.
In this paper, for simplicity, it is assumed that the input

static nonlinearity is modelled as a polynomial of order nα,
i.e.

f(x) =

nα∑
l=1

αlx
l (6)
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Consequently, a particular HBS structure is given by a quadru-
plet that defines the number of a, b, η and α coefficients,
i.e. HBS(na,nb,nη,nα). Moreover, the sum of all coefficients
plus unity (to account for an offset), corresponds to the total
number of degrees of freedom (DoF) in a given structure. An
analogous notation is used w.r.t. other structures that can be
derived from the HBS model.

III. PARAMETER ESTIMATION

The HBS structure is bilinear in terms of parametrisation,
due to the products between α and a, and also between α and
η coefficients. A well known approach to solve such problems
is to use the so-called bilinear parametrisation method (BPM),
see [9]. The BPM solves the estimation problem in a two step
manner, where in the first step α parameters are fixed and a, b,
η parameters are calculated, whilst in the second step a, b and
η remain fixed and α parameters are computed [10]. Because
the two subproblems separately are linear w.r.t. the unknowns,
the ordinary least squares algorithm [9] can be applied, which
renders the overall procedure numerically efficient, and this is
the approach used here. An analogous technique can also be
applied to HS models, see [11], whilst the parameters of affine
and BS structures can be estimated by using a single ordinary
least squares technique.

IV. SIMULATION STUDIES

A. Performance criteria and experimental setup
In order to quantify the accuracy of models obtained,

two performance criteria are used. Namely, the coefficient of
determination and the (normalised) integral of absolute error,
defined, respectively, as follows

R2
T = 100

(
1−

‖y − ŷ‖22
‖y − ȳ‖22

)
(7)

IAE =
1

N

N∑
k=1

|yk − ŷk| (8)

where y and ŷ denote vectors composed of the measured
(noisy) system outputs and outputs generated by the estimated
model, respectively, and ȳ is the mean value of y. The notation
‖ · ‖2 denotes the Euclidean norm.

Because the main interest of experiments lies in the mod-
elling capabilities of the model structures considered, rel-
atively long input-output data consisting of N = 20, 000
samples are used. Three data sets are considered, i.e. iden-
tification and two validation data sets. The sampling time is
chosen as 0.1s. In the case of the identification data set and
the first validation data set, the input signal is generated as
a series of uniformly distributed steps between the minimal
and maximal range for a given system. The probability of
transition to a different level is selected randomly with a
uniform switching probability of 10%, providing a reasonable
compromise between the content of transient and steady-state
data. Additionally, to ensure that the input is sufficiently
exciting, a normally distributed, white and zero-mean noise
sequence of comparatively small variance is added. To render

the identification experiment more realistic, the measured out-
put is assumed to be contaminated with an additive, normally
distributed, white and zero-mean disturbances such that the
resulting signal-to-noise ratio is approximately 37dB. The
second validation data set comprises of a monotonic staircase
input, which allows the performance of the identified models
to be evaluated with the emphasis placed on the steady-state
behaviour. Also, to provide an indication of the complexity of
the models, the corresponding DoF are considered.

B. Isothermal CSTR with a first-order irreversible reaction
1) System description: The first isothermal CSTR model

considered, referred to as the CSTR1, is given by the following
equations, see [1] for details, i.e.

dCA(t)

dt
=

F (t)

V
CAf −

(
F (t)

V
+ k

)
CA(t) (9)

dCB(t)

dt
= −

F (t)

V
CB(t) + kCA(t) (10)

and describes a first-order irreversible reaction A
k
−→ B where

k is the reaction rate per unit volume. The remaining variables
are: CA(t), CB(t) - concentrations of substances A and B

inside the tank of a constant volume V , respectively, F (t)
- inflow/outflow mass rate, CAf - inflow concentration of
substance A. Only the substance A is present in the inflow
stream, and inflow and outflow mass rates are equal. The actual
units are unimportant and hence are not included. It is assumed
that the manipulated variable is F (t) and that CB(t) is the
output of interest. The task consists of identifying a model
between F (t) and CB(t).

The values of the parameters were chosen as V = 1, k =
0.2, CAf = 1 and the initial states of the process as Ca0 =
Cb0 = 0.5, where the subscript zero denotes the initial value.
The input F (t) is in range of (0, 1].

It is observed that a product, i.e. bilinearity, between the
input F (t) and the state CA(t) occurs in (9) and that an
analogous product between the input F (t) and the state CB(t)
is also present in (10). The steady-state characteristic of the
CSTR1 model is plotted in Figure 1, where it is observed
that the curve resembles the type of steady-state characteristics
typical of BSs. Therefore, these observations substantiate the
usage of a bilinear based modelling approach.

2) Identification results: Selected identification results are
given in Table I. First, it is observed that the model is consider-
ably nonlinear because the third order affine structure resulted
in R2

T below 90% for all three data sets. Further increase of
the order of the affine structure does not lead to any significant
improvements in modelling performance. HS models show
clear improvement, allowing for R2

T of approximately 98%
in the case of the HS(1,1,4) to be achieved for all three data
sets. Further increase of the order of the input polynomial does
not lead to significant improvements in model fitting. This is
due to the fact that the nonlinear steady-state characteristic is
not a complex function, and it is rather the changing system
dynamics that is not captured by the HS type structures. When
considering the results obtained from BS models, an evident
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Fig. 1. CSTR1 - A steady-state characteristic.

structure Id. data set Val. data set 1 Val. data set 2
DoF R2

T IAE R2

T IAE R2

T IAE
×10−3 ×10−3 ×10−3

affine(3,3) 7 80.40 54.49 80.08 55.27 88.11 74.10

HS(1,1,2) 5 96.70 24.04 96.10 25.13 94.78 31.00

HS(1,1,3) 6 97.81 15.51 97.83 17.16 96.92 19.39

HS(1,1,4) 7 98.10 13.75 98.10 15.68 97.49 17.57

BS(1,1,1) 4 99.97 2.265 99.97 2.276 99.97 2.716

BS(2,1,1) 5 99.98 1.845 99.98 1.851 99.99 1.983

HBS(1,1,1,2) 6 99.97 2.275 99.97 2.304 99.97 2.748

HBS(1,1,1,3) 7 99.99 1.421 99.97 2.260 99.99 1.751

TABLE I
CSTR1 - QUANTIFIED IDENTIFICATION AND VALIDATION RESULTS FOR

MODEL STRUCTURES CONSIDERED.

improvement in the approximation performance is noted, i.e.
the R2

T of almost 100% is obtained with the IAE criterion
decreasing by approximately 7 times, when compared to the
best HS model. This means that both, the nonlinear steady-
state characteristic and the changing system dynamics are
approximated well by the BS structures with only 4 or 5
DoF. Because the only source of nonlinearity in the underlying
process equations arises from product terms, cf. (9)-(10), this
result could have been anticipated.

Representative graphical results of the identification are
given in Figures 2 and 3, showing the performances of the
selected estimated models on arbitrarily chosen intervals of
the validation data sets 1 and 2, respectively. It is observed
that in the case of both figures the actual system output is vir-
tually undistinguishable from that generated by the identified
BS(2,1,1) structure. Consequently, it is concluded that a BS
structures are appropriate for modelling the CSTR1 process.
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Fig. 2. CSTR1 - Selected representative results of identification on validation
data set 1 in the interval [300, 800]s.
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Fig. 3. CSTR1 - Selected results of identification on validation data set 2.

C. Isothermal CSTR with the Van de Vusse reaction

1) System description: The second isothermal CSTR model
considered, see [1], referred to as the CSTR2, is given by

dCA(t)

dt
=

F (t)

V

(
CAf−CA(t)

)
−k1CA(t)−k3C

2
A(t) (11)

dCB(t)

dt
= −

F (t)

V
CB(t) + k1CA(t) + k2CB(t) (12)

dCC(t)

dt
= −

F (t)

V
CC(t) + k2CB(t) (13)

dCD(t)

dt
= −

F (t)

V
CD(t) +

1

2
k3C

2
A(t) (14)

with the behaviour governed by the so-called Van de Vusse
reaction kinetics. The reactions

A
k1
−→ B

k2
−→ C (15)

2A
k3
−→ D (16)
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Fig. 4. CSTR2 - A steady-state characteristic.

structure Id. data set Val. data set 1 Val. data set 2
DoF R2

T IAE R2

T IAE R2

T IAE
×10−3 ×10−3 ×10−3

affine(3,3) 7 10.92 44.68 7.724 46.06 5.539 54.19

HS(1,1,4) 7 84.07 15.67 84.03 16.86 89.50 25.10

HS(1,1,5) 8 91.48 10.70 91.16 12.38 94.40 16.13

HS(1,1,6) 9 94.99 8.552 94.56 8.803 97.32 11.28

HS(1,1,7) 10 96.43 6.591 96.09 6.800 98.61 8.118

HBS(1,1,1,3) 7 92.96 10.72 92.78 11.43 98.23 11.31

HBS(1,1,1,4) 8 98.11 4.335 98.11 4.726 99.86 3.000

HBS(1,1,1,5) 9 98.34 3.257 98.33 3.551 99.60 3.747

TABLE II
CSTR2 - QUANTIFIED IDENTIFICATION AND VALIDATION RESULTS FOR

MODEL STRUCTURES CONSIDERED.

are irreversible and described by the reaction rate constants
k1, k2 and k3. The remaining variables are: CA(t), CB(t),
CC(t), CD(t) - concentrations of substances A, B, C and
D inside the tank of constant volume V , respectively, F (t)
- inflow/outflow mass rate, CAf - inflow concentration of
substance A. Only the substance A is present in the inflow
stream, and inflow and outflow mass rates are equal. It is
assumed that the manipulated variable is F (t), whilst CB(t)
is the output of interest. Therefore, the modelling task consists
of identifying a model between F (t) and CB(t).

The values of the parameters were chosen as: V = 1, k1 =
5/6, k2 = 3, k3 = 10/6, CAf = 10 and the initial states of
the process are Ca0 = Cb0 = 0. The input F (t) is postulated
to vary between (0, 9].

It is observed that a bilinearity between the input F (t)
and the state CA(t) is present in (11) and an analogous
bilinearity between the input F (t) and the state CB(t) appears
in (12). However, in contrast to (9) corresponding to the
CSTR1 model, here the product term is not the only source
of nonlinearity in the evolution of CA(t). This is due to the
presence of the expression C2

A(t) in (11), whose influence is
controlled by the rate constant k3.

Consequently, it is concluded that although the underlying
system equations indicate that a bilinear type behaviour is
present, it may be infeasible to model the process by a BS
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Fig. 5. CSTR2 - Selected representative results of identification on validation
data set 1 in the interval [100, 500]s.
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Fig. 6. CSTR2 - Selected results of identification on validation data set 2.

only over the entire range of its operation. This hypothesis is
confirmed by considering the steady-state characteristic of the
CSTR2 process given in Figure 4, where it is observed that the
system exhibits the input multiplicity (IM) property [3]. Such
static behaviour cannot be captured by a BS, due to its inherent
structural limitations. This stands in contrast to HS and HBS
that are structurally capable of IM, hence are anticipated to be
more appropriate for modelling of the CSTR2 process.

2) Identification results: The identification results are given
in Table II, where a low value of R2

T for all three data sets in
the case of the affine model indicates that the overall process
is considerably nonlinear. Further increase of the order of the
affine structure does not result in noticeable improvements
in fitting. The performance criteria of BS structures are not
included in the table because it was not possible to fit such
models, i.e. the corresponding R2

T values were negative. This
result confirms the inappropriateness of using BS structures
for approximating processes exhibiting IM. A considerable
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improvement is achieved in the case of HS structures, when
compared to the affine model, with R2

T of about 97% on aver-
age for all three data sets obtained by HS(1,1,7) with 10 DoF.
The results obtained by the HBS(1,1,4) and HBS(1,1,5), with
8 and 9 DoF, respectively, show further fitting improvements
with both models achieving R2

T of approximately 98% for the
identification data set and the validation data set 1, and almost
100% for the validation data set 2. Compared to the HS(1,1,7)
the IAE was reduced by approximately threefold in the case
of the first two data sets, and fourfold in the case of the third
data set.

Representative graphical results obtained from the identifi-
cation procedure are presented in Figures 5 and 6, showing the
performances of the selected estimated models on arbitrarily
chosen intervals of the validation data set 1 and 2, respectively.
Whilst in the case of Figure 5 slight discrepancies between the
actual output and that generated by the estimated HBS(1,1,1,4)
model are observed, the two corresponding curves are virtually
indistinguishable in the case of Figure 6. Also, it is noted that
the system exhibits a non-minimum phase behaviour when
F (t) is high and changes to a lower value. This behaviour,
which is observed to be manifested by spikes in the CB(t)
signal, increases the difficulty of obtaining an acceptable
approximation. Consequently, despite such a challenging task,
the modelling results obtained by the HBS(1,1,1,4) structure
can be treated as very satisfactory in overall.

D. Diabatic CSTR
1) System description: The considered diabatic CSTR

model, see [1] and [5], referred to as the CSTR3, is given
by

dCA(t)

dt
=

F (t)

V

(
CAf − CA(t)

)
− k0r(t)CA(t) (17)

dT (t)

dt
=

F (t)

V

(
Tf − T (t)

)
+

−ΔH

ρcp
k0r(t)

−
US

V ρcp

(
T (t)− Tj(t)

)
(18)

where the first order reaction rate per unit volume is given by
the so-called Arrhenious expression, i.e.

r(t) = exp

(
ΔE

RT (t)

)
(19)

The other variables are: CA(t) - concentration of substance A

inside a tank of the constant volume V , F (t) - inflow/outflow
mass rate, CAf - inflow concentration of substance A, k0 -
pre-exponential factor, R - ideal gas constant, ΔE - activation
energy, T (t) - reactor temperature, Tf - inflow (feed) temper-
ature, Tj(t) - jacket temperature, U - overall heat transfer
coefficient, −ΔH - heat of reaction, ρ - density, S - area
for heat exchange, cp - heat capacity. Only the substance A

is present in the inflow stream, and inflow and outflow mass
rates are equal. It is assumed that the manipulated variable is
Tj(t), whilst CA(t) is the output of interest. Therefore, the
modelling task consists of identifying a model between Tj(t)
and CA(t).

275 280 285 290 295 300 305 310 315

2

3

4

5

6

7

8

9

C
A
s
s

Tjss

Fig. 7. CSTR3 - A steady-state characteristic.

structure Id. data set Val. data set 1 Val. data set 2
DoF R2

T IAE R2

T IAE R2

T IAE
×10−3 ×10−3 ×10−3

affine(3,3) 7 88.86 99.53 88.84 99.38 90.73 96.42
HS(1,1,3) 6 96.92 49.26 96.88 49.52 96.65 54.41
HS(1,1,5) 8 97.31 45.51 97.30 45.63 97.20 49.03
HS(1,1,7) 10 97.89 39.41 97.86 39.74 98.00 40.15
HS(2,2,3) 8 97.19 45.61 97.15 45.88 98.46 40.48
HS(2,2,5) 10 97.61 41.52 97.57 41.80 98.79 36.90
HS(2,2,7) 12 98.16 35.46 98.12 35.77 99.16 31.27
BS(1,1,1) 4 98.98 27.52 98.96 27.09 99.20 23.82
BS(2,1,1) 5 98.90 28.35 98.88 28.75 99.14 25.08
BS(2,2,2) 7 99.16 23.35 99.13 23.90 99.58 16.72
HBS(1,1,1,3) 7 99.13 25.63 99.11 26.00 99.15 24.77
HBS(1,1,1,5) 9 99.19 24.61 99.18 24.98 99.21 23.58
HBS(1,1,1,7) 11 99.28 22.50 99.27 22.97 99.36 20.16
HBS(2,2,2,3) 10 99.39 20.96 99.37 21.40 99.52 18.68
HBS(2,2,2,5) 12 99.46 19.53 99.44 20.05 99.58 16.96
HBS(2,2,2,7) 14 99.56 17.25 99.54 17.84 99.70 13.52

TABLE III
CSTR3 - QUANTIFIED IDENTIFICATION AND VALIDATION RESULTS FOR

MODEL STRUCTURES CONSIDERED.

Considering equations (17) and (18), it is noted that in each
case bilinearities are present, i.e. products between F (t) and
the state CA(t) in the first equation and between F (t) and
the state T (t) in the second equation. These, however, are
clearly not the only contributions that render nonlinearity of
the overall behaviour. This is due to the presence of nonlinear
relationships involving an exponent of T (t) that appear in both
equations.

A steady-state characteristic of the CSTR3 model, given in
Figure 7, shows the presence of the output multiplicity (OM)
property [3]. Because non of the model structures investigated
in this paper is structurally capable of OM, see [8], only a
restricted range of the process operation is considered, i.e.
the range of Tj ∈ [273, 306) within which OM is absent.
Consequently, because the operating range is limited, it might
be possible that a bilinear type behaviour will, in fact, be
prevailing.

The values of the parameters were chosen as: F (t) = 1,
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Fig. 8. CSTR3 - Selected representative results of identification on validation
data set 1 in the interval [600, 1100]s.

V = 1, k0 = 9703 × 3600, −ΔH = 5960, ρcp = 500,
US = 150, ΔE = 11843, R = 1.987 and the initial states of
the process are CA0 = 8.5 and T0 = 305.

2) Identification results: The identification results obtained
are collected in Table III, from where it is observed that the
affine model achieved reasonable results close to 90% in terms
of R2

T in the case of all three data sets. Further increase of the
order of the affine structure does not provide any considerable
improvements. First order HS structures yielded results that
are better by approximately 8% on average in terms of the
R2

T criterion and approximately twice on average in terms
of the IAE criterion. This indicates a clear improvement and
justifies the need for a nonlinear model structure. The best
fitting among HS structures is obtained for a second order HS
structure, i.e. HS(2,2,7) with a seventh order polynomial and
12 DoF in total. It is interesting to notice that these values are
close to those produced by a relatively simple BS structure,
i.e. BS(1,1,1), with only 4 DoF. A boundary of 99% in terms
of the R2

T criterion is exceed by a second order BS model with
7 DoF. The fitting is improved, if at all, only slightly by first
order HBS structures, and it is the second order HBS model,
i.e. HBS(2,2,2,7), in the case of which the results improve
more significantly. However, this comes at the cost of 14 DoF,
when compared to only 7 DoF in the case of BS(2,2,2).

Representative graphical results generated from the esti-
mated models are depicted in Figures 8 and 9, and demonstrate
the performances of the selected models on arbitrarily chosen
intervals of the validation data set 1 and 2, respectively. It is
observed that the outputs of the estimated models BS(2,2,2)
and HBS(2,2,2,7) are both virtually undistinguishable from the
actual system output in both figures. Consequently, by taking
into account the corresponding DoF and a pragmatic point of
view, it is the second order BS that appears to be a preferable
choice in this case.
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Fig. 9. CSTR3 - Selected results of identification on validation data set 2.

V. CONCLUSIONS

The paper has demonstrated feasibility of BS based mod-
elling approach for approximating CSTRs. It has been shown
that BS models are capable of capturing both, i.e. the dy-
namic and static behaviour of the exemplary CSTR systems
considered. In the case of the CSTR process exhibiting the IM
property, a BS structure with an additional nonlinear memory-
less element transforming the input, i.e. a HBS structure, has
shown to be an appropriate choice.
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Abstract—Vibration isolation systems with nonlinear stiff-
ness under sinusoidal excitation exhibit unwanted jump phe-
nomena and superharmonics when they are lightly damped.
These characteristics can be suppressed by linear viscous
damping but the force transmissibility over the high fre-
quency range increases as a result. In this study, nonlinear
viscous damping will be chosen to solve this problem with
the aid of a single-degree-of-freedom model with cubic
stiffness. Simulation results show that nonlinear viscous
damping can reduce the resonant peak as well as suppressing
the adverse properties of nonlinear stiffness, jumps and
harmonics, without compromising the transmissibility over
the high frequency range. Nonlinear damping preserves the
benefits of linear damping while removing the undesirable
effects over the non-resonant regions and therefore improves
the overall performance.

Keywords: nonlinear damping, nonlinear spring, jump
phenomena, duffing, OFRF

I. INTRODUCTION

Passive vibration isolation systems are employed in
many engineering applications where objects require
protection from undesired vibration force or displace-
ment. They are usually installed between the source of
the disturbance and equipment requiring protection in
order to reduce the level of vibration transmitted to
the object. A single-degree-of-freedom (sdof) vibration
isolator, modelled by a linear mass-spring-damper sys-
tem, has been well-studied by many authors [1]–[9]. The
need for nonlinear vibration isolation and the recent
developments are summarised by Ibrahim [10].

The nonlinearity usually takes the form of either a
nonlinear spring force or a nonlinear damping force.
There are a number of works focusing on Duffing-
type isolators where the restoring spring force is a
cubic function of the displacement [11]–[14]. Compared
to the linear case, the nonlinear stiffness term could
lower the force transmissibility around the resonant
frequency range. In some cases, the resonant frequency
can be reduced, resulting in a larger frequency range
of vibration isolation. One major drawback of nonlinear
stiffness, however, is the jump phenomena, where the
transmissibility suddenly jumps up or down when there
is a small change in the frequency of the excitation signal.

The inherent instability and the resulting high level of
higher harmonics may cause some concerns. The effects
of the nonlinear spring force on an sdof system was
compared with that of the nonlinear damping force by
Zhang et al. [15]. Their results showed that nonlinear
damping is preferable as a significant reduction of the
peak transmitted force can be achieved without bifur-
cations in the system. The study by Lang et al [16]
showed that the nonlinear viscous damping force could
complement the drawbacks of linear viscous damping
by modifying the force transmissibility in the resonant
region without causing any detrimental effects over the
non-resonant regions.

The application of nonlinear stiffness to vibration iso-
lation has a longer history than the use of nonlinear
viscous damping. Because of the different pros and cons
of these two nonlinear forces, this paper aims to examine
the benefits brought by nonlinear viscous damping when
it is incorporated into an isolator with nonlinear stiffness.
The nonlinear stiffness may be an internal property of
the isolator or it may be an inherit property of the system
that requires protection from vibration. The isolation sys-
tem with cubic stiffness is represented by an sdof mass-
spring-damper model. The transmissibility performance
over a range of frequencies for different levels of linear
and nonlinear damping obtained by simulation will be
displayed. The comparison of the transmissibility curves
will reveal the benefits of nonlinear viscous damping
over linear viscous damping. The jump phenomena and
the harmonics caused by the spring nonlinearity can be
suppressed by either linear or nonlinear damping but
only nonlinear damping can maintain the performance
over high frequency regions simultaneously.

An sdof mass-spring-damper model with nonlinear
spring and damping forces under sinusoidal excitation is
described in Section II. The influence of nonlinear damp-
ing on this model are given in Section III. Simulation
results and discussions are provided in Section IV and
finally a conclusion is given in Section V.
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II. SDOF VIBRATION ISOLATORS WITH SPRING AND
DAMPING NONLINEARITY

Consider a single-degree-of-freedom (sdof) vibration
isolation system under a sinusodial excitation force fin(t)
as shown in Figure 1, where

fin(t) = A sin(ω̄t) (1)

with magnitude A and frequency ω̄. The force trans-
mitted to the immobile base, fout(t), is related to fin(t)
by the equations of motion of the nonlinear vibration
isolation system given by⎧⎪⎪⎪⎨⎪⎪⎪⎩

Mẍ(t) + C1ẋ(t) + C2[ẋ(t)]
3

+K1x(t) +K2[x(t)]
3 = fin(t) = A sin(ω̄t)

fout(t) = C1ẋ(t) + C2[ẋ(t)]
3 +K1x(t) +K2[x(t)]

3

(2)

where x(t) is the displacement of the moving mass, M
is the mass, C1 the viscous damping constant, C2 the
cubic viscous damping constant, K1 the linear spring
constant, K2 the cubic spring constant. When K2, C2 = 0,
System (2) is identical to a well-studied linear system.
When K2 �= 0 and C2 = 0, it becomes a Duffing-type
vibration isolator which exhibits jump-up and jump-
down phenomena as discussed in many publications
[13], [17], [18].

For the purpose of general analysis, System (2) is
reduced to a non-dimensional form which is non-specific
to chosen values of M and K1. By denoting the resonant
frequency ω0 =

√
K1/M , the first equation in System (2)

becomes

ÿ(τ) + ξ1ẏ(τ) + ξ2[ẏ(τ)]
3 + y(τ) + γ[y(τ)]3 = sin(Ωτ)

(3)

where

τ = ω0t, (4)

Ω =
ω̄

ω0
, (5)

y(τ) =
K1

A
x(t), (6)

γ =
A2K2

K3
1

, (7)

ξ1 =
C1√
K1M

, (8)

(9)

and

ξ2 =
C2A

2√
(K1M)3

. (10)

System (2) can be viewed as a single-input two-output
system by substituting in

y1(τ) = y(τ) (11)

Fig. 1. Single-degree-of-freedom vibration isolation system with
nonlinear cubic stiffness and nonlinear cubic viscous damping

and

y2(τ) = y1(τ) + γ[y1(τ)]
3 + ξ1ẏ1(τ) + ξ2[ẏ1(τ)]

3 (12)

hence the model becomes{
ÿ1(τ) + y2(τ) = u(τ) = sin(Ωτ)

y2(τ) = y1(τ) + γ[y1(τ)]
3 + ξ1ẏ1(τ) + ξ2[ẏ(τ)]

3.
(13)

The force transmissibility T1(Ω), the ratio of the magni-
tude of the transmitted force at the excitation frequency
to that of the excitation force, can be deduced from
equations (2), (4) - (10) and (13). In the time domain,
this gives

fout(t)

A
=

C1ẋ(t) + C2[ẋ(t)]
3 +K1x(t) +K2[x(t)]

3

A
(14)

= y1(τ) + γ[y1(τ)]
3 + ξ1ẏ1(τ) + ξ2[ẏ1(τ)]

3 (15)
= y2(τ). (16)

By applying Fourier transform to y2(τ) and evaluating
at ω = Ω gives

T1(Ω) =
∣∣∣Y2(jω)|ω=Ω

∣∣∣ = ∣∣∣Y2(jΩ)
∣∣∣. (17)

Equation (17) implies that the force transmissibility of
the system can be evaluated by examining the spectrum
of the second output of System (13).

Because of the system’s nonlinearity, the second out-
put y2(τ) contains the fundamental frequency of the
input signal as well as harmonics. As System (13) has
cubic stiffness and cubic damping, the third harmonics
of the output may be significant. This harmonic effect
can be described by T3(Ω) defined as

T3(Ω) =
∣∣∣Y2(jω)|ω=3Ω

∣∣∣. (18)

The numerical simulation results of System (13) will be
presented in Section III. The effects of nonlinear viscous
damping on the performance of vibration isolation will
be shown by T1(Ω) and T3(Ω).
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III. THE EFFECTS OF NONLINEAR VISCOUS DAMPING
ON A DUFFING-TYPE VIBRATION ISOLATOR

From analysis and observation, the following conclu-
sions can be made.

Proposition 1

(i)

When Ω ≈ 1, there exists a ξ̄2 > 0 such that

d[T1(Ω)]
2

dξ2

∣∣∣∣
Ω≈1

< 0 (19)

if 0 < ξ2 < ξ̄2 for 0 ≤ γ < γ̄ where γ̄ is the maximum
value of γ beyond which jump phenomena will be
observed in System (13).

(ii)

When Ω� 1 or Ω� 1, there exists a ξ̄2 > 0 such that

T1(Ω)|ξ2>0 ≈ T1(Ω)|ξ2=0 (20)

if 0 < ξ2 < ξ̄2 for 0 ≤ γ < γ̄ where γ̄ is the maximum
value of γ beyond which jump phenomena will be
observed in System (13).

(iii)

For fixed values of γ, ξ1 > 0, if System (13) exhibits
jump phenomena, there exists a ξ̄2 such that the jumps
are eliminated.

The complete proof is still under study but a brief
description of the idea is provided here. System (13) is a
polynomial form nonlinear differential equation model,
the input and the two outputs of which can be repre-
sented by a Volterra series around the zero equilibrium
point in the time domain [19]. The force transmissibility
(i.e. the spectrum of the second output) can be related to
the input spectrum using the output frequency response
function (OFRF) concept [20]. The OFRF defines the
relationship between the output spectrum (the force
transmissibility) and the parameters which characterise
the nonlinearity of a Volterra system (γ and ξ2) for a
given input and fixed values of the linear terms. This
concept is applied to a vibration isolation system with
linear stiffness and nonlinear damping in a theoretical
study by Lang et al. [16]. The same approach can be
applied to System (13) which has an extra nonlinear
stiffness term. Its force transmissibility T1(Ω) can then
be expressed as a polynomial function of γ and ξ2. The
derivative of [T1(Ω)]

2 with respect to ξ2 can be obtained
for Ω ≈ 1 to prove conclusion (i) and the values of T1(Ω)
for ξ2 > 0 and ξ2 = 0 are compared to reach conclusion
(ii).

Conclusion (iii) states that the jump phenomena can
be eliminated by nonlinear damping. As the Volterra
model cannot capture the jump phenomena, the OFRF
concept cannot be applied here. An alternative approach,

the harmonic balance method, can be used for this
analysis [11], [12], [21]–[27]. The solution of the second
output of System (13) is assumed to be of the form of
a truncated Fourier series. Substituting this into System
(13) and equating coefficients related to each harmonic
components yields an expression for T1(Ω). This well-
known method has been the main tool for the analysis
of Duffing systems and can now be extended to the
study of a Duffing system with an additional nonlinear
damping term.

The three conclusions of Proposition 1 are based on
some previous analyses and observations from numer-
ical examples given in Section IV. It is worth pointing
out that for System (13), the following remark about the
harmonics in the system output can also be made.

Remark 1

When Ω ≈ 1, there exists a ξ̄2 > 0 such that

d[T3(Ω)]
2

dξ2

∣∣∣∣
Ω≈1

< 0 (21)

if 0 < ξ2 < ξ̄2 for 0 ≤ γ < γ̄ where γ̄ is the maximum
value of γ beyond which jump phenomena will be
observed in System (13).

The present study extends the findings of Lang et
al. [16] to a vibration isolation system with nonlinear
stiffness. The effects of nonlinear damping are concluded
by Proposition 1 and Remark 1. Equation (19), the first
conclusion of Proposition 1, suggests that an increase
in the value of cubic damping leads to a reduction
in the force transmissibility around the resonant fre-
quency range and the second conclusion, summarised
by Equation (20), indicates that the the transmissibility
over the frequency range far away from the resonant
frequency remains unaffected by nonlinear damping.
These findings conclude that the ideal properties of non-
linear damping found by Lang et al. [16] also hold true
for systems with nonlinear stiffness for certain values
of γ. The jump phenomena is addressed by the third
conclusion which shows that the cubic damping, when
it reaches a high enough level, can remove the jump
phenomena caused by the nonlinear spring thus greatly
improving the system stability. Remark 1 focuses on
the superharmonics produced by the nonlinear spring.
The highest level of superharmonics is produced when
the excitation frequency is near the resonant frequency.
The derivative of [T3(Ω)]

2 with respect to ξ2 is negative
so Equation (21) indicates that the third harmonic can
be reduced by nonlinear damping. These are the main
advantages of including nonlinear viscous damping on
a Duffing-type system.

IV. SIMULATION RESULTS AND DISCUSSION

Numerical simulation studies were conducted using
the standard MATLAB solver for ordinary differential
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equations (ode45) to demonstrate the effects of nonlin-
ear viscous damping on a Duffing-type vibration isola-
tion system. The results are presented in Figures 2 to
6.

The advantage of nonlinear viscous damping over
conventional linear damping on an sdof vibration iso-
lation system with linear stiffness, as described in the
study by Lang et al. [16], are summarised by Figures
2 and 3. In Figure 2, the system has linear stiffness
and linear damping with ξ1 = 0.1, 0.2 and 0.4. As the
linear damping parameter ξ1 increases, T1(Ω) around
the resonant region decreases but there is an undesirable
increase in T1(Ω) in the high frequency region. In Figure
3, the value of ξ1 is kept constant at 0.1 while the cubic
damping parameter ξ2 takes the values 0, 0.2 and 0.4. In
this case, the resonance at Ω ≈ 1 is suppressed by the
increase of ξ2 while T1(Ω) over the frequency ranges of
Ω� 1 and Ω� 1 is unaffected.

The simulation is repeated for System (13) where the
nonlinear stiffness is taken into account (i.e. γ > 0).
Figure 4 shows the effects of linear damping with the
presence of nonlinear stiffness. The contrast of the effects
of linear and nonlinear viscous damping can be observed
by comparing Figure 4 with Figures 5 and 6, where
the cubic viscous damping constant ξ2 takes the values
0.2, 0.4 and 0.6 for γ = 0.1 and γ = 0.2 respectively.
Similar to the case with pure linear stiffness, the cubic
viscous damping again modifies the resonant region
without causing detrimental effects in the non-resonant
regions. It is clear that the increase of ξ1 leads to an
increase of T1(Ω) over the high frequency range whereas
the increase of ξ2 does not. Thus, nonlinear viscous
damping has a significant advantage over linear viscous
damping on vibration isolation even with the presence of
nonlinear stiffness. These observations are summarised
by the first two conclusions of Proposition 1.

Nonlinear viscous damping may also address the well-
known jump-up and jump-down phenomena of sys-
tems with nonlinear stiffness. To ensure stability, jump
avoidance should be an important feature of a vibration
isolator. The study by Ravindra and Mallik [18] found
that the jump phenomena could be eliminated by linear
viscous damping. With pure linear viscous damping, the
simulation results in Figure 4 shows a jump occurring at
Ω ≈ 1.4 when ξ1 = 0.1 for γ = 0.2 and ξ2 = 0 but the
jump no long exists when the level of linear damping
increases to ξ1 = 0.2. The trade-off of applying linear
damping to remove the jump phenomena is the adverse
effects on the transmissibility over the high frequency
range. This problem can be overcome by employing non-
linear viscous damping as discussed above. In Figures 5
and 6, the jumps disappear when ξ2 increases from 0 to
0.2 while the shape of the force transmissibility curve
remains unchanged for Ω � 1 and Ω � 1. This is the
conclusion (iii) of Proposition 1.

Under the excitation of a sinusoidal input force, the

output of an sdof system with nonlinear stiffness ex-
hibits some harmonics. To achieve a good level of iso-
lation, these harmonics, which are transmitted to the
base, should be minimised. The spectrum of the second
output of System (13) contains a strong component at
the excitation frequency Ω plus the higher harmonics
at nΩ, where n = 3, 5, 7, · · · . The effects of the fifth
and higher harmonics are neglected as their magnitudes
are small. The simulation results of T3(Ω), the third
harmonics, are illustrated in Figures 7 and 8. Consider
the case when γ = 0.2 and ξ1 = 0.1, two peaks, one
at Ω ≈ 0.4 and another at Ω ≈ 1.1, are observed in
Figure 7. The magnitudes of both peaks decrease as
the value of nonlinear viscous damping increases. This
is the conclusion of Remark 1. While T1(Ω) measures
the force transmissibility at the fundamental frequency,
T3(Ω) indicates the level of output force at 3Ω. The sum
of T1(Ω) and T3(Ω) (and the higher harmonics terms)
measures the overall energy transmissibility. Nonlinear
damping can reduce the peaks occurring in both T1(Ω)
and T3(Ω) so it can also remove energy at frequencies
Ω ≈ 1 from an sdof system with nonlinear stiffness
effectively.

The effects of linear damping on the third harmonics
T3(Ω) are included in Figure 8 for completeness. The
results suggest that linear damping reduces T3(Ω) over
the whole frequency range, as opposed to just the Ω ≈ 1
region in Figure 7. This means that linear damping is bet-
ter at suppressing the higher harmonics than nonlinear
damping. However, when the total energy transmitted is
considered, an increase in ξ2 leads to a far greater rise in
T1(Ω) than the fall in T3(Ω) for Ω� 1. In the nonlinear
damping case, T3(Ω) rises from 0.003 (-52 dB) to 0.008
(-42 dB) when ξ2 increases from 0.2 to 0.6 at Ω = 3.
This increase is very small in absolute terms. Nonlinear
damping therefore remains the preferred choice over
linear damping on a vibration isolation system with
nonlinear stiffness.

V. CONCLUSIONS

A vibration isolation system with nonlinear stiffness
and linear viscous damping has been studied by many
researchers. The force transmitted contains harmonics of
the excitation frequency. The jump-up and jump-down
phenomena occurs when the level of linear damping
is small. This current study shows that the overall
performance of vibration isolation is enhanced by the
introduction of nonlinear viscous damping based on
an sdof model described in Section II . The simulation
results reveal important features of nonlinear viscous
damping on a Duffing-type system outlined in Section
III. The nonlinear damping parameter can eliminate
the jump phenomena and reduce the third harmonics
of the transmitted force when the excitation frequency
is close to the resonant frequency. These may also be
achieved by linear viscous damping but the nonlinear
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Fig. 2. The force transmissibility of System (2) with linear stiffness
and linear viscous damping, where γ, ξ2 = 0. Solid: ξ1 = 0.1; Dashed:
ξ1 = 0.2; Dot-dashed: ξ1 = 0.4.
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Fig. 3. The force transmissibility of System (2) with linear stiffness
and nonlinear viscous damping, where γ = 0 and ξ1 = 0.1. Solid:
ξ2 = 0; Dashed: ξ2 = 0.2; Dot-dashed: ξ2 = 0.4.
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Fig. 4. The force transmissibility of System (2) with nonlinear stiffness
and linear viscous damping, where γ = 0.2, ξ2 = 0. Solid: ξ1 = 0.1;
Dashed: ξ1 = 0.2; Dot-dashed: ξ1 = 0.4.
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Fig. 5. The force transmissibility of System (2) with nonlinear stiffness
and nonlinear viscous damping, where γ, ξ1 = 0.1. Solid: ξ2 = 0;
Dashed: ξ2 = 0.2; Dot-dashed: ξ2 = 0.4.
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Fig. 6. The force transmissibility of System (2) with nonlinear stiffness
and nonlinear viscous damping, where γ = 0.2 and ξ1 = 0.1. Solid:
ξ2 = 0; Dashed: ξ2 = 0.2; Dot-dashed: ξ2 = 0.4.
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Fig. 7. The third harmonic of the force transmissibility of System (2)
with nonlinear stiffness and nonlinear viscous damping, where γ = 0.1
and ξ1 = 0.1. Solid: ξ2 = 0.2; Dashed: ξ2 = 0.4; Dot-dashed: ξ2 = 0.6.
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Fig. 8. The third harmonic of the force transmissibility of System (2)
with nonlinear stiffness and linear viscous damping, where γ = 0.1
and ξ2 = 0. Solid: ξ1 = 0.2; Dashed: ξ1 = 0.4; Dot-dashed: ξ1 = 0.6.

damping parameter has a major additional advantage -
it lowers the force transmissibility over the frequencies
range around the resonant region while keeping the
high frequency range unaffected. These features bring
significant benefits to passive vibration isolation when
nonlinear stiffness is present.

Theoretical analyses including a rigorous proof for
Proposition 1 using the OFRF approach and the har-
monic balance method will be provided in a later publi-
cation. Further studies will focus on the practical appli-
cations of this concept on different engineering designs.
There are some recent research results on achieving
nonlinear viscous damping by controlling the output of
Magnetorheological dampers [28]–[30]. The authors will
continue to explore this idea and apply the concept of
nonlinear viscous damping to areas such as car suspen-
sion control and shock absortion for structures.
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Abstract—In this paper the stabilisation of multi-input nonlin-
ear systems is studied using the associated angular approach. In
this method, a nonlinear system is converted into two associated
subsystems, the so-called radial and spherical subsystems. For
a single input nonlinear system, the control is designed using
the one dimensional radial system to stabilise the radial and
consequently the original nonlinear system. For multi-input sys-
tems, the control is also designed based on the radial subsystem,
however, the method is not straightforward in comparison with
single input systems. The control law includes a weighting
function which is determined based on the system performance
and control action. Some examples are presented to illustrate the
effect of various scenarios of using the proposed method.

I. INTRODUCTION

In recent years, various methods have been developed to de-
sign a control for many classes of nonlinear systems including
linearisation [1], optimal control [2], [3], H∞ control [4], [5],
sliding mode control (SMC) [6] using quantised feedback [7]
and adaptive control [8]-[9]. Output feedback control design
is also a method for stabilisation of a broad class of nonlinear
systems which has been studied in the last two decades. This
method is mainly used when the system output is measurable
and some states are not available or they are very difficult to
measure [1]. Full state-feedback control design methods are
utilized to stabilise a nonlinear system globally, particularly,
when the states are measurable. These methods include sliding
mode control [10], backstepping [11], zero dynamics based
on high gain [12] and neural network [13]. However many
established methods only guarantee the local stability [1] or
ultimate boundedness of the states [14]. Sangelaji and Banks
[15]-[16] have proposed associated angular approach for the
global stabilisation of a general class of single-input nonlinear
systems by using the angular form. In this method, the system
is converted into two nonlinear subsystems. The trajectories of
a subsystem which move on a sphere is termed the spherical
subsystem and the other, a scalar nonlinear system is called
the radial subsystem. The method straightforwardly yields a
controller when there is no singularity except the origin in
the input map function. For single-input systems, the control
law is generally simple for many cases and the method is
applicable to a large class of nonlinear systems. Whenever the
input map of the radial subsystem is zero, the radial control is
not definable. In this case, some mild conditions are proposed
to guarantee the system stability [17] or the radial control

or control design method should be modified such that the
designed control is definable everywhere within the operating
region and also stabilises the system. The radial control can
be continuous or discontinuous depending on the structure
of the input map. The method was originally established for
single input nonlinear systems [15], [16]. In this paper the
method is extended to multi-input nonlinear systems which
are not straightforward, because the control can not be driven
using the associated angular subsystems as proposed for single
input systems. The proposed control stablises the multi-input
nonlinear system. The presented method can be applied to
any nonlinear system while most of the existing methods
are applicable to particular classes of nonlinear systems. The
drawback of the angular method is the singularity points
in which the control is not definable. Similar methods as
established for single input nonlinear systems are required to
remove the singularities.

This paper is organised as follows: In Section II the associ-
ated angular method is studied. In Section III the multi-input
system is presented. In Section IV, the special cases of the
design weighting matrix, are considered. Examples illustrating
the control design process are presented in Section V. Finally
conclusions are presented in Section VI.

II. ASSOCIATED ANGULAR METHOD FOR SINGLE INPUT
NONLINEAR SYSTEMS

Consider the nonlinear system:

ẋ = A(x) +B(x)u (1)

where x ∈ R
n is the state, u is the scalar control, A(x) ∈ R

n

and B(x) ∈ R
n.

Let Sn ⊆ R
n be the unit n-ball, i.e. Sn = {z ∈ R

n : ‖z‖ = 1}
and R

+ be the set of positive real numbers. The map

ϕ : Rn − {0} → R
+ × Sn

x → (‖x‖, x

‖x‖
)

is a diffeomorphism from R
n − {0} onto R

+ × Sn. Note that
even as x tends to zero,

x

‖x‖ (= z) is on the unit ball. The

origin is removed from the domain of the function ϕ; otherwise
the origin corresponds to infinity pair (0, z) where z is any
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point in Sn. This obstacle can be removed if a unique pair
say (0, z0) with z0 = (1, . . . , 0) corresponds to the origin.
Using diffeomorphism ϕ the system (1) is converted into the
associated radial and spherical subsystems as presented in the
following Lemma.

Lemma 1. The system (1) can be written in the form

ṙ = λA + λBu (2)

ż =
1

r

(
Ā(r, z) + B̄(r, z)u

)
(3)

from which the following control is obtained

u = −λA + αr

λB
(4)

where
Ā(r, z) = A(r, z)− zTA(r, z)z

B̄(r, z) = B(r, z)− zTB(r, z)z

Also λA = zTA(r, z), λB = zTB(r, z), r = ‖x‖, z =
x

‖x‖
and α > 0 is a constant real number. Moreover, the control
(4) stabilises the system (1).

Proof: Since r = ‖x‖ and r2 = xTx,

2rṙ = 2xT ẋ (5)

Therefore
rṙ = xT

(
A(x) +B(x)u

)
(6)

and

ṙ =
xT (A(x) +B(x)u)

r
(7)

Substituting x = rz into (7) yields

ṙ = zT (A(r, z) +B(r, z)u)

= λA + λBu (8)

On the other hand, using z =
x

r
and (6) one can obtain

ż =
1

r
ẋ− ṙ

r2
x

=
1

r

(
A(r, z)+B(r, z)u

)− 1

r3
(
xTA(r, z)+xTB(r, z)u

)
x

=
1

r

(
Ā(r, z) + B̄(r, z)u

)
(9)

with
Ā(r, z) = A(r, z)− zTA(r, z)z

B̄(r, z) = B(r, z)− zTB(r, z)z

Select the control
u = −λA + αr

λB
(10)

where α > 0 is a real number. Then from (6)

rṙ = −αr2 (11)

So ṙ = −αr which guarantees the stability of the subsystem
(2) and therefore, the system (1).

Note that the z-subsystem operates on the unit ball and
r-subsystem is scalar. The real positive number α is a design
parameter and only affects the degree of the stability of
the system. In other words, for large values of α the state
settling time is shorter in comparison with small values of α.
One way to ensure the accessibility of the control (10) is to
consider some specific constrains on α.

III. MULTI-INPUT SYSTEMS

The control design and stabilisation problem using the
angular approach, which has been studied in section II is only
applicable to single-input nonlinear systems and its extension
to a general class of nonlinear system is not straightforward.
The degree of nonlinearity in the system is not an important
issue for using this method, while the most existing methods
are applicable for specific nonlinear classes of nonlinear
system in which the structure and the nature of nonlinearities
affect the process of the control design. In this section, the
angular method is extended to design an appropriate control
for multi-input nonlinear systems and the stabilisation criteria
are also presented.

Consider the multi-input nonlinear affine system

ẋ = A(x) +B(x)u (12)

where A(x) ∈ R
n×n, B(x) ∈ R

n×m, u ∈ R
m and x ∈ R

n.
Let r = ‖x‖ and z = x

‖x‖ then

rṙ = xT ẋ

= xTA(x) + xTB(x)u

Therefore

ṙ =
1

r
(λA(x) + (λB(x)u) (13)

ż =
1

r

[(
A− zTAz

)
+

(
B − zTBz

)
u

]
(14)

where λA = xTA(x), λB = xTB(x) ∈ R
1×m and u ∈ R

m×1.
Suppose that there is an α > 0 such that ṙ = −αr. The
condition ṙ = −αr is a sufficient condition for stability of the
system. Therefore the equation (13) implies

λBu = −λA(x)− αr2 (15)

Since the r-subsystem is a one-dimensional system, the vector
control input u should be selected such that (15) is satisfied.
Select the control

u = − (xTA(x) + αr2)RBT (x)x

xTB(x)RBT (x)x
(16)

where the weighting matrix R is nonsingular. Substituting
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control (16) in (13) yields

ṙ =
1

r
(xTA(x) + xTB(x)u)

=
1

r

[
xTA(x) + xTB(x)

(−xTA(x)− αr2)RBT (x)x

xTB(x)RBT (x)x

]
=

1

r
(xTA(x) +

(−xTA(x)− αr2)xTB(x)RBT (x)x

xTB(x)RBT (x)x
)

=
1

r
(xTA(x)− xTA(x)− αr2)

= −αr

Therefore, if xTBRBTx �= 0 the control (16) stabilises the
system (12). When xTBRBTx = 0 the control (16) should be
modified. The methods in [16] for removing the singularities,
i.e. for points belong to the set

Π = {x ∈ R
n : xTBRBTx = 0}

may straightforwardly be extended to the nonlinear system
(12).

Remark 1. When m = 1, the system (12) is a single input
system. In this case, BT (x)x ∈ R and R ∈ R. If BT (x)x �= 0
the control (16) coincides with the control 10

u = −xTA(x) + αr2

xTB(x)

IV. SELECTION OF THE WEIGHTING MATRIX R

The control (16) depends on the weighting matrix R and
can be selected based on desired system performance and
control action. Various selection of the weighting matrix R
in (16) yields various alternative controls. However, for any
selection of R, the control (16) stabilises the system. Consider
the following cases:
(i) Let R = βIm ∈ R

m×m where β > 0. Then

u = − (λA(x) + αr2)BT (x)x

xTB(x)BT (x)x
(17)

or

u = −xT (A(x) + αx)BT (x)x

xTB(x)BT (x)x

Therefore, for any β > 0 the selection of R = βI does
not yield different control law. In fact, any β result in the
same control as is given by (17).

(ii) Assume that B is full rank. Select R = (BTB)−1. The
control (16) is now in the following form

u = − (λA(x) + αr2)(BTB)−1BTx

xTB(BTB)−1BTx
(18)

or

u = −xT (A+ αx)(BTB)−1BTx

xTB(BTB)−1BTx

Note that usually R is considered a symmetric positive-
definite matrix. However, the weighting matrix R may
be considered only as a nonsingular matrix. Control (18)
when R is nonsingular matrix guarantees the stability of
the multi-input system (12).
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Fig. 1. Responses of the multi-input system using the radial control (16)

V. EXAMPLES

In this section two examples are presented to show the
various scenarios of design of an angular controller. In the
first example, the control is straightforwardly obtained as there
is no singularities (except the origin), if the parameters are
appropriately selected. The second example indicates the case
when there are singularities. In this case a suitable condition
is required.

A. Example 1

Consider the system

ẋ1 = (−1 + x1)x1 + x1u2

ẋ2 = 4x1 + 3x2 + x2u1

The state space representation of the nonlinear system is

ẋ =

( −1 + x1 0
4 3

)(
x1

x2

)
+

(
0 x1

x2 0

)(
u1

u2

)
(19)

For this system, xTAx and BTx are given by

xTAx = x2
1(−1 + x1) + 4x1x2 + 3x2

2

BTx =

(
x2
2

x2
1

)
The control (17) with R = I2 is

u =

[
u1

u2

]
= −x2

1(−1 + x1) + 4x1x2 + 3x2
2 + α(x2

1 + x2
2)

x4
2 + x4

1

[
x2
2

x2
1

]
The simulation results are shown in Figure 2 for α = 0.3.

Now consider

R =

(
γ 0
0 β

)
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Fig. 2. Responses of the multi-input system using the radial control (17).

where γ �= β are positive numbers. Then

RBTx =

(
γx2

2

βx2
1

)
The control (16) is now in the following form

u =

(
u1

u2

)
= −x2

1(−1 + x1) + 4x1x2 + 3x2
2 + α(x2

1 + x2
2)

γx4
2 + βx4

1

(
γx2

2

βx2
1

)
If the weighting matrix R is selected such that αβ < 0.
Then the control (20) is not defined for all x satisfying
γx4

2 + βx4
1 = 0 and therefore the number of singular points

are infinite, whilst if αβ > 0 the control (20) is definable for
all x ∈ R

n − {0}. Thus, the selection of R is significantly
important for designing multi-input nonlinear systems. This
example shows that a suitable selection of R is a way for
removing the singularities. The simulation results are depicted
in Figure 1. The values for α = 0.3, γ = 6, β = 0.3 and
initial conditions x0 = [5, 0.1] are considered for simulation.

In this example, B is full rank for all x1 �= 0 and
x2 �= 0. Therefore, R can be selected as R = (BTB)−1.
Therefore,

BTB =

(
x2
2 0
0 x2

1

)
, (BTB)−1 =

(
1
x2
2

0

0 1
x2
1

)
and

xTAx = x2
1(−1 + x1) + 4x1x2 + 3x2

2

xTB(BTB)−1BTx = x2
2 + x2

1

Since for (x1, x2) �= (0, 0), xTB(BTB)−1BTx �= 0, the
control is defined for all (x1, x2) �= 0 and in this case both
control laws u1 and u2 are the same

u1 = u2 = −x2
1(−1 + x1) + 4x1x2 + 3x2

2 + α(x2
1 + x2

2)

x2
1 + x2

2

0 5 10 15
−2

0

2

4

6
State behaviour x1

x 1

Time

0 5 10 15
0

2

4

6
State behaviour x2

Time

x 2

0 5 10 15
−6

−5

−4

−3
Control action 

Time

u 1,  
u 2

Fig. 3. Responses of the multi-input system using the radial control (18).
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Fig. 4. Responses of the multi-input system using the radial control (20)
and α = 0.4.

Figure 3 shows the simulation results for α = 0.3. This
example illustrates that different selections of R yield various
controls. When R = (BTB)−1 the two control inputs u1 and
u2 are the same, whilst other choice of R presents a con-
trol vector with different components. Therefore, based upon
the desired system performance and response, the weighting
function may be selected.

B. Example 2

Consider the system

ẋ1 = x2 + x1u1 − x2u2

ẋ2 = x1x2 − x2u1 + x1u2

The system can be written as

ẋ=

(
0 1
x2 0

)(
x1

x2

)
+

(
x1 −x2

−x2 x1

)(
u1

u2

)
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For this example

BTx =

(
x2
1 − x2

2

0

)
BTB =

(
x2
1 + x2

2 −2x1x2

−2x1x2 x2
1 + x2

2

)
and

(BTB)−1 =
1

(x2
1 − x2

2)
2

(
x2
1 + x2

2 2x1x2

2x1x2 x2
1 + x2

2

)
Therefore,

xTAx = x1x
2
2 + x1x2

(BTB)−1BTx =
1

x2
1 − x2

2

(
x2
1 + x2

2

2x1x2

)
xTB(BTB)−1BTx = x2

1 + x2
2

Assume that for all nonzero x1 and x2, x1 �= x2. Then the
control is

u = −x1x
2
2 + x1x2 + α(x2

1 + x2
2)

x2
1 − x2

2

⎛⎝ 1
2x1x2

x2
1 + x2

2

⎞⎠ (20)

The simulation results are shown in Figure 4.
Note that all angular methods proposed for single input sys-

tems can straightforwardly be extended to multi-input systems.

VI. CONCLUSIONS

In this paper the control design using the angular approach
for multi-input nonlinear systems have been addressed. The
radial control law includes a nonsingular weighting matrix
which yield various control laws whenever it is not selected as
a multiplication of an identity matrix. The weighting matrix
does not necessarily have to be a positive-definite, however it
only needs to be a nonsingular matrix. A suitable selection of
weighting matrix can prevent any singularities in the radial
control law. The control (16) has been designed such that
when the system is single-input, this control coincides with
the control (10). In single-input case, the weighing matrix is
not required. In fact, in this case the weighting matrix is only
a number.

All methods for single input systems for removing the
singularities which have been presented in [15] and [16] are
required to be extended to the multi-input nonlinear systems.
In particular, similar methods as that presented in [16] should
be established for removing the singularities including mod-
ifying the control, imposing a sufficient condition on design
parameters, using the weighting norm and dynamical radial
method.
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Optimal Output Regulation of Minimum Phase Nonlinear Systems

Attaullah Y. Memon†

Abstract— This paper studies the design of an optimal
stabilizing controller for output regulation of minimum phase
nonlinear systems in the Lyapunov redesign framework of our
earlier work [6], and investigates the asymptotic robustness
properties of the overall feedback design, given that the optimal
stabilizing controller itself possesses strong robustness proper-
ties by construction. The motivation comes from the flexibility
of incorporating any stabilizing controller within the proposed
framework, and we seek for control design methods that yield
stabilizing controllers with some additional desirable properties
like optimality, disturbance rejection and robustness in the
presence of matched uncertainties e.g. static nonlinearities,
uncertain parameters and the unmodeled fast dynamics. We
exploit the optimal control design methods developed by Koko-
tovic and his co-researchers [3], [4], [7] for nonlinear systems,
where it is shown that in addition to achieving the asymptotic
stability of the system and minimizing a cost functional, the
optimal feedback control guarantees stability margins which
characterize the robustness properties.

Index Terms— Nonlinear Systems, Inverse Optimal Control,
Lyapunov Redesign, Output Regulation

I. INTRODUCTION

In this paper, the problem of optimal output regulation of
minimum-phase nonlinear systems is considered. The output
regulation problem deals with the design of a controller to
make the output of a plant asymptotically track reference
signals and reject disturbance signals, both produced by an
autonomous external system called the exosystem. In our
earlier work [6], we used the Lyapunov redesign and sat-
urated high-gain feedback approach to design the stabilizing
compensator, and included a conditional servocompensator
by modifying the original controller that yields asymptotic
error regulation without degrading the transient performance.
One special feature of the Lyapunov redesign framework of
[6] is that it allows us to start with any stabilizing controller
and then include a conditional servocompensator by modi-
fying the original controller to achieve the desired control
objectives. This flexibility of incorporating any stabilizing
controller within our framework motivates us to seek for
control design methods that yield stabilizing controllers with
some additional desirable properties like optimality, distur-
bance rejection and robustness in the presence of matched
uncertainties e.g. static nonlinearities, uncertain parameters
and the unmodeled fast dynamics. Herein, we take into
consideration the optimal control design methods developed
by Kokotovic and his co-researchers [3], [4], [7] for the
stabilization of nonlinear systems, where it is shown that in
addition to achieving the asymptotic stability of the system

† The author is with the Faculty of Electronics & Power Engineering,
PN Engineering College, National University of Sciences & Technology,
Karachi, Pakistan. (E-mail: attaullah@pnec.edu.pk)

and minimizing a cost functional, the optimal feedback
control guarantees stability margins which characterize the
robustness properties. A major handicap in designing such
controller is that it requires the solution of the complicated
Hamilton-Jacobi-Bellman (HJB) partial differential equa-
tions. Kokotovic and co-researchers introduced an inverse
approach [7] to the optimal control design for nonlinear
systems, which abrogates the requirement of solving the HJB
equations in order to design optimal feedback controllers. We
incorporate an optimal stabilizing controller in the Lyapunov
redesign framework of [6], to investigate the problem of
output regulation of nonlinear systems using conditional
servocompensators. We concentrate on the asymptotic ro-
bustness properties of the overall Lyapunov-redesign + con-
ditional servocompensator framework, given that the optimal
stabilizing controller itself possesses strong robustness prop-
erties (e.g. robustness to matched uncertainties and unknown
disturbances) by design.

The rest of the paper is organized as follows. We present
a brief review of Lyapunov redesign framework of [6] in
the next section. Section III introduces the definitions of
stability margins for nonlinear systems which are due to [7],
and can be considered as the starting point of control design
in this paper. Section IV states the problem formulation and
assumptions, and is followed by the closed-loop analysis in
Section V. A simple example is worked out in Section VI.
Finally, Section VII draws the conclusions.

II. OUTPUT REGULATION USING CONDITIONAL
SERVOCOMPENSATORS

In this section we briefly review the Lyapunov redesign
approach to output regulation problem using conditional
servocompensators [6]. Consider the SISO nonlinear system

ξ̇ = f̃(ξ, w) + g̃(ξ, w)u

e = h̃(ξ, w) (1)

where ξ ∈ Rn is the state, u is the control input, e is the
regulation error and the functions f̃ , g̃ and h̃ are sufficiently
smooth. The plant is subjected to a vector of exogenous input
variables, which are generated by the known exosystem

ẇ = S0w (2)

where S0 has distinct eigenvalues on the imaginary axis
and w(t) belongs to a compact set W . Suppose that for all
w ∈ W , there exist a continuously differentiable mapping
ξ = π(w), with π(0) = 0, and a continuous mapping χ(w),
generated by the internal model

∂τ(w)

∂w
S0w = Sτ(w), χ(w) = Γτ(w)

490

UKACC International Conference on Control 2012 
Cardiff, UK, 3-5 September 2012 

978-1-4673-1560-9/12/$31.00 ©2012 IEEE



where S has distinct eigenvalues on the imaginary axis, such
that

∂π(w)

∂w
S0w = f̃(π,w) + g̃(π,w)χ(w)

0 = h(π,w) (3)

With the change of variables x = ξ − π, the system (1) can
be represented by

ẋ = f(x,w) + g(x,w)[u− χ(w)] (4)

The system (4) is in the form where the state feedback
regulation problem can be formulated as a state feedback sta-
bilization problem by treating χ(w) as a matched uncertainty.
Suppose there is a locally Lipschitz function ψ(x,w), with
ψ(0, w) = 0, and a continuously differentiable Lyapunov
function V (x,w), possibly unknown, such that

α1(‖x‖) ≤ V (x,w) ≤ α2(‖x‖) (5)

∂V

∂w
S0w +

∂V

∂x
[f(x,w) + g(x,w)ψ(x,w)] ≤ −W (x) (6)

∀x ∈ X⊂ Rn, w ∈ W , where W (x) is a continuous positive
definite function and α1 and α2 are class K functions. The
system (4) can be re-written as

ẋ = f(x,w) + g(x,w)ψ(x,w)

+ g(x,w)u− g(x,w)[χ(w) + ψ(x,w)] (7)

Let Ω = {V (w, x) ≤ c1} ⊂ X be a compact set for some
c1 > 0 and δ(x) be a function such that

‖χ(w) + ψ(x,w)‖ ≤ δ(x) ∀x ∈ Ω, ∀w ∈ W (8)

Suppose (∂V/∂x)g(x,w) can be expressed as

(∂V/∂x)g(x,w) = υ(x)H(x,w) (9)

where υ(x) is a known, locally Lipschitz function, with
υ(0) = 0, and H(x,w) is a, possibly unknown, function
such that 0 < θ ≤ |H(x,w)| ≤ k, ∀x ∈ Ω, ∀w ∈ W .

A conditional servocompensator [6] is introduced via the
saturated high-gain feedback controller

u = −α(x)sat (s/μ) (10)

where s = υ(x)+K1σ, the saturation function is defined as

sat (s/μ) =

{ s
|s| if |s| ≥ μ
s
μ if |s| ≤ μ (11)

and σ is the output of the conditional servocompensator

σ̇ = (S − JK1)σ + μJsat

(
s

μ

)
(12)

with μ > 0 being the width of the boundary layer. The pair
(S, J) is controllable and K1 is chosen such that S − JK1

is Hurwitz. The function α(x) is chosen to satisfy

α(x) ≥ k

θ
δ(x) + α0, α0 > 0 (13)

It is shown in [6] that if σ(0) is O(μ), the state σ(t) of the
conditional servocompensator (12) will always be O(μ).

The analysis in [6] shows that, for sufficiently small μ,
every trajectory of the closed-loop system (2), (4), (10)
and (12) asymptotically approaches a disturbance-dependant
manifold of the form {x = 0, σ = σ̄}, on which the
regulation error is zero. The state feedback design is extended
to output feedback for a class of minimum-phase, input-
output linearizable systems. For this class of systems, the
state feedback control can be designed as a partial state
feedback law that does not use the states of the internal
dynamics. A reduced-order high-gain observer is used to
estimate the states of the linearizable part of the system,
which are derivatives of the output. The output feedback
controller, obtained by replacing the states by their estimates,
recovers the transient and asymptotic properties of the state
feedback controller. The performance recovery is shown
using the separation principle of [1] and [2].

III. INVERSE OPTIMAL CONTROL DESIGN [7]

It is well known that the optimal control as a design
tool guarantees robustness and stability margins. This design
approach deals with the problem of finding a feedback
control u(x) for the nonlinear system

ẋ = f(x) + g(x)u (14)

with the objective that the u(x) achieves asymptotic stability
of the equilibrium x = 0 and minimizes the cost functional

J =

∫
0

∞
(l(x) + uTR(x)u)dt (15)

where l(x) ≥ 0 and R(x) > 0 for all x. A direct
determination of the optimal feedback law u(x) for nonlinear
optimal control problems requires us to solve the Hamilton-
Jacobi-Bellman (HJB) partial differential equations. On the
other hand, the robustness properties achieved as a result
of the optimality do not depend on a particular choice of
functions l(x) ≥ 0 and R(x) > 0. This motivated Freeman
and Kokotovic’ [3], [4] to pursue the development of the
design methods that solve the inverse problem of optimal
stabilization. In the inverse approach, a stabilizing feedback
is designed first and then shown to be optimal for the cost
functional (15). The problem is inverse since the functions
l(x) ≥ 0 and R(x) > 0 are determined through the
stabilizing feedback design process rather than being chosen
by the designer.

A. Design of the Stabilizing Inverse Optimal Control

A stabilizing control law u(x) solves an inverse optimal
control problem for the system (14) if it can be expressed as

u = −k(x) = −1

2
R−1(x)(LgV (x))T , R(x) > 0, (16)

where V (x) is a positive semidefinite function (to be called
a Control Lyapunov Function (CLF), hereafter) and satisfies
the following condition, with u = − 1

2k(x),

V̇ = LfV (x)− 1

2
LgV (x)k(x) ≤ 0 (17)
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With the choice of l(x) � −LfV (x) + 1
2LgV (x)k(x) ≥ 0,

V (x) is a solution of the HJB equation

l(x) + LfV (x)− 1

4
(LgV (x))R−1(x)(LgV (x))T = 0 (18)

Therefore, the control law u(x) is an inverse optimal
stabilizing control law for the system (14) if it achieves
the asymptotic stability of x = 0 for the system (14) and
is of the form (16) with V (x) that satisfies the condition (17).

The importance of the existence of a CLF in the frame-
work of inverse optimal control design is that, when a CLF
is known, an inverse optimal stabilizing control law can be
given by Sontag’s formula [8]

us(x) =

⎧⎪⎨⎪⎩
−
(
c0 +

ax+
√

ax2+(bxT bx)2

bxT bx

)
bx , bx �= 0

0 , bx = 0

(19)

where ax = LfV (x), bx = (LgV (x))T , and c0 is a positive
constant. It is shown in [7] that the control law (19) is
Lipschitz continuous at x = 0, if V (x) is a CLF that satisfies
the small control property1 for the nonlinear system (14), and
is optimal stabilizing for the cost functional

J =

∫
0

∞
(
1

2
p(x)bT (x)b(x) +

1

2p(x)
uTR(x)u)dt (20)

where

p(x) =

⎧⎪⎨⎪⎩
c0 +

ax+
√

ax2+(bxT bx)2

bxT bx
, bx �= 0

c0 , bx = 0

(21)

An important consequence of the optimality of the control
law (19) is that it has a sector stability margin ( 12 ,∞), and,
under certain assumptions, it achieves a disk stability margin
D( 12 ). These stability margins, which are defined below,
provide guaranteed robustness in the presence of matched
uncertainties e.g. static nonlinearities, uncertain parameters
and the unmodeled fast dynamics.

B. Stability Margins for Nonlinear Systems

The basic robustness properties of nonlinear feedback
systems can be characterized in terms of stability margins,
e.g. gain, sector and disk stability margins. Consider the
nonlinear feedback system shown in Figure.1 where u and
y are of the same dimension and Δ represents modeling
uncertainty at the input side. Under the nominal conditions,
the feedback loop consists of the (nominal) nonlinear plant
H with the nominal control u = −k(x) = −y, and Δ
is identity. The nominal system is denoted by (H, k) and
the perturbed system by (H, k,Δ). The input uncertainties
can be static or dynamic. The two most common static
uncertainties are unknown static nonlinearity and unknown

1A nonlinear system ẋ = f(x, u), with a known Lyapunov function
V (x), is said to satisfy the small control property if for every ε > 0 there
exists a δ > 0 such that for all ‖x‖ < δ there exists u with ‖u‖ < ε so
that V̇ (x) is negative definite.

� Δ H k� � � � �
�

yu x

Fig. 1. Nonlinear Feedback Loop with the Control Law u = k(x) and
an Input Uncertainty Δ

parameters. The dynamic uncertainty arises due to unmod-
eled fast dynamics of the system. The following definitions
are due to [7].

Definition 1. (Gain Margin) The nonlinear system (H, k) is
said to have a gain margin (α, β) if the perturbed closed-
loop system (H, k,Δ) is globally asymptotically stable for
any Δ which is of the form diag{κ1, · · · , κm} with constants
κi ∈ (α, β), i = 1, · · · ,m.

Definition 2. (Sector Margin) The nonlinear system (H, k)
is said to have a sector margin (α, β) if the perturbed closed-
loop system (H, k,Δ) is globally asymptotically stable for
any Δ which is of the form diag{ϕ1(·), · · · , ϕm(·)} where
ϕi(·)’s are locally Lipschitz static nonlinearities which be-
long to the sector (α, β).

Definition 3. (Disc Margin) The nonlinear system (H, k) is
said to have a disc margin D(α) if the perturbed closed-loop
system (H, k,Δ) is globally asymptotically stable for any Δ
which is globally asymptotically stable and input feedforward
passive [7], with a radially unbounded storage function.

It follows from the definition of disc margin that a non-
linear system having a disc margin D(α) also has gain and
sector margins (α,∞). A disk margin guards against two
types of input uncertainties: static nonlinearities and dynamic
uncertainties arising from unmodeled fast dynamics of the
system.

IV. PROBLEM FORMULATION AND CONTROL
DESIGN

Consider the single-input single-output minimum-phase
nonlinear system

ζ̇ = f̃(ζ, w) + g̃(ζ, w)ϕ(u)

e = h̃(ζ, w) (22)

where ζ ∈ Rn is the state, u is the control input, and e
denotes the regulation error. The nonlinear function ϕ(u)
belongs to a sector [θ1, θ2] and satisfies the inequality

θ1u
2 ≤ uϕ(u) ≤ θ2u

2, 0 ≤ θ1 ≤ θ2 (23)

The plant is subjected to a set of exogenous input variables
w that belong to a compact set W ∈ Rw, which include
unknown disturbances to be rejected and references to be
tracked. The functions f̃ , g̃ and h̃ are sufficiently smooth in
ζ on a domain Ξ ⊂ Rn and are continuous in w for w ∈ W .
Our goal is to design a controller to asymptotically regulate
e to zero.
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We now cast the given output regulation problem in the
Lyapunov redesign framework of Section II. As described
there, ζ = π(w) is a zero-error invariant manifold and χ(w)
is the steady-state control that maintains the motion on this
manifold, in the presence of any exogenous input w, which is
generated by the exosystem (2). With the change of variables
x = ζ − π(w), the system (22) can be represented by

ẋ = f(x,w) + g(x,w)[ϕ(u)− χ(w)] (24)

where f(x,w) = f̃(x + π,w) − f̃(π,w) + [g̃(x + π,w) −
g̃(π,w)]χ(w) and g(x,w) = g̃(x+ π,w).

In what follows, we assume that an optimal stabilizing
state feedback controller ψ(x) is available for the nominal
system

ẋ = f(x,w) + g(x,w)u (25)

such that the origin of the nominal closed-loop system

ẋ = f(x,w) + g(x,w)ψ(x) (26)

is uniformly asymptotically stable. It is shown in [7] that if
ψ(x) is an optimal stabilizing state feedback controller for
the system (25) for a cost functional

J =

∫
0

∞
(l(x) + uTR(x)u)dt (27)

with l(x) ≥ 0 and R(x) > 0 for all x, then it achieves
a sector margin ( 12 ,∞). The optimal stabilizing feedback
control ψ(x) takes the form

ψ(x) = −1

2
R−1(x)(LgV (x))T , R(x) > 0, (28)

where the optimal value function V (x) is radially un-
bounded, and is such that the time-derivative of V along
the solutions of the closed-loop system (26) is

V̇ = LfV (x)− 1

4
LgV (x)R−1(x)(LgV (x))T ≤ 0 (29)

As reviewed in Section III, we use the inverse design
approach [7], in which a stabilizing feedback controller
is designed first and then shown to be optimal for the
cost functional (27). When V (x) (called Control Lyapunov
Function, hereafter) is known, an inverse optimal stabilizing
feedback control ψ(x) for the nominal system (25) can
be given by Sontag’s formula (19), that yields in a sector
stability margin ( 12 ,∞), and, if R(x) = I , it achieves a disk
stability margin D( 12 ).

Assumption 1. There exists a smooth positive-definite, and
radially unbounded function V (x,w) for the system (25) that
satisfies

LgV (x,w) = 0 ⇒ LfV (x,w) < 0, ∀x �= 0 (30)

Remark 1. Any Lyapunov function whose time-derivative
can be rendered negative definite is a CLF. The importance
of CLF concept in the framework of inverse optimality is
that, when a CLF is known, an inverse optimal stabilizing
control such as (19) can be designed, and the CLF becomes
an optimal value function.

It follows that, with a known V , the optimal feedback
control ψ(x) can robustly stabilize the system (25) in the
presence of any sector-bounded nonlinearity ϕ that belongs
to a sector [θ1, θ2]. Our goal is to show that with the optimal
feedback control ψ(x) we can solve the problem of robust
output regulation in the presence of sector nonlinearity ϕ.
The results of [6] can not be directly applied since the
nature of problem differs in that, the Equation (4) depends
linearly on control, whereas in the current problem the
control depends on a sector-bounded nonlinear function ϕ.
Furthermore, with Assumption 1, Equations (5)-(6) can be
written as

α1(‖x‖) ≤ V (x,w) ≤ α2(‖x‖) (31)
∂V

∂w
S0w+

∂V

∂x
[f(x,w)+g(x,w)ϕ(ψ(x))] ≤ −W (x) (32)

∀x ∈ X ⊂ Rn and ∀w ∈ W , where α1 and α2 are some
class K functions, W (x) is a continuous positive definite
function, and X is a given domain that contains the origin.

The system (24) can also be written as

ẋ = f(x,w) + g(x,w)ϕ(ψ(x)) + g(x,w)ϕ(u)

− g(x,w)[χ(w) + ϕ(ψ(x))] (33)

We use Lyapunov redesign to construct the saturated high-
gain feedback controller to deal with the uncertain term
[χ(w) + ϕ(ψ(x))]. Let Ω = {supw∈WV (x,w) ≤ c1} ⊂ X ,
for some c1 > 0, and δ(x) be a continuous function,
independent of the sector-bounded nonlinearity ϕ(·), such
that

‖χ(w) + ϕ(ψ(x))‖ ≤ δ(x), ∀x ∈ Ω, ∀w ∈ W (34)

For simplicity, with H = 1, (∂V/∂x)g(x,w) as given in (9)
can be expressed as

(∂V/∂x)g(x,w) = υ(x), ∀x ∈ Ω, ∀w ∈ W (35)

where υ(x) is a known, locally Lipschitz function, with
υ(0) = 0. We introduce the conditional servocompensator
via the saturated high-gain feedback controller

u = −α(x)sat (s/μ) (36)

where s = υ(x) + K1σ, the continuous function α(x) is
chosen such that

α(x) ≥ δ(x) + α0, α0 > 0 (37)

the saturation function is defined as in (11) and σ is output
of the conditional servocompensator (12).

V. CLOSED-LOOP ANALYSIS
We will now show that, for sufficiently small μ, the set

Φ = Ω × {
V0(σ) ≤ μ2c2

}
is a subset of the region of

attraction, and for all initial conditions in Φ, every trajectory
of the closed-loop system

ẇ = S0w

ẋ = f(x,w) + g(x,w)ϕ(ψ(x))

+ g(x,w)ϕ (−α(x)sat (s/μ))

− g(x,w)[χ(w) + ϕ(ψ(x))] (38)
σ̇ = (S − JK1)σ + μJsat (s/μ)
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asymptotically approaches an invariant manifold on which
the error is zero. The forthcoming analysis follows the outline
of the analysis in [6], with various technical differences due
to the nature of the problem under consideration. We start by
showing that the set Φ is positively invariant and there is a
class K function ρ such that every trajectory in Φ enters the
set Φμ = {‖x‖ ≤ ρ(μ)} × {

V0(σ) ≤ μ2c2
}

in finite time
and stays thereafter. The derivative of V (x,w) along the
trajectories of the closed-loop system (38) satisfies

V̇ =
∂V

∂w
S0w +

∂V

∂x
[f(x,w) + g(x,w)ϕ(ψ(x))]

+
∂V

∂x
g(x,w)ϕ (−α(x)sat (s/μ))

− ∂V

∂x
g(x,w)[χ(w) + ϕ(ψ(x))]

=
∂V

∂w
S0w +

∂V

∂x
[f(x,w) + g(x,w)ϕ(ψ(x))]

+ υ(x)ϕ (−α(x)sat (s/μ))

− υ(x)[χ(w) + ϕ(ψ(x))]

≤ −W (x) + [s−K1σ]ϕ (−α(x)sat (s/μ))

− [s−K1σ][χ(w) + ϕ(ψ(x))]

= −W (x) + sϕ (−α(x)sat (s/μ))

− (K1σ)ϕ (−α(x)sat (s/μ))

− s[χ(w) + ϕ(ψ(x))] + (K1σ)[χ(w) + ϕ(ψ(x))]

Inside Φ, ‖σ‖ ≤ μ
√
c2/λmin(P0). Using this along with

(23), (37) and (11), it can be shown that when |s| ≥ μ, we
have 2

V̇ ≤ −W (x)− θ1α(x) |s|+ θ1α(x) ‖K1‖ ‖σ‖
+ δ(x) |s|+ δ(x) ‖K1‖ ‖σ‖

V̇ ≤ −W (x)− [θ1α(x)− δ(x)] |s|+ [θ1α(x)

+ δ(x)] ‖K1‖ ‖σ‖
≤ −W (x) + μγ1 (39)

where γ1 = maxx∈Ω k0[θ1α(x) + δ(x)], in which the
constant k0 = ‖K1‖

√
c2/λmin(P0).

Similarly, when |s| ≤ μ, we have

V̇ ≤ −W (x)− θ1α(x)
s2

μ
+ θ1α(x) ‖K1‖ ‖σ‖ s

μ
+ δ(x) |s|+ δ(x) ‖K1‖ ‖σ‖

≤ −W (x) + μγ2 (40)

2When |s| ≥ μ, from (23) and (11), we have:

θ1u
2 ≤ uϕ(u)

θ1

(

−α(x)
s

|s|
)

2

≤ −α(x)sat (s/μ)ϕ (−α(x)sat (s/μ))

−α(x)θ1
s2

|s| ≥ sϕ (−α(x)sat (s/μ))

⇒ −α(x)θ1 |s| ≥ sϕ (−α(x)sat (s/μ))

Similarly, when |s| ≤ μ, we have:

−α(x)θ1(s
2/μ) ≥ sϕ (−α(x)sat (s/μ))

where γ2 = maxx∈Ω k0 [θ1α(x) + δ(x)(1 + 1/k0)] ≥ γ1.
From (39) and (40),

V̇ ≤ −W (x) + μγ2, ∀(x, σ) ∈ Φ

Hence, from [5, Theorem 4.18], for sufficiently small μ, Φ
is positively invariant and all trajectories starting in Φ enter
the positively invariant Φμ in finite time and stay thereafter.

In the next step, we use Vs = 1
2s

2, and Assumption 2,
below, to show that the trajectories reach the boundary layer
{|s| ≤ μ} in finite time.

Assumption 2. (∂υ/∂x)g(x,w) can be expressed as

(∂υ/∂x)g(x,w) = β(x), kp ≤ |β(x)| ≤ kq, kq > kp > 0

for all x ∈ {‖x‖ ≤ ρ(μ)} and for all w ∈ W . Furthermore,
α(0) ≥

(
kq

θ1kp

)
δ(0) + α0, α0 > 0.

For (x, σ) ∈ Φμ

sṡ = s
∂υ

∂x
[f(x,w) + g(x,w)ϕ(ψ(x))]

+ sβ(x)ϕ (−α(x)sat (s/μ))

− sβ(x)[χ(w) + ϕ(ψ(x))] + sK1(S − JK1)σ

+ μsK1Jsat (s/μ)

When |s| ≥ μ, we have

sṡ ≤ −kpθ1α(x) |s|+ kq ‖[χ(w) + ϕ(ψ(x))]‖ |s|
+

∥∥∥∥∂υ∂x [f(x,w) + g(x,w)ϕ(ψ(x))]

∥∥∥∥ |s|
+ ‖σ‖ ‖K1‖ ‖(S − JK1)‖
+ μ ‖K1‖ ‖J‖ |s|

Inside Φμ, ‖σ‖ ≤ μ
√
c2/λmin(P0). Also, the func-

tion ∂υ
∂x [f(x,w) + g(x,w)ϕ(ψ(x))] is continuous such that

∂υ
∂x [f(0, w) + g(0, w)ϕ(ψ(x)(0, w))] = 0. Therefore, the
norm

∥∥∂υ
∂x [f(x,w) + g(x,w)ϕ(ψ(x))]

∥∥ together with the
norms ‖σ‖ ‖K1‖ ‖(SJK1)‖, μ ‖K1‖ ‖J‖, ‖α(x)− α(0)‖,
and ‖δ(x)− δ(0)‖ can be bounded by a class K function
ρ1(μ). Hence,

sṡ ≤ −θ1kpα(0) |s|+ kqδ(0) |s|+ ρ1(μ) |s|
⇒ V̇s ≤ −kp

[
θ1α0 − ρ1(μ)

kp

]
|s| (41)

Thus, for sufficiently small μ, all trajectories inside Φμ would
reach the boundary layer {|s |≤ μ} in finite time. Inside the
boundary layer, the closed-loop system (38) is given by

ẇ = S0w

ẋ = f(x,w) + g(x,w)ϕ(ψ(x))

+ g(x,w)ϕ (−α(x)s/μ)

− g(x,w)[χ(w) + ϕ(ψ(x))] (42)
σ̇ = Sσ + Jυ(x)

By following the analysis in [6], it can be shown that inside
the boundary layer, the trajectories of the closed-loop system
(42) will asymptotically approach an invariant manifold on
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which the regulation error is zero. These conclusions are
formally summarized in the following theorem.

Theorem 1. Under stated assumptions, consider the closed-
loop system (38). Suppose w(0) ∈ W . Then, there exists
μ∗ > 0 such that ∀μ ∈ (0, μ∗], the set Ψ = Ω ×{
V0(σ) ≤ μ2c2

}
is a subset of the region of attraction, and

for all initial conditions in Ψ, the state variables are bounded
and limt→∞ e(t) = 0.

VI. ILLUSTRATIVE EXAMPLE

Consider the nonlinear system

ζ̇1 = ζ2

ζ̇2 = 2ζ1ζ2 + u+ d(t) (43)
y = ζ1

It is desired to achieve optimal regulation of the system’s
output y to a constant reference signal r0 in the presence of
a disturbance signal, d(t) = d0sin(ωt). Both these signals
are generated by the exosystem

ẇ=

⎡⎣ 0 ω 0
−ω 0 0
0 0 0

⎤⎦w,w(0) =

⎡⎣ d0
0
r0

⎤⎦ ,

[
d(t)
r0

]
=

[
w1

w3

]
With change of variables x1 = ζ1 − w3, x2 = ζ2, we have

ẋ1 = x2

ẋ2 = 2(x1 + w3)x2 + u+ w1 (44)
e = x1

To achieve a sector margin for the nominal system, we
use a CLF to design an optimal stabilizing control [7]. With

A =

(
0 1
0 0

)
, B =

(
0
1

)
, P =

(
1 c
c 1

)
,

the Ricatti inequality ATP +PA−PBBTP < 0 is satisfied
for any c ∈ (0, 1). Then, V = xTPx is a CLF for the
nominal nonlinear system. Assumption 1 is satisfied with this
CLF which is also an optimal value function. Furthermore,
using Sontag’s Formula (19), we get the optimal stabilizing
control law for the nominal system as

ψ(x) = −2x1x2

− α1x1 +
√

(2x1x2α2 + x2α1)2 + α2
4

α2
(45)

in which α1 = x1 + cx2, and α2 = cx1 + x2. This optimal
stabilizing control law has two desirable properties, namely,
it has a sector margin ( 12 ,∞), and it can achieve a disk
margin ( 12 ) for the nominal system. The system (44) can
also be written as

ẋ = Ax+B[f(x,w) + g(x,w)(u− χ(w))]

e = Cx (46)

where

A =

(
0 1
0 0

)
, B =

(
0
1

)
, C =

(
1 0

)
,

f(x,w) = 2(x1 + w3)x2 + w1 + g(x,w)χ(w)

and χ(w) = −
(

w1+2w3

g(w)

)
. With this formulation, the prob-

lem fits into the Lyapunov redesign framework as given by
(33) with an optimal stabilizing controller (45), and by using
the control u of the form (36), it can be shown that the system
yields zero steady-state regulation error in the presence of
disturbance signal generated by the exosystem.

VII. CONCLUSIONS

This paper incorporates an optimal stabilizing controller
in the Lyapunov redesign framework of [6], and investi-
gates the asymptotic robustness properties of the overall
feedback design, given that the optimal stabilizing controller
itself possesses strong robustness properties by design. The
motivation comes from the flexibility of incorporating any
stabilizing controller within the framework as proposed in
[6], and we seek for control design methods that yield sta-
bilizing controllers with some additional desirable properties
like optimality, disturbance rejection and robustness in the
presence of matched uncertainties e.g. static nonlinearities,
uncertain parameters and the unmodeled fast dynamics. The
synthesis of such controller requires the solution of the
complicated Hamilton-Jacobi-Bellman (HJB) partial differ-
ential equations. Here, we exploit the inverse optimal control
design methods presented in [7] for nonlinear systems, where
it is shown that in addition to achieving the asymptotic
stability of the system and minimizing a cost functional, the
optimal feedback control law which is designed based on the
existence of a Control Lyapunov Function (CLF), guarantees
stability margins which characterize the system’s robustness
properties. A simple illustrative example is also presented to
delineate the overall design process.
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Abstract—In this paper we research on the run time 
characteristics of non-magnetic hydraulic navigation 
simulator and approach a corresponding control strategy. 
Since the simulator is designed to be non-magnetic, it 
consists of long hydraulic pipes separating electric part 
and mechanical part to avoid the magnetic interference 
from electric part. Meanwhile the mechanical part is made 
of non-magnetic materials. Hydraulic motor, instead of 
electric motor, is used to drive the simulator and it stands 
varied load at run time. Because of the non-magnetic 
design, normal control strategy doesn’t satisfy the system. 
We analyze the characteristics of the simulator system 
both in frequency-domain and time-domain with the help 
of transfer function and AMESim, which is a modeling 
environment for simulation of engineering, to make the 
characteristics clear and finally propose a PID based 
control strategy (denoted as Dff - PIDD2 in this paper) 
combining feedforward differential controller (Dff) and 2nd

order differential controller (D2) for the system. At last we 
verify the control strategy with position tracking 
simulation and obtain a satisfied result.

Keywords-non-magnetic; long-hydraulic pipe; navigation 
simulator; Dff - PIDD2; AMESim simulation 

I.  INTRODUCTION 
Non-magnetic navigation simulator is a platform which is 

used to test and to calibrate magnetic navigation devices [1]. 
Magnetic navigation devices are widely used to obtain accurate 
direction data in various fields, such as military, aviation, 
aerospace, resource exploration, and etc. When being tested 
and calibrated, magnetic navigation device is installed in the 
middle of inner ring of the simulator (Fig. 1) and the direction 
data from magnetic navigation device will be compared with 
the precisely controlled rotation data of the simulator. The 
simulator we work on is designed for a magnetic navigation 
device which navigates depending on the geomagnetic field. 
The geomagnetic field is very small (6e-5T averagely) 
compared to common magnetic fields in our daily life and is 

easy to be deformed in space by some paramagnetic or 
diamagnetic media. Because of the special characteristics of the 
geomagnetic field, the simulator has to be designed without 
influencing the magnitude and direction of the geomagnetic 
field nearby. 

To achieve the non-magnetic requirement, generally there 
are three driven schemes for navigation simulator: motor 
driven, pneumatic driven and hydraulic driven. Motor driven 
simulator requires separating the motor and the tested device to 
avoid the magnetic interference from electric motor. The non-
magnetic motion simulator used by U.S. Coastal System 
Station is based on motor driven scheme [2]. Pneumatic driven 
avoids the magnetic interference in principle. The motion 
platform designed by University of Newcastle, UK, which is 
used to test high-precision magnetic device, is based on 
pneumatic driven scheme [3]. Hydraulic driven also in 
principle avoids the magnetic interference and the 
compressibility of hydraulic oil is much less than gas so that it 
is more likely to achieve high-precision positioning and fast 
motion tracking. Besides driven scheme, non-magnetic 
materials are necessity to construct the simulator. Some 
commonly used non-magnetic materials are austenitic stainless 
steel, copper alloy, polymers, ceramic material, and etc. [4]. 

The non-magnetic navigation simulator we designed is 
based on the hydraulic driven scheme and many other design 
features, which will be included in the next section, to achieve 
non-magnetic requirement. Because of the non-magnetic 
requirement, the run time characteristics of the system are quite 
different from normal navigation simulator and normal PID 
control strategy doesn’t satisfy the system. In this paper we 
focus on the derivation of control strategy for the non-magnetic 
navigation simulator. And we focus more on the theoretical 
control scheme rather than real application details so that only 
the most important and crucial features of the system will be 
counted and some necessary supplementary control strategies 
for real application, e.g. using low-pass filter to eliminate high 
frequency noise signal from sensor, may be neglected in this 
paper. The performance of the derived control strategy will be 
verified by a simulated simulator system tracking a sine wave 
position singal with AMESim software. 

National Natural Science Foundation of China [grant numbers 50975172, 
50805090] 

Research Fund of State Key Lab of MSV, China [grant number MSV-
2010-05] 

496

UKACC International Conference on Control 2012 
Cardiff, UK, 3-5 September 2012 

978-1-4673-1560-9/12/$31.00 ©2012 IEEE



 

 

 

Figure 1. System composition of non-magnetic hydraulic navigation simulator 

I. PRINCIPLE OF THE NAVIGATION SIMULATOR 
The basic structure of the non-magnetic hydraulic 

navigation simulator system is shown in Fig. 1.  

Generally we divide the system into the electronic control 
part and the mechanical part. They are connected by signal 
lines mainly including current signals from controller to servo 
valves and feedback angular displacement signals from angle 
sensors to controller. Angle sensor is mounted at the end of 
each non-magnetic hydraulic motor. The angle sensor on the 
simulator is a kind of optical encoder, which is a passive device 
and has an acceptable influence on geomagnetic field [5]. 

The fundamental principle of the whole system is close to a 
classic valve controlled hydraulic motor system. But there are 
several different features in this navigation simulator, which 
are mainly designed to achieve the non-magnetic requirement. 
These features are: 

A We use beryllium bronze (Cu-Be-Co) [6] and other 
non-magnetic materials for hydraulic pipe and 
mechanical components of the navigation simulator; 

A We use hydraulic motor made of non-magnetic 
materials instead of electric motor and optical angle 
sensor instead of electromagnetic sensor; 

A In order to eliminate the electromagnetic interference 
from the servo valve and oil source side, we separate 
the mechanical part and the electric part by connecting 
them with long hydraulic pipes. 

When the simulator runs, three servo valves independently 
control the rotation of three rings, which are known as pitch 
(outer ring), course (middle ring), and roller (inner ring). The 
controller outputs the current signals, which are computed 
based on the feedback angular displacement and our control 
strategy, to control the spool position of servo valve so that 
each ring can rotate at a set speed or to a set position. 

II. MODELING WITH AMESIM 
In order to know the run time characteristics of navigation 

simulator especially the influence of non-magnetic designs on 
the system and approach a suitable control strategy, we model 
and simulate the system with AMESim (Fig. 2). We set up two 
models for different reasons. The model with no controller is 
used to simulate the open-loop characteristic of the system and 
to check the characteristic of each component. The model with 
Dff - PIDD2 controller is to test the effectiveness of our control 
strategy and to simulate the open-loop characteristic of the 
controller-controlled system as well. During modeling we 
focus on the most important parts of the system to make the 
model neat and effective. Here are some instructions for the 
AMESim model of non-magnetic navigation simulator system: 

A We set the oil source pressure to follow the equation 
of ps=95+5sin(200�t) (bar) to simulate the pressure 
ripple caused by periodic rotation of pump at oil 
source side; 

A To smooth the ripple and to keep a steady oil pressure 
inside the pipe we set up an accumulator right after oil 
source and the filter; 

A We select a three-position-four-port servo valve, the 
spool dynamics of which is modeled as a 2nd order 
system with a specified natural frequency and 
damping ratio; 

A The hydraulic pipe is modeled as distributive 
hydraulic line with lumped elements [7]; 

A Without losing the effectiveness of the model, we 
simply model the hydraulic motor as an ideal fixed 
displacement hydraulic motor and we only simulate 
one ring of the simulator because the three rings have 
similar characteristics and work independently; 

A The rotary load is set with specified moment of inertia, 
coefficient of viscous friction, Coulomb friction 
torque, and stiction torque [8]. 
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Figure 2. Model with no controller (left) and model with Dff - PIDD2 controller (right) 

The distributive hydraulic line model describes the 
hydraulic pipe as line with several nodes (Fig. 3). The 
compressibility of the fluid and expansion of the pipe/hose wall 
with pressure are considered in the model by using an effective 
bulk modulus. Pipe friction is taken into account using a 
friction factor based on the Reynolds number and relative 
roughness. And inertia of the fluid is also taken into account. 
The parameters of the whole model are set in Table I. 

 
Figure 3. The principle of distributive hydraulic line model (Source: 

AMEHelp HL042) 

TABLE I. PARAMETERS OF NON-MAGNETIC HYDRAULIC NAVIGATION SIMULATOR AMESIM MODEL 

No. Parameters Value or Expression

1 Oil source pressure (bar) 95+5sin(200�t) 

2 Accumulator volume (L) 6.3 

3 Accumulator pre-charge pressure (bar) 80 

4 Valve rated current (mA) 40 

5 Valve nature frequency (Hz) 80 

6 Valve damping ratio (null) 0.8 

7 Valve flow rate at maximum opening (L/min) 10 

8 Valve pressure drop at maximum opening (bar) 35 

9 Pipe inner diameter (mm) 8 

10 Pipe wall thickness (mm) 2 

11 Pipe length (m) 5 

12 Pipe relative roughness (null) 1.5e-4 

13 Pipe Young’s modulus (bar) 1.3e+6 

14 Pipe internal node number (null) 5 

15 Motor displacement (cm3/rev) 80 

16 Load moment of inertia (kgm2) 5 

17 Load viscous friction coefficient (Nm/[rev/min]) 0.1 

18 Load stiction torque (Nm) 4 

19 Load coulomb friction torque (Nm) 2 

20 Position tracking signal (degree) 40sin(�t) 
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III. SIMULATION AND ANALYSIS 

A. Fundamental analysis of the system 
As we mentioned in the principle section, the fundamental 

part of the system is a valve controlled hydraulic motor system. 
So firstly we study on the characteristics of this fundamental 
part in frequency-domain. The linearized flow rate incremental 
equation of hydraulic valve is defined as: 

 LvcvqLv pKxKq *�*�*  (1)G

where qLv is flow rate, xv is spool position, pLv is load pressure, 
Kq is flow rate gain, Kc is flow-pressure coefficient. Then we 
give out the expression of angular displacement of hydraulic 
motor directly [9]: 

 

)1s2s(s

)s(T)s
K4

V1(
D
K)s(i

1s2s
K

D
K

)s(

h

h
2
h

2

ml
cee

t
2
m

ce
c

sv

sv
2
sv

2
sv

m

q

m

	
�
O

	
�

�
	�

	
�
O

	
�

��  (2)

 

where ic is current signal output by controller, Tml is torque 
load reflected on hydraulic motor shaft, Dm is displacement of 
motor, Kce is total flow-pressure coefficient, �e is effective bulk 
modulus of motor system, �sv is servo valve natural frequency, 
�sv is servo valve damping ratio, Ksv is servo valve gain, �h is 
hydraulic natural frequency, �h is hydraulic damping ratio. 

In order to reduce the complexity of the model, we 
temporarily make the assumption Tml(s) = 0, which means 
motor load is zero for the moment. Then (2) reduces to 
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It can be seen from (3), if we neglect the long hydraulic 
pipe and assume zero motor load, the model with no controller 
is a first order astatic system with two oscillation elements, 
which can be theoretically regulated by a PID controller [10]. 

B. Analysis of hydraulic motor load 
The second step we take the hydraulic motor load into 

account. The motor load is defined as: 

 4m3m2m1ml C|))sgn(|1(CCCT 	��	�	�� �  (4)G

where �m is the angular velocity of motor, C1, C2, C3, and C4 are constants defined in Table I (No. 16-19). The transfer 
function of the system will become very complicated when 
combining (2) and (4), and it will be difficult to draw a proper 
control strategy. So we analyze the system in time-domain 
based on AMESim simulation result. 

The motor load influences the system by changing the load 
pressure, i.e. the pressure difference between the inlet and 
outlet of motor. Recalling (1), we see if the opening amount of 
valve spool keeps unchanged while the load pressure 
increases/decreases, the flow through the motor will reversely 
decrease/increase. In order to eliminate the varied motor load 
influence on the flow rate, we introduce compensation current 
to simultaneously act on the opening amount of spool. 
According to (4) we need to involve angular velocity and 
acceleration of the motor and a constant into control signals. 
Because the velocity signal is already able to be reflected in the 
PID controller and the constant is relatively small compared to 
other terms in (4), we only introduce an extra 2nd order 
differential controller (D2) to get the acceleration of the motor. 
Through the simulation of model with Dff - PIDD2 controller 
tracking a sine wave position signal in AMESim (detailed 
simulation parameters will be included in later section), it can 
be seen from Fig. 4 that the simulated output of D2 controller is 
always in the same pace with the motor load and reflects the 
acceleration of motor. 
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Figure 4. Comparison of motor load and D2 controller output in model with 

Dff - PIDD2 controller 

C. Analysis of long hydraulic pipe 
At last we research on control strategy with long hydraulic 

pipe taken into consideration. The distributive hydraulic line 
model describes the pipe as a line with several nodes and 
calculates the pressure and flow rate in each node with the 
following equations (Source: AMEHelp HL042): 
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where pp is pressure in node, qp is flow rate in node, Ap is the 
cross-sectional area of pipe, �ep is the effective bulk modulus of 
pipe/fluid combination, � is the oil density, Dp is the diameter 
of the section of pipe, �p is the inclination of pipe, � is the mean 
velocity of flow in node, ff is the friction factor of node. 

It can be seen that, the derivative of the flow rate is 
determined by applying conservation of momentum principles 
to a control volume cell. Forces due to pressure, gravity and 
pipe friction are taken into account as well as convection of 
momentum. And we again analyze the pipe effect in time-
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domain. As shown in Fig. 5, through the simulation of model 
with no controller tracking a step position signal, the simulated 
flow rate in hydraulic motor delays about 0.2 second compared 
to flow rate at port A of the servo valve. 
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Figure 5. Flow rate in model with no controller 

Because pipe is the only component connecting motor and 
servo valve, it is obviously that the long hydraulic pipe causes 
the time delay. It means if we could give out the tracking signal 
a certain time period in advance, we are able to cancel the flow 
rate delay in pipe. We now assume the tracking signal can be 
described as a continuous differentiable function f(t), then for 
tB > tA and tB - tA << 1 we have 
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Since tB - tA << 1, we neglect the terms with order equal to 
or higher than 2. Equation (6) reduces to 

 )tt)(t(f)t(f)t(f ABA
'

AB �D�  (7)G

Equation (7) shows that we can approach the incremental of 
signal at tB to signal at tA with the derivative of signal at tA. 
Inspired by this equation we introduce the feedforward 
differential controller (Dff) into control strategy: 

 KsDff �  (8)G

Compared to (7), we roughly have gain K = tB - tA. 

D. Overall control strategy and simulation result 
Combining all above analysis, we draw the overall control 

strategy for the system. We use a PID controller as 
fundamental control strategy together with a D2 controller 
regulating the hydraulic motor load fluctuation and a Dff 
controller eliminating time delay effect caused by long 
hydraulic pipe. In order to check the effectiveness of the 
controllers, we simulate a position tracking test in AMESim. 
The tracking signal is set to be a sine wave position signal 
described in Table I (No. 20), which meets the non-magnetic 
simulator specification. The result of the simulation test is 
shown in Fig. 7 with controller parameters in Table II.  

Through the comparison between Dff - PID control and PID 
control, we see the Dff controller effectively eliminates the time 
delay of the system. Through the comparison of PIDD2 control 
and PID control, we see the D2 controller reduces the tracking 
error fluctuation of the system at start stage, during which the 
motor load changes rapidly and greatly (Fig. 4). Because our 
system stands varied motor load and the feedback signal is 
angular displacement of motor, the D2 controller precisely 
catches the load fluctuation and compensates it to the control 
current signal. D2 controller is rarely seen in traditional control 
strategy because it usually introduces instability to system. In 
real applications a low-pass filter might be used to eliminate 
high frequency noise signal from sensor. 

Besides the time-domain analysis with AMESim, we also 
do a frequency-domain test (Bode diagram) of the two models 
in open-loop state. We analyze the stability of the two models 
based on Bode diagram stability criterion for open-loop system 
(Fig. 6) [11]. This criterion defines the magnitude crossover 
frequency (�mc) as the frequency where the magnitude is equal 
to 0 and the phase crossover frequency (�pc) as the frequency 
where phase shift is equal to -180 degree. If at the phase 
crossover frequency, the corresponding magnitude is less than 
0 dB, then the feedback system is stable. According to Bode 
diagram criterion (using the vertical lines in Fig. 8 as reference), 
the model with no controller is not stable while the model with 
controller is stabilized. The diagram also shows that model 
with Dff - PIDD2 controller has faster response in low 
frequency region and broader frequency band without phase 
delay. Although the attenuation of model with controller in 
high frequency region becomes slower, it is within an 
acceptable amount. 

TABLE II. CONTROLLER PARAMETERS FOR SINE POSITION 
TRACKING SIMULATION 

Controller PID PIDD2 Dff - PID Dff - PID 

Dff null null 0.05 0.05 

P 0.6 0.6 0.6 0.6 

I 0.5 0.5 0.5 0.5 

D 0.05 0.05 0.05 0.05 

D2 null 0.002 null 0.002 

 

 

Figure 6. Bode diagram stability criterion for open-loop system 
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Figure 7. Simulation result of sine position signal tracking (solid line: target signal, dashed line: tracking result, dense dashed line: tracking error) 
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Figure 8. Bode diagram of model with no controller (left) and model with Dff-PIDD2 controller (right) 

IV. CONCLUSION 
Through modeling, simulation and analysis of non-

magnetic hydraulic navigation simulator, we conclude that the 
simulator is a time-delay valve controlled hydraulic motor 
system with varied motor load. We firstly focus on the most 
fundamental parts of the system, i.e. valve controlled hydraulic 
motor, which is a common hydraulic system and on which 
mature control strategy can be applied. Secondly we analyze 
the special parts of the system in time-domain with simulation 
results. During this process we isolate each component and 
come up with different control strategies. Finally we propose 
the Dff - PIDD2 controller for the system, which is proven more 
effective than the traditional PID controller theoretically and 
with simulation as well. The Dff - PIDD2 controller may also be 
applied to real applications of similar system with time delay or 
varied force/torque load. 
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����	���� �	 �	��� �	�. �.� ������� �� ��������	 ��	�����-

3 �.�� ����� �.� �	���� �������	�
 ������� ��	���� �	�
� �������� �	��� 	� � �������� 96� � �.� ������� 	�
������ ������� �� �	���� �
 ���� 	� � .��.�� 	���� ������
�	�� �	��	�- 8��� �.� ������� ����������	 ����	��. :@; 
�.� �������� ������� �	��� 	� �.� �������� 96� �� �������-
�.� � ���	� 	���� ������ �	�� �	��	���� 	� �.� �����
�4����� ���	���.� �� ����- �.� ��	�	��� �	��	� ��4 �� �����
	 �4	 	����� ������ ����	��� ������ �.� ��
���	���
������� 	� �.� 	����� ��������� � ����� 	� �.� ����������	
	� �.� 	.	�		��� �	������� ����� �.� �	��	-

�.�� ����� �� 	������� �� �	��	4� � 0����	 $ � ��������
������� �	��� �	������� ������ ������� �� ������� �� �.�
��	���� �������� �� ��������- �.� ���	� 	���� ������ �	��
�	��	� ��4 �� �������� � 0����	 < 4.��� 0����	 = �.	4�
��������	 �������-

33- 67�AB 7� ��A !"��B3CA ",� ��7+BA6 0�"�A6A,�

�.� �	����� � � ����� ����� �	�� �� � �5����� 	�
�������� 96�- �	� �	��� ���������
 4� ������ �.�� ���.
�5�� 	� �.� �.
����� 4.���� 1��	� �� ����2 �� ����������
�
 � ������� 4.��� �	����� � �.� ������ �5��- �.� �.�
��.������ �����������	 	� �.� �������� 96� �� �� ����
�
 ������ �- 3� �� ����
 ��������� �
 � �	���������	�� ����	�
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	� ���������� �		������� � � ��� � �� � �� ��
� 4.��� �� � ��

��� �.� �		������� 	� �	�� �  � �� �.� 	�������	 ���� 	�
�.� ��.���� 4-�-� �	 � >5�� ����� �� � ��������� �.� ��	�
������� ���� �������� �	 �.� ��� �	�
- 	 ��	��� �.� 96�D�
4.�������-

,	�� �.�� �	���� �	�	� 	� �
�� �
�� 
�� 4��. � ������ 	�
�	�����
 
� � � �� � ������ 	� �����������
 
� � � ������
�	�� �������� �	������� 1�.� 	 ������� �	������ ����
�.� ���� �	� �	�. ������ 4.����2 	� �.� �	��E

����� �� � � 1'2

4��.

� �

�
���

���� ��� 	 �� ��� �� 	 ��
���� ��� 	 �� ���� ��� 	 ��
� ����� � ����
� � � �

�
��� �

��� � 
������ ���� � ������

4.��. �	�����	� �	 �.� ����� .
�	�.���� 	� � F ���� �	����
�� 	 ������� F �	����	-

��>�� � ���� ����5 ���� ���. �.�� ��������� � � �
����	� � � ���� ���� �5���� ������
��

�� � ����� 1$2

4��.

� �

�
���

��� �
���� �
������ �
� �

�
��� �

4.��� ��� �� �������� �����������
 �.� ����� ����� 1������
��2 ���	���
 	� �.� �������� 96�

X

x

Y i

L

j

y

θ

φ

P

������ '- �.� �������� 96�-

3 �������� �� �� 4��� �	4 �.�� �.� 	.	�		��� �	�
������� ��� ���� �������
 �����>�� ����� �.� �	��	 	� �	�	� 
��� �	 ����	�� ����	�� ���. �� ������ ���	��������
 	� G�5�
������
 	� �.� 4.����- ���� �.� �������� �	��� ���� �

1$2 �� 	 �	��� �����- 0	 �.� ��������	 �	���� �� �������
������� .��� �	 �� �	������- +���� 	 �.� ������� ����������	

�	������� :@; �.� �������� �	��� 	� �.� �������� 96� 4��.
������ �� �� �5������� ��E

�� � ����� 	����� 	����� 	����� 	������

4.��� ��� ��� ��� �� ��� �.� �	�	�� 	� �.� �����5 ��� �� �
�	�� ������	 ����	� ��G����� �.� ��	����	 	� �.� �	�������
�� � �� � �	������ ������ 4.��. �� �.� ������ 	� �.� �������
��������- ��� �� ��� �	�����	�� �	 ������� ������� 4.���
��� �� ��� ��������� ������� �������-

B�� �� �� �� �� �.� �	�������� �� �.� ������� ���	������
	� �	�� � 1��� ������ �2 �����������
 �� �� �.� ��.����
������ ���	���
E�	



�� � �� 	 ������� 	 ��� 	 �������
�� � ��� 	 ������ � ��������
�� � �������� � ������ 	 ��������

1<2

8��� �.� .
�	�.���� 	� � ����� ����� ��	� ������� ���� �.�
�������� �	��� 	� �.� �������� 96� �� ���� � �.� ����
����� �
 ���� ��	����	 	� �	�� � 	� �		�������E

�
� ���

���
	 ��

�
� �����

�
� ��

��
��

�
�

4��.

���� �

�
� ��� ���� �

���� ���� �
� � �

�
�

�.� 	�������� �� �	 ���� �.� �������� �	�	� �	��	4 � ����
�������� �������	�
 �.�� �����>�� �.� �������� ������	� 	� �
������� 96�E

�
� ���	

���	

	 ��	

�
� ����	�

�
� ��	

��	
��	

�
� � 1=2

4.��� ���	� ��	� �� �.� �	����	 	� � ������� �������� ���
.���� �� �.� �	�� ��	� � �.� ���� ����� �	 �� �.� 	�������	-
��	 ��	 ��� �.� �	�������� ������� �������� ���	������ ��
�.� �	�� ��	� �� ��	 �� �.� ������ ���	���
- �.� ��������
���	������ �� 4��� �� �.��� >��� �� ���	� ���� ����������� 
��� ������� �	 �� �	���� �	� ��� �-

��	�� �
 � �
� �� �� 	�� �

�.� �	����	 ������� ���	�
����	� �5������� � �.� ����� ����� �	 �.� ������� ��.���� �-�-E�

� ����������
	�����

�
� �� ���	�

�
� �� ���� ��	���

�� ���� ��	���
	����� 	�	���

�
� 1)2

+
 ���� ��������	 	� 1=2 �.� ���� �������� ������� �	���
�	� �.� �������� �� �� �����
 �����	��� 1��� �.��� �	� ������2E��	

�

��� � 
��

� �� 	 ������� 	 �������� 	 �
�����������

��� � �
��
� ��	 �������� � ������� 	 �

�����������
�
	�� � ����

1*2
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4.���

�
�������� �

�
������� ���� ��	 	
�������� ��	�

�
�������� �

�������� ��	 	
��� 
��������� ��	�

,	�� �.�� �
�������� �� �

�������� ��� �	���� �����	�- 0����
�� ������� ��� ������� �� �������� ����������	�- "� 4� ��
��� �.� �	��� ���
 	 �.� ���������� 	� �.� ���������
����������	�- ���� ��� �������� ���������� �� ���>���� �	
	����- �	 ���	���� �.� ����������	� 4.��. �� �� ������
����� �.� �	��	 	� �.� �	�	� 1�	�����2 4� .��� ���������
�.� ������ 	� �.� ���� 4.���� ��� � �� � �� �� ����
��	 ���	�� 	�
 �.� ������ 	� �.� ��	� 4.���� � ��� �� ��
��� �� ��� �.� �.� �
���� 1<2 ���	���E�	



�� � �� 	 ���
�� � ���
�� � ��������

1?2

3 �.�� �������	 �4	 �	����	 ��� ��	�	��� .���- �.� >���
	� �
 ����� � ���� 4.��. �������� �.� ����������	� 	
�.� �	�������� ���	���
 �	��	� �� 1�	�������� ������ 	�
�������2 �� �.� ���	� 	� �
 �	���
�� �.� ��������
�������	�
 �.�� �.� ��.���� ���� �	��	4 1������� ������ 	� �����
���2- 9� ���	���� �.� �	�������� 1�������2 ����������	 �
�.� �5������	 	� �.� ���	���
 �	��	� 1�.� �������� �������	�
2
�����������
 �� �	��	4E�

�� � �� 	 ���
��	 � ��������� 1@2

3 �.� ���� 4.� 	 ������ 	����� �� �� 	���	�� �.�� �� � ��
�� �� � ��

�.� ��	���� ��������� � �.�� ����� �� �	 >� � �����
�������� �	��	���� 4.��. �� �������� �.� ��
���	��� ������
������	 	� �
���� 1*2 ��	�� �.� 	���� �-�E

��
�������� � �� ���������� � �� �����

����� � ��
�	� �.�� � �	���� 	����� �	��	� ��4 ����� 	 ���	�

	���� ������ �	�� �� ������� � �.�� �����- 3� 4��� �� �������
�.�� 	�
 � � � ��� ��������� �	� ����������- �� �� �.	4
�.�� �	�. �.� �	����	 �� �.� ������ ������� ���	�� 	�
�.� �	�	� ��� ��
���	������
 ���������� � � ����������
 �����
���.�	�.		� 	� �.� 	����-

333- 0A!7,� 7��A� 0B3�3,H 67�A !7,��7BBA�

0����� �	�� �	��	� ����	��. �5.����� �������� ���������

	� ����� �� �	�� �	������� ��	������� 4��. ������� �	
����.�� ����������	� :'';- �	 	����	�� �.� 4��� �	4
�.������� �.�	��	 4.��� ���������� ������ �	�������
������
 ���	� 	���� ������ �	�� �	��	����� .��� ���
��	�	��� :'$;- �.�
 ��� �.����������� �
 � ����	���	��
�	��	� ����� 	 �.� ���	� ���� ����������� 	� �.� ������
�	������ � 1������ 	� �.� >��� ���� ���������� � ���������
������ �	��2 4.	�� ����.�� ��>�� �.� ������ ����	��-
�.� ��� �������� 	� �.� ���	� 	���� ������ �	�� �� �	

	���� � >��� ���� �	������� 	�	 �.� ���	� 	���� ������
��� �� � �� � �� 1��� :'=;:'<;2-

�������� ��� 	� ���	���.�� 1�4����� �����  ����� �4����� 
����	������---2 ���� �	 ����� �.� >��� ���� �	������� .���
��� ��	�	��� :'<;- ���� �.� ����� �4����� ���	���.� �.��
	�
 �������� �.� �	4����� 	� �.� ������ ������� 4��� ��
��	����- 3 4.�� �	��	4 �� �� �.	4 �.�� �	�. �.� �	����	
�� �.� ������ ������� ���	�� 	� �.� �	�	� ��� ��
���	������

���������� � � ����������
 ����� ���.�	�.		� 	� �.� 	����-

�� �����	 
	� 
��
������� �� ��� �����	� �
	�����
B�� �� ��>� �.� ������ �	������ � � ���� ���� ��E

�� � ����	 �
����������� 1(2

�� � �
���������� 	 ����� 1'%2

4.��� �� �� ��� �	������ ����������- ,	�� �.�� �.� �
���� .��
�������� ������ 	� 4��. ������� �	 �	�. �� �� �� �� �.�� �.�
���	� ���� ����������� ���� �� 	� ��� ���� �
E


�� � ������ ������ �� 	 ���

�� � ������ ������ �� 	 ���

�	� ���� 	� ����� �.� �5������	 	� ������ ������ �� ��
������ ������ �� ��� 	� ���	���� .���- �.� ���� �� �	 �������
� ���	� 	���� ������ �	�� 	 �.� ���	� 	���� ������ ���
���� �
 �.� ����������E � � �� � �- �	� �.�� ������ �.�� �.�
�������� ���	������ ���	� ��	� �� �.��� >��� �� ���	� ����
����������� ��� �	���� �� �.�� �.� �����	� ������ ������ �� ���
�	���� ���. �.��

��������� ������ ����� � ��� � � �� � 4.��� ��

��� �	������ �	�����- �.� �� �� �	4 �.�� 	� �� ����

�.� ����� �4����� ���	���.� ��>�� �
 �.� �	��	4�� �	��	�
��4 :'<;E

�� � ���� ����
�
� �������� 	 ����

���� � ������������ � � �� �
1''2

4.��� �� �� ��� ��� �	������ �	����� �.�� ������
 �.�
�	��	4�� �	����	�E�

�� � ��

���� � ���
�����

�����

3� �� �� �.	4 �.�� �.� �	��	� ��4� 1''2 ������� � ���	�
	���� ������ �	�� 	 �.� ���	� 	���� ������ ��� �� � �� � ��
1��� :'=; :'<;2- 3 ���������� �.�� ������� �.��E

���� � ��
���������� 1'$2

���� � ��
���������� 1'<2

�� ���������� ��
������ �� ��� �����	� �����	
3 	���� �	 �.	4 �.�� 	�� � ������ �	�� �.� �	����� ���

�	�� 	� �.� �	�	� ��� ����.�� ��
���	������
 ��� �� ���	����
�.� �	��	4�� �������� B
���	� �����	E

 �
�

�

���� 	 ���� �
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� � �� ���	
	
�� 	 ������� 	 �������� 	 �

���������� 1'=2

	�� ����	
	
��	 �������� � ������� 	 �

���������� �
�������� �.� �5������	� 1'$2 �� 1'<2 � 1'=2 	� ����E

� � ������ � ����� 	 �� �������� 	 ���������
	�� ��������� � ��������

��	� �.� ������	� 1'$2 �� 1'<2 4� .���E

�� � !��������
4��.
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�.� 	� ����E

� � ������ � ����� 	 ����� ����� 	 !������������
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�� ����	�� �.��

	���	 � �� 	 �� 	"	 �
	���	 � �� 	 �� 	"	 �

4.��� �� �� �� ����� �� ��� �	������ �	����� �� " �� �� �� ��-
B�� �� ��>� �� � ��
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���� �.� 	� �� 4����E

� � ��� 	"	� 	 	"	�
�
���� 	 ����
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�
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�
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�
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�
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4��.
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�
������ 	 �����
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	 ���� 	 ����

�
�

�.�� � 4��� �� ������� ��>��� �� �.� �.� ��������� �� ��
�.	�� ��E

�� �

�
������ 	 �����

�
	 ���� 	 ����

�

���� 4��. �.�� �.	��� 	� �� �.� �	����	 	� �.� �
���� ��
���� �


	"���	 � 	"���	 ���
�
����
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Instituto Tecnológico de Aeronáutica, Divisão de Engenharia Eletrônica,
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Abstract—In this work, a trajectory planning technique for an
autonomous vehicle is proposed. A Predictive Control formula-
tion is used both to plan a trajectory and control the vehicle in
the presence of obstacles and dynamic constraints. However, some
particularities of this sort of missions may make the time required
for solution of the associated optimization problem prohibitive
for a given sampling period. In this context, the possibility
of using smaller prediction and control horizons is important
to obtain a suitable control sequence within each sampling
time. For this purpose, a trajectory planner which distributes
waypoints along a previously established path is employed in the
present paper. Each waypoint is determined so that it can be
reached in a horizon which is smaller than the one necessary
to reach the target set from the initial position, thus reducing
the computational burden during the control phase. Moreover,
during the planning phase the waypoints are chosen under the
restriction that the target set should be reached within finite time
so that the mission can be accomplished.

Index Terms—Predictive control, trajectory planning, way-
point.

I. INTRODUCTION

Model-based Predictive Control (MPC) techniques involve
the solution of an optimal control problem within a moving
horizon, which is repeated (usually at every sampling time)
on the basis of feedback from the sensors of the plant [1],
[2]. One of the main advantages of MPC is the explicit
treatment of constraints over the outputs and the controls of the
plant. In aeronautical applications, it allows the various aircraft
actuators to work closer to the limits of saturation, providing
an increase in the flight envelope without compromising the
safety of operation.

In typical problems of guidance of vehicles the state must
reach a given set in finite time for the mission to be completed
successfully [3]. Another issue is the existence of constraints
that result in a non-convex optimization problem, such as the
presence of obstacles which the vehicle must avoid.

In [3] the problem of reaching a terminal set in finite time
is addressed by using a variable horizon MPC formulation and
minimizing a weighted-time-fuel cost function. The resulting
optimization problem is a Mixed Integer Linear Programming
(MILP) one, because it involves both continuous and logical
variables. A kinematic model of the vehicle is used to de-
termine the trajectory, but vehicle guidance and control can
be carried out by enhancing the model with rigid body and/or
actuator dynamics. The obstacle avoidance constraints can also
be encoded in the MILP formulation by using logical variables

in conjunction with a “big-M” method, thus circumventing
the difficulties brought about by the loss of convexity of the
optimization problem.

However, the resulting MILP problem may not be feasible
with small horizons, causing the need of larger ones in order
to reach the terminal set from the initial state. In turn, larger
horizons are associated with a higher number of optimization
variables and may render the computational treatment of the
optimization problem impracticable.

In this scenario, it may be convenient to split the mission
into a series of intermediate goals that can be achieved within
smaller horizons. Nevertheless, this division should be done
judiciously, considering information about the limits of the
actuators and constraints on the states of the plant, as well
as the obstacles and the final goal of the mission. One way
to accomplish the division is to introduce a sequence of
waypoints, i. e., intermediate points through which the vehicle
must pass to reach the terminal set. Such waypoints must be
followed in a predetermined sequence obeying constraints and
leading to the terminal set. Their determination must also take
into account the capacity of achieving the waypoints from the
current position of the vehicle within a horizon of acceptable
size. Thus, the problem is divided into two steps: 1) off-line
trajectory planning - involving the calculation of waypoints;
2) online execution of the planned trajectory. The first step is
performed before the start of the maneuver.

In this work a technique for trajectory planning via way-
points in the presence of obstacles is proposed. The em-
ployment of such a technique along with an MPC-MILP
formulation is evaluated regarding the computational burden
involved in the control task.

The remainder of this paper is organized as follows. Section
II reviews the MPC-MILP formulation adopted in the present
work, which involves minimizing the weighted-time-fuel cost
function to reach a given terminal set in the presence of
obstacles [3]. Next, in Section III, trajectory planning for
vehicles in the presence of obstacles is briefly discussed.
The main contribution of this work is introduced in Section
IV, in which the proposed approach for trajectory planning
is presented. The scenarios adopted in the simulations are
described in Section V. Section VI presents the simulation
results of the proposed approach, which are compared to
the direct application of the original MPC-MILP formulation.
Finally, conclusions are drawn and suggestions for future work
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are given in section VII.

A. Notation

• x ∈ R
n: plant state;

• x0 ∈ R
n: initial plant state;

• u ∈ R
p: control signal;

• r ∈ R
2: vehicle position;

• b ∈ {0,1}: binary variable associated to the horizon
minimization;

• bobsi,m ∈ {0,1}: binary variables associated to the obstacle
avoidance constraints;

• k: current time;
• ♦̂(k+i|k): predicted value of the variable ♦ at time k+i

based on the information available up to time k;
• ♦∗: optimal value of the variable ♦;
• N(k) ∈ N: MPC control and prediction horizon;
• Cr ∈ R

2×n: matrix that extracts position information
from the state vector;

• U(j) ⊂ R
p: set of admissible control values at time j;

• X(j) ⊂ R
n: set of admissible state values at time j;

• Q(N(k) + 1) ⊂ R
n: set of terminal state values at the

end of the horizon;
• Zm ⊂ R

2: polygon defining the m-th obstacle;
• Vi ∈ R

2: i-th vertex in the planned path;
• N̄ ∈ N: maximal horizon in the one-step formulation;
• N̄P ∈ N: maximal horizon between waypoints;
• NWP ∈ N: number of waypoints;
• Nobs ∈ N: number of obstacles;
• Nf ∈ N: number of sides in each obstacle;
• NV ∈ N: number of vertices in the planned path;
• αi ∈ R: variable that determines the position of the i-th

waypoint along the planned path;
• M ∈ R+: constant large enough to make terminal

constraints inactive;
• Mx ∈ R+: constant large enough to make state con-

straints inactive;
• Mu ∈ R+: constant large enough to make control

constraints inactive;
• Mobs ∈ R+: constant large enough to make obstacle

avoidance constraints inactive;
• MWP ∈ R+: constant large enough to make waypoint

location constraints inactive;
• rx ∈ R: position along a coordinate axis in a horizontal

plane regarding an arbitrary origin;
• ry ∈ R: position along a coordinate axis (perpendicular

to the first) in a horizontal plane regarding an arbitrary
origin;

• vx ∈ R: velocity regarding the rx position;
• vy ∈ R: velocity regarding the ry position;
• ax ∈ R: acceleration regarding the vx velocity;
• ay ∈ R: acceleration regarding the vy velocity;
• γ ∈ R: weight of the term associated to the fuel

consumption in the cost function;
• 1♦ ∈ R

♦: column vector of ♦ elements equal to 1;
• ‖♦‖1: 1-norm of the vector ♦.

II. PREDICTIVE CONTROL

As depicted in Fig. 1, the basic elements of a predictive
controller operating in discrete time are:

• A model used to predict the state of the plant over a
horizon of N steps in the future, based on the current
state x(k) and the control sequence {û(k + j|k)}, j =
0, . . . , N − 1 to be applied.

• An algorithm to optimize the control sequence regarding
the cost function specified for the problem and the
existing constraints on inputs and states of the plant.

Optimizer

Prediction Model

Plant

Cost
Function Constraints

Predictive Controller

û(k+j-1|k)
j = 1,…,M

û*(k|k) x(k)

x(k+j-1|k)
j = 1,…,N
ˆ

Fig. 1. Predictive control loop using state feedback.

In [3] the cost function is of the form:

J [x̂(·|k),û(·|k),N(k)] =

N(k)∑
j=0

(1 + γ ‖û(k + j|k)‖1), γ > 0

(1)
subject to

x̂(k + j|k) =

{
x(k), j = 0
Ax̂(k + j − 1|k) +Bû(k + j − 1|k), j > 0

(2a)

x̂(k + j|k) ∈ X(j), j = 1, . . . , N(k) (2b)

û(k + j|k) ∈ U(j), j = 0, . . . , N(k) (2c)

x̂(k +N(k) + 1|k) ∈ Q(N(k) + 1) (2d)

In the present work, robustness to unknown disturbances is
not addressed in order to simplify the presentation of the main
contribution, which will be stated in Section III. Therefore,
the dependence of the sets X, U and Q on j and N(k) is
disregarded.

It can be seen from Eq. (1) that a compromise between
the time to reach the terminal set and the fuel spent during
the task is achieved by penalizing the time in the first term
of the cost function and the fuel expense in the second. By
manipulating the weight γ, the planner can be adjusted to put
more emphasis in time minimization (small values of γ) or
fuel expense minimization (large values of γ).

This cost is denoted simply by J(k) to indicate that it is a
function to be optimized at the sampling time k.

The optimal control sequence
{û∗(k + j|k), j = 0, . . . , N(k)} that minimizes the cost
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given by Eq. (1) subject to the constraints in Eqs. (2a), (2b),
(2c) and (2d) usually cannot be analytically determined.
Therefore, an optimization algorithm has to be used to obtain
the control sequence subject to constraints. Customarily, an
strategy known as “receding horizon” [2] is applied, i. e.,
only the first element of the control sequence is applied to the
plant (u(k) = û∗(k|k)) and the optimization is repeated at
the next sampling time, making u(k + 1) = û∗(k + 1|k + 1).

A. Horizon minimization

If the terminal set is given in terms of linear constraints:

Q = {x : pTi x ≤ qi, i = 1, . . . , NQ},

pi ∈ R
n, qi ∈ R, i = 1, . . . , NQ

(3)

then the terminal constraints can be rewritten as:

pTi x̂(k + j + 1|k) ≤ qi +M [1− b(j)], i = 1, . . . , NQ (4)

with b(j) defined as

b(j) =

{
1, if j = N(k),
0, if j �= N(k)

(5)

The scalar M must be taken so that M > pTi x− qi, ∀i for
all admissible x [4].

Thus, the cost can be recast in terms of a maximum preset
value N̄ for the horizon, that is

J(k) =

N̄∑
j=0

(jb(j) + γ ‖û(k + j|k)‖1) (6)

subject to (4) with the following additional constraints:

N̄∑
j=0

b(j) = 1 (7)

The cost expressed in Eq. (6) coincides with the one in Eq.
(1) if the optimal value N∗(k) for the horizon is less than or
equal to N̄ and the optimal control is null after N∗(k), i. e.,
û∗(k+j|k) = 0, j > N∗(k). This last condition is guaranteed
as the constraints in Eqs. (2b) and (2c) are imposed only up to
the horizon N∗(k). After this horizon, there is no constraint
to be satisfied and thus the minimization of ‖û(k + j|k)‖1 for
j > N∗(k) results in a zero control.

The state and control constraints up to the horizon N̄ are
rewritten in [3] using scalars large enough so that they become
inactive after N(k). Indeed, let the sets of admissible states
and controls be

X = {x : rTi,xx ≤ qxi , i = 1, . . . , Nx},

U = {u : rTl,uu ≤ qul , l = 1, . . . , Nu},

ri,x ∈ R
n, rl,u ∈ R

p, qxi , q
u
l ∈ R,

i = 1, . . . , Nx, l = 1, . . . , Nu

(8)

The constraints on the states and controls can then be
rewritten as

rTi,xx̂(k + j|k) ≤ qxi +Mx

j−1∑
m=1

b(m), i = 1, . . . , Nx

rTl,uû(k + j − 1|k) ≤ qul +Mu

j−1∑
m=1

b(m), l = 1, . . . , Nu

(9)

which makes the constraints inactive for j > N(k) as
b(N(k)) = 1. For this purpose, Mx must be such that
Mx > rTx,ix − qxi , ∀i, for all x reachable in up to N̄ steps
from the terminal set with null control. Mu is a scalar that
renders the inequalities inactive for all admissible values of u.

Therefore the problem is defined with a fixed horizon N̄

and a linear cost involving real and integer variables subject
to linear constraints. Thus, algorithms for MILP can be used
to obtain the optimal control sequence.

B. Obstacle avoidance

Obstacles such as buildings, hills and dangerous areas to
be avoided are commonly present in problems of vehicle
guidance. The obstacle avoidance constraints lead to the loss
of convexity of the optimization problem that has to be solved
in order to calculate the control sequence. The present work
adopts the formulation for the avoidance of obstacles presented
in [5] and [3], which introduces a set of binary variables for
each obstacle.

The constraint that the trajectory in space does not cross an
obstacle can be written as r = Crx /∈ Zm, in which Zm =
{r|P obs

m r ≤ qobsm }. Without loss of generality, all obstacles
will be assumed to have the same number of sides Nf . It is
therefore required that the position r is not in the sets Zm,
1 ≤ m ≤ Nobs at each sampling time, which is equivalent
to imposing that the sets Im = {i ∈ {1, . . . , Nf} : P obs

i,mr >

qobsi,m} �= ∅, where Pi,m is the i-th row of P obs
m and qi,m, the

i-th element of qobsm . To this end, binary variables can be used
as follows:

− P obs
i,mr(k + j) ≤ −qobsi,m +Mobs[1− bobsi,m(k + j)]− ε

Nf∑
i=1

bobsi,m(k + j) ≥ 1, bobsi,m ∈ {0, 1},

1 ≤ j ≤ N̄ , 1 ≤ m ≤ Nobs

Thus, with a large enough scalar Mobs, when bobsi,m(k+j) =
0, the constraint becomes inactive. If bobsi,m(k+j) = 1, the con-

straint is effectively enforced. The condition
∑Nf

i=1 b
obs
i,m(k +

j) ≥ 1 requires that at least one of the constraints is active at
every sampling time, ensuring that the position r is “outside”
the m-th obstacle. ε > 0 is chosen arbitrarily small so that the
inequality “≤” becomes “<”, thus removing the border of the
obstacle from the set of allowed positions.
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III. TRAJECTORY PLANNING ARCHITECTURE

Path planning refers to the search for a curve in two or
three dimensions connecting the starting point to the goal
point or terminal set and avoiding obstacles. If the planning
is successful, a set of positions that the vehicle must occupy
to reach the destination is produced. However, the dynamic
constraints of the vehicle are not taken into account. In
contrast, the problem of trajectory planning includes dynamic
constraints. So the result must also include a sequence of
velocity vectors associated to the position of the vehicle.

In the context of aircraft guidance and control, the path
planning involves a number of issues in addition to the avoid-
ance of obstacles. Such issues include the presence of dynamic
constraints, usually in the form of velocity and acceleration
limits, the need for a feedback control strategy in real time in
order to make the system robust to atmospheric disturbances,
and constraints on the amount of fuel available to execute the
maneuver. These factors contribute to increase the complexity
of trajectory planning and control of aircraft in the presence
of obstacles, often making the problem computationally in-
tractable. This limits the application of established algorithms
that have been developed in robotics and path planning for
land vehicles [6].

Among the possible solutions for this problem, one that
enjoys relative success divides the planning and control in
hierarchical levels, counting often with layers that employ
heuristics to reduce the computational load [6]. Thus, on
the upper level, planning is carried out, in which dynamic
constraints may be included and which may rely on some
optimization criterion. Then, if the dynamic constraints have
not yet been considered, it proceeds to a smoothing of the path
to adapt to these constraints when possible and discarding it
otherwise. The next step is the addition of time tags to the path,
obtaining a trajectory. At this stage, one can employ some
kind of optimality criterion to define the trajectory. Finally,
this trajectory is used to generate references to the feedback
controller. Also, criteria for an optimal control solution can be
adopted. In this context, [6] presents a thorough review of the
literature.

The technique proposed in the present paper involves three
layers, namely:

1) A path planner which produces a path composed of the
connection of successive straight-line segments connect-
ing the initial position to the target set, while avoiding
obstacles. Dynamics constraints are not considered in
this layer.

2) A trajectory planner which determines waypoints along
the planned path obtained from the first layer. The
determination of the waypoints is done considering the
dynamic constraints of the vehicle, the existence of
obstacles, the arrival at the target set in finite time and
the capacity to reach each waypoint from the previous
one within a fixed small horizon.

3) A Predictive Control layer which employs the waypoints
determined during the second phase as targets of pre-

dictive control problems with small horizon, until the
last one is reached and the target set can be reached
within the small horizon. In this phase, the dynamic and
obstacle avoidance constraints are again enforced.

In the present work, the path planner is not addressed and a
path which satisfies the conditions described above is assumed
available. For the purpose of obtaining such a path, many
techniques may be used, such as Voronoi graphs, probabilistic
roadmaps, A∗ search [7], and RRTs (Rapidly-exploring Ran-
dom Trees) [8]. It is further assumed that the path is provided
in the form of a sequence of vertices connected by straight-line
segments.

The trajectory planning and control architecture adopted
herein is depicted in Fig. 2. The dashed lines mark the
blocks addressed in the present work. The MPC controller
was discussed in the previous section. The trajectory planner
provides a list of target waypoints in the order that should
be followed to reach the final target set. The “Active target
selection logic” simply checks whether the position of the
vehicle is equal to the waypoint (up to a certain numerical
tolerance); if true, the active target is the next waypoint in
the sequence; otherwise, the active target remains the same.
After the last waypoint is reached, the logic commutes to the
final target set. Since the “Trajectory planner” passes only the
waypoints to the control loop, and not every position, velocity
and control signal used to reach them, and since the controller
cost function and the planner one can be different, the planned
trajectory and the one that is actually followed may in general
present differences.

Path planner
Trajectory

planner
Vertices Waypoints

Active target
selection logicMPC controllerVehicle

Active
Target

Control
Signal

State
Vector

Fig. 2. Trajectory planning and control architecture used in this work.

IV. PROPOSED TRAJECTORY PLANNING TECHNIQUE

The technique proposed in this paper for trajectory planning
involves the determination of a preset number of waypoints.
These are scattered between the initial position of the vehicle
and the terminal set. Their determination considers a horizon
shorter than the one necessary to reach the terminal set from
the initial state. Therefore, computational burden is expected
to be lighter.

In order to limit the search space of solutions, the waypoints
are constrained to a previously planned path, given in terms
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of the vertices of a sequence of straight-line segments which
constitute a collision-free path from the initial position of the
vehicle to the target set. This turns the problem of searching
a two-dimensional space for a solution to a one-dimensional
search over a piecewise linear curve.

In addition, the obstacle avoidance constraints are enforced
in the optimal determination of the positions of the waypoints
along the planned path in order to ensure the existence of
collision-free trajectories between the waypoints. The problem
of determining waypoint positions along the planned path
composed of straight-line segments, avoiding obstacles and
leading to the terminal set can be posed as follows:

Problem 4.1: Let NWP , N̄P , Nobs, Nf , and {Vi}, i =
1, . . . ,NV +1 be the preset number of waypoints, the maximal
horizon to reach an waypoint from the previous one, the
number of obstacles, the number of sides of each obstacle,
and the ordered sequence of vertices whose connection via
straight-line segments produces the collision-free path (V1 is
the initial position of the vehicle), respectively. The waypoint
determination problem is stated as

min
û(k+j|k), αi, b

obs

l
, bWP

i,j

NWP∑
i=1

αi + μ

NWP∑
i=1

NV∑
j=1

jbWP
i,j (10)

s.t.

r̂(k + iN̄P |k) ≤ (αi −NV + j)Vj+1+

+ [1− (αi −NV + j)]Vj +MWP (1− bWP
i,j ), (11a)

1 ≤ i ≤ NWP , 1 ≤ j ≤ NV

− r̂(k + iN̄P |k) ≤ −{(αi −NV + j)Vj+1+

+ [1− (αi −NV + j)]Vj +MWP (1− bWP
i,j )

}
, (11b)

1 ≤ i ≤ NWP , 1 ≤ j ≤ NV

NV∑
j=1

(NV − j)bWP
i,j ≤ αi, 1 ≤ i ≤ NWP (11c)

NV∑
j=1

bWP
i,j = 1, 1 ≤ i ≤ NWP (11d)

bWP
i,j ∈ {0,1}, 1 ≤ i ≤ NWP , 1 ≤ j ≤ NV

0 ≤ αNWP
≤ αNWP−1 ≤ · · · ≤ α1 ≤ NV (11e)

x̂(k + (NWP + 1)N̄P |k) ∈ Q (11f)

û(k + j|k) ∈ U, 0 ≤ j ≤ (NWP + 1)N̄P − 1 (11g)

x̂(k + j|k) ∈ X, 1 ≤ j ≤ (NWP + 1)N̄P − 1 (11h)

P obs
m x̂(k + j|k) ≤ −qobsm +Mobs(1Nf

− bobsm (k + j|k))

(11i)
Nf∑
l=1

bobsl,m(k + j|k) ≥ 1, bobsl,m(k + j|k) ∈ {0, 1}, (11j)

1 ≤ j ≤ (NWP + 1)N̄P , 1 ≤ m ≤ Nobs

where μ > 0 is a scalar, r̂(k + iN̄P |k) = Crx̂(k + iN̄P |k)
is the predicted position at the sampling time (k+ iN̄P ), and
P obs
m , qobsm , and Mobs are defined as in section II-B.
The binary variables bWP

i,j are used to make the constraints
in Eqs. (11a) and (11b) active or inactive. If bWP

i,j = 1, then
the inequalities (11a) and (11b) are active, which imposes an
equality constraint restricting the position of the i-th waypoint
to the straight-line segment between the j-th and (j + 1)-th
vertices. Otherwise, if bWP

i,j = 0, the inequalities (11a) and
(11b) are inactive for the particular values of i and j, meaning
that the i-th waypoint is not located in the straight-line segment
between the j-th and (j+1)-th vertices. For this purpose, the
scalar MWP is chosen large enough to render the constraints
in Eqs. (11a) and (11b) inactive.

The inequalities in Eqs. (11a), (11b), (11c) and (11e) along
with the equality in Eq. (11d) impose that the positions of
the waypoints remain in one of the straight-line segments that
compose the planned path. If NV − j ≤ αi ≤ NV − j + 1,
then the i-th waypoint is located in the straight-line segment
between vertices Vj and Vj+1. For instance, if αi = NV − j,
then the i-th waypoint is exactly at the j-th vertex of the
planned path.

The first term of the cost function in Eq. (10) aims at
minimizing the values of αi, 1 ≤ i ≤ NWP , which
prioritizes solutions that locate the waypoints farther from
the initial position and closer to the terminal set, in order
to avoid low initial speeds. The second term is introduced
in order to obtain the maximal possible value to the term
(NV − j)bWP

i,j , 1 ≤ j ≤ NV . As a consequence, the value
of (NV − j)bWP

i,j resulting from the minimization of this term
subject to the constraint in Eq. (11c) is the greatest integer
which is smaller or equal to αi for any positive value of the
scalar μ. This, in turn, means that the term (αi −NV + j) in
the constraints (11a) and (11b) is restricted to the set [0, 1) ,
thus resulting in a position between Vj and Vj+1 for the i-th
waypoint.

The resulting values of αi, 1 ≤ i ≤ NWP correspond to the
positions of the waypoints between the initial position and the
last vertex, each farther from the initial position than the one
before. The last waypoint is chosen so that it is possible to
reach the terminal set Q from this position within the horizon
N̄P .

An example is presented in Fig. 3, in which two waypoints
were used with a horizon N̄P = 10 for the system dynamics
that will be described in Section V. The planned path contains
three vertices (NV = 2, since the initial position is an addi-
tional vertex): V1 = [0 0]

T (initial position), V2 = [1.2 0.4]
T

(intermediate vertex) and V3 = [1.6 1.5]
T (vertex in the

border of the target set). The values for α1 and α2 were 1.583
and 0.385, respectively. This means that the first waypoint
should be between the vertices V1 and V2 and the second,
between V2 and V3, which can be corroborated by the resulting
positions of the waypoints depicted in Fig. 3.
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Fig. 3. Example of determination of the waypoints.

V. SIMULATION SCENARIOS

A kinematic model describing the movement of a vehicle in
two dimensions was employed for simulation. The continuous-
time model equations are:

ṙx = vx, v̇x = ax, ṙy = vy, v̇y = ay (12)

where rx and ry define the position of the vehicle in a hori-
zontal plane with respect to an arbitrary origin. This equation
can be recast in state-space form (ẋ = Acx+Bcu) by defining
the state and control vectors as x = [rx vx ry vy]

T ,
u = [ax ay]

T . For use in the proposed MPC approach
with trajectory planning, a discrete-time model of the form
x(k + 1) = Ax(k) +Bu(k) was obtained with

A =

⎡⎢⎢⎣
1 T 0 0
0 1 0 0
0 0 1 T

0 0 0 1

⎤⎥⎥⎦ , B =

⎡⎢⎢⎣
0.5T 2 0
T 0
0 0.5T 2

0 T

⎤⎥⎥⎦ (13)

in which T is the sampling period. For the simulations in this
paper T was normalized to one time unit.

The dynamical constraints imposed on the velocities are
−1 ≤ x2, x4 ≤ 1. As for the accelerations, −1 ≤ u1, u2 ≤ 1.
Constraints 0 ≤ x1, x3 ≤ 2 were also imposed on the position
in order to limit it to the known terrain, over which information
was assumed to be available.

The initial state of the vehicle was arbitrarily set to xT
0 =

[0 0 0 0]T , i. e., it started at rest. The goal was to reach
a terminal set in the form of a rectangle described by the
following inequalities on the positions 1.5 ≤ x1, x3 ≤ 1.7.

As for the obstacles, they were also represented as rect-
angles with 0.6 ≤ x1

1, x
2
1 ≤ 1, 0.1 ≤ x1

3 ≤ 0.8, and
1.2 ≤ x1

3 ≤ 1.6, where the superscript refers to each of the
two obstacles present in the simulations. It is worth noting
that, since only the discrete-time predictions of the position
are considered in the inequalities, this does not avoid stretches
of the continuous-time trajectory crossing the obstacle. One

alternative to handle this issue is proposed in [9], which in-
volves incorporating restrictions on the transition of the vehicle
to each region of the space defined by obstacle inequalities.
However, it involves the introduction of more binary variables,
increasing the complexity of the MILP problem. In this work,
the length and width of the obstacle were expanded. To this
end, an amount determined through the maximal admissible
absolute value of the velocity in each axis was used to
expand the borders of the obstacles. Therefore, the adopted
avoidance constraints were constructed based on the following
expanded obstacles: 0.5 ≤ x1

1, x
2
1 ≤ 1.1, 0 ≤ x1

3 ≤ 0.9, and
1.1 ≤ x1

3 ≤ 1.7.
The weight γ of the fuel in the cost function was set

to 0.1. For the one-step solution, the maximal horizon was
set to N̄OS = 35. Meanwhile, for the planner solution
N̄P = 8 was adopted and the number of waypoints was set to
N̄WP = 3. The computation times were taken as an average of
10 runs of each simulation, in order to eliminate fluctuations
due to external factors. All simulations were carried out in
a personal computer equipped with a Pentium R© Dual-Core
E5400 processor with 2.7GHz clock. For solution of the
MILP, the CPLEX toolbox from IBM ILOG was used in
Matlab environment, under an academic license.

VI. RESULTS AND DISCUSSION

Initially, the simulation was carried out with the controller
employing the one-step solution, i. e., trying to reach the
terminal set from the beginning. The resulting path is presented
in Fig. 4. The terminal set (dark gray rectangle) was reached
successfully and the obstacles (light gray rectangles) were
avoided. Moreover, as shown in Fig. 5, the accelerations ax
and ay (which correspond to the controls u1 and u2, respec-
tively) remained within the ±1 bounds. It took 24 sample
periods to reach the terminal set from the starting position.
The fuel cost was 28.4 and the average computation time was
17.72s. The highest computational time was 4.22s and the
mean computational time was 0.74s. It can also be noted that
a stretch of the continuous-time path crosses the prohibited
region (black rectangle), but not the original obstacle. This
justifies the choice to expand the original obstacle as means
to avoid collisions.

The second simulation introduces the waypoint guidance
using a previously planned path. An arbitrary path that con-
nects the initial position to the terminal set while avoiding
obstacles was employed for illustration, as shown in Fig. 6.
The terminal set was reached successfully and the obstacles
were avoided. Again, as shown in Fig. 7, the accelerations ax
and ay remained within the ±1 bounds. It took 32 sample
periods from the initial position to the terminal set. The
planning phase lasted 0.33s. The maximal computational time
in the control phase was 0.18s and the mean was 0.08s.
Therefore, the total time to plan and execute the trajectory was
about 3.03s, which is much smaller than the time required
by the one-step planner. The fuel cost was 52.57, which is
larger than the one obtained with the one-step solution. In fact,
since the waypoints are restricted to the previously planned
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Fig. 5. Control signal obtained with one-step solution.

path that avoids the obstacles, and the horizon is shorter,
the minimization of the fuel expense is compromised. It is
interesting to note that the path does not cross the prohibited
region, due to the fact that the waypoints steer the trajectory to
the planned path, which is distant from the expanded obstacles.
If the path planner emphasizes a safe path instead of the one
that demands less fuel or the shortest one, it is likely to obtain
a safer trajectory at the cost of a larger fuel consumption.

VII. CONCLUSIONS

The proposed trajectory planning approach conduced to a
feasible trajectory and reduced considerably the computational
burden. The results showed also that a compromise between
optimality and computation time can be inferred. This is
suggested by the greater fuel cost and maneuver time obtained
with the proposed approach as compared to the one-step MILP
approach.

Future works could include a formulation which provides
robustness to an unknown but limited disturbance in the
trajectory planning phase, as was done in [3] for the MPC
MILP formulation.
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Fig. 6. Path obtained with trajectory planning.
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Abstract—In this work, a Predictive Control formulation for
trajectory planning with multiple target sets is proposed, which
solves the problem of performing all tasks in finite time via
minimization of a weighted-time-fuel cost function, generating a
feasible trajectory. An approach involving a procedure to order
the list of the target sets to be visited in terms of the distance
between them is used for comparison and it is shown that the
proposed technique outperforms this approach in terms of time
and fuel spent to accomplish the mission.

Index Terms—Predictive control, trajectory planning, target
set.

I. INTRODUCTION

In the context of aircraft guidance and control, the path
planning problem becomes more complex than the simple
search for a curve that connects the starting point to the goal
while avoiding obstacles. Some of the reasons for that include
the presence of dynamic constraints, usually in the form
of velocity and acceleration limits, the need for a feedback
control strategy in real time in order to make the system robust
to atmospheric disturbances, and constraints on the amount of
fuel available to execute the maneuver [1].

Model-based Predictive Control (MPC) techniques have
been increasingly employed in the aeronautical industry [2]
due to their ability to handle constraints on inputs and states
of the plant [3]. More recently, MPC formulations as the one
proposed in [4] have been used to perform trajectory planning
for autonomous vehicles. Many particularities of the trajectory
planning problem have been addressed in [4], namely the
task of reaching a terminal set in finite time, while avoiding
obstacles. Through the introduction of a variable horizon, it is
possible to calculate the smallest horizon needed to reach the
terminal set by solving a Mixed Integer Linear Programming
(MILP) problem. Thus, a minimum time trajectory between
a source point and a target set can be determined by using
a kinematic model of the vehicle. Moreover, by enhancing
the model with rigid body dynamics and characteristics of
actuators, this problem can be extended to a more elaborate
guidance and vehicle control framework. The MILP formu-
lation also circumvents the difficulties brought about by the
introduction of obstacles, particularly the loss of convexity of
the set of admissible solutions.

However, a mission may require that the vehicle visits a
number of sets. In this scenario, it may be convenient to
consider all sets in the trajectory planning in order to minimize

the total time to carry out all the tasks (visit all the target sets),
instead of setting a single target set to be reached at every step.

In the present work a formulation to solve the trajectory
planning problem with multiple target sets (termed Multitask
Trajectory Planning) in the presence of obstacles is proposed.
Simulation results with a fictional vehicle are presented in
order to illustrate the success of the proposed technique. For
comparison, the formulation presented in [4] with a single
terminal target set was used with a list of sets to be visited,
which was updated upon reaching each one of them. This list
was ordered according to a criterion based on minimal distance
between the initial position of the vehicle and the first target
set as well as between the current target set and the next one.

The remainder of this paper is organized as follows. In
Section II, the Predictive Control formulation adopted in the
present work and proposed in [4] is presented, which involves
minimizing a weighted-time-fuel cost function that penalizes
the time to reach a given terminal set in the presence of
obstacles. The approach for trajectory planning with multiple
target sets is proposed later in Section III. Section IV presents
the set ordering technique used for comparison. Simulation
results of the application of both approaches are presented
and discussed in Section V. Finally, conclusions are drawn
and suggestions for future work are given in Section VI.

II. MPC FORMULATION

The formulation employed in this work is similar to the one
adopted in [4], with exception of the contribution related to
the inclusion of multiple target sets, which will be introduced
in Section III. The problem is recast in a Mixed-Integer Linear
Programming (MILP) form much in the same way as in [4],
again with exception of the inclusion of multiple target sets
in Section III.

Figure 1 presents the basic elements of a predictive con-
troller operating in discrete time, namely:

• A model used to predict the state of the plant over a
horizon of N steps in the future, based on the current
state x(k) and the control sequence {û(k + j|k)}, j =
0, . . . , N − 1 to be applied.

• An algorithm to optimize the control sequence regarding
the cost function specified for the problem and the
existing constraints on inputs and states of the plant.

The notation used is as follows: u ∈ R
p and x ∈ R

n denote
the input and state variables of the plant, respectively. ♦̂(k +
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j|k) denotes the predicted value of variable ♦ at time k + j

(j ≥ 1) based on information available up to time k. The
optimal control to be applied to the plant at time k is denoted
by û∗(k|k).

Optimizer

Prediction Model

Plant

Cost
Function Constraints

Predictive Controller

û(k+j-1|k)
j = 1,…,M

û*(k|k) x(k)

x(k+j-1|k)
j = 1,…,N
ˆ

Fig. 1. Predictive control loop using state feedback.

In [4] the cost function is of the form:

J [x̂(·|k),û(·|k),N(k)] =

N(k)∑
j=0

(1 + γ ‖û(k + j|k)‖1), γ > 0

(1)
subject to

x̂(k + j|k) =

{
x(k), j = 0
Ax̂(k + j − 1|k) +Bû(k + j − 1|k), j > 0

(2a)

x̂(k + j|k) ∈ X(j), j = 1, . . . , N(k) (2b)

û(k + j|k) ∈ U(j), j = 0, . . . , N(k) (2c)

x̂(k +N(k) + 1|k) ∈ Q(N(k) + 1) (2d)

where U(j) and X(j) are the sets of admissible controls and
states, respectively, and Q(N(k)+1) is the terminal set. In [4]
the dependence of the sets X, U and Q in terms of j and N(k)
is inserted in order to provide robustness to an unknown but
limited disturbance input. If this disturbance is disregarded,
the sets are independent of time.

The first term of the cost function in Eq. (1) penalizes
the time necessary to reach the target set. The second term,
involving the norm of the control vector at each sampling time,
penalizes the fuel spent. Thus, such a formulation provides a
compromise between minimizing the time to achieve the goal
and the fuel spent, which can be adjusted by the weight γ.

With a small abuse of notation, this cost is usually denoted
simply by J(k) in order to clarify that it is a function to be
optimized at the k-th sampling time.

Optimization algorithms should be employed to obtain the
optimal control sequence {û∗(k + j|k), j = 0, . . . , N(k)} that
minimizes the cost given by Eq. (1) subject to the constraints
of Eqs. (2a), (2b), (2c) and (2d). The first element of such a
sequence is applied to the plant (i. e., u(k) = û∗(k|k)) and
the optimization is repeated at the next sampling time, making
u(k+1) = û∗(k+1|k+1). This strategy is known as “receding
horizon” [5].

A. Horizon minimization

If the terminal set is given in terms of linear inequalities

Q = {x : pTi x ≤ qi, i = 1, . . . , NQ},

pi ∈ R
n, qi ∈ R, i = 1, . . . , NQ

(3)

then the terminal constraints can be rewritten as:

pTi x̂(k + j + 1|k) ≤ qi +M [1− b(j)], i = 1, . . . , NQ (4)

where M > 0 is a constant and b(j) is a binary decision
variable defined as

b(j) =

{
1, if j = N(k),
0, if j �= N(k)

(5)

The scalar M must be taken so that M > pTi x− qi, ∀i for
all admissible x [6].

Thus, the cost can be recast in terms of a maximum preset
value N̄ for the horizon, that is

J(k) =

N̄∑
j=0

(jb(j) + γ ‖û(k + j|k)‖1) (6)

subject to additional constraints

N̄∑
j=0

b(j) = 1 (7)

The cost expressed in Eq. (6) coincides with the one in Eq.
(1) if the optimal value N∗(k) for the horizon is less than
or equal to N̄ and the optimal control is null after N∗(k),
i. e., û∗(k + j|k) = 0, j > N∗(k). This last condition is
guaranteed as the constraints of equations (2b) and (2c) are
imposed only up to the horizon N∗(k). After this horizon,
there is no constraint to be satisfied and thus the minimization
of ‖û(k + j|k)‖1 for j > N∗(k) results in a zero control.

In [4] the state and control constraints are also rewritten
up to the horizon N̄ using scalars large enough so that they
become inactive after N(k). Indeed, let the sets of admissible
states and controls be

X = {x : rTi,xx ≤ qxi , i = 1, . . . , Nx},

U = {u : rTl,uu ≤ qul , l = 1, . . . , Nu},

ri,x ∈ R
n, rl,u ∈ R

p, qxi , q
u
l ∈ R,

i = 1, . . . , Nx, l = 1, . . . , Nu

(8)

The constraints on the states and controls can then be
rewritten as

rTi,xx̂(k + j|k) ≤ qxi +Mx

j−1∑
m=1

b(m), i = 1, . . . , Nx

rTl,uû(k + j − 1|k) ≤ qul +Mu

j−1∑
m=1

b(m), l = 1, . . . , Nu

(9)

which makes the constraints inactive for j > N(k) as
b(N(k)) = 1. Mx ∈ R must be such that Mx > rTx,ix−qxi , ∀i,
for all x reachable in up to N̄ steps from the terminal set with
null control. Mu > 0 is a scalar large enough to render the
control constraints inactive for all admissible values of u.
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Therefore the problem is defined with a fixed horizon N̄

and a linear cost involving real and integer variables subject
to linear constraints. Thus, algorithms for MILP can be used
to obtain the optimal control sequence.

B. Obstacle avoidance

In problems involving the guidance of vehicles, the presence
of obstacles is usual, such as buildings, hills, dangerous areas
to avoid, among others. In the presence of such obstacles the
set of admissible states will no longer be convex. In [7], a
form of dealing with polygonal obstacles through the use of
MILP was proposed.

The constraint that the trajectory in space does not cross the
obstacle can be written as r = Crx /∈ Z , in which matrix Cr

extracts the position information from the state vector and Z =
{r|P or ≤ qo} defines an obstacle in the form of a polygon
with Nf sides. It is therefore required that the position r is
not in the set Z at each sampling time, which is equivalent to
imposing that the set I = {i ∈ {1, . . . , Nf} : P o

i r > qoi } �= ∅

where Pi is the i-th row of P o and qi, the i-th element of qo.
To this end, binary variables can be used as follows:

− P o
i r(k + j) ≤ −qoi +Mo[1− boi (k + j)]− ε

Nf∑
i=1

boi (k + j) ≥ 1, boi ∈ {0, 1}, 1 ≤ j ≤ N

Thus, when boi (k + j) = 1, the constraint is effectively
enforced. If boi (k+j) = 0, with a large enough scalar Mo > 0,
the constraint becomes inactive. The condition

∑Nf

i=1 b
o
i (k +

j) ≥ 1 requires that at least one of the constraints is active at
every sampling time, ensuring that the position r is “outside”
the obstacle. ε > 0 is chosen arbitrarily small so that the
inequality “≤” becomes “<”, thus removing the border of the
obstacle from the set of allowed positions.

III. PROPOSED MULTITASK TRAJECTORY PLANNING

TECHNIQUE

The contribution of the present paper is the proposition of
a novel method to enhance the capability of the trajectory
planning technique proposed in [4] to visit Nts ≥ 1 target
sets Q1,Q2, . . .QNts

. This inclusion is in accordance with
real-world mission demands, which usually require that the
autonomous vehicle visits more than one target. In this context,
one alternative is to arrange all target sets in a sequence to be
visited. This arrangement may be performed by considering
some optimization criteria, such as minimal distance from
the starting position of the vehicle to define the first set and
then, minimal distance between sets, choosing the next set
to be visited as the closest to the last visited one, until all
sets have been included in the sequence. With this sequence
at hand, one can divide the problem in Nts single-target
trajectory planning problems and solve each of them using the
framework proposed in [4]. Upon reaching the target set for the
current problem, it is replaced with the subsequent one in the
pre-established order. This procedure is repeated until the final
target set is reached. However, this may not yield the minimum

time or minimum fuel solution, since the criteria employed
to order the list of target sets do not consider the dynamics
of the vehicle and constraints over the variables. Therefore,
a framework which is capable of considering multiple target
sets within the solution of the Predictive Control trajectory
planning problem may bring about interesting results regarding
the optimal solution to the trajectory planning problem.

It is assumed that the Nts target sets are defined as in Eq.
(3), in terms of linear inequalities:

Qh = {x : pTh,ix ≤ qh,i, i = 1, . . . , NQh
},

ph,i ∈ R
n, qh,i ∈ R, i = 1, . . . , NQh

,

h = 1, . . . , Nts

(10)

in which Qh is the h-th target set and NQh
is the number of

inequalities used to describe it.
Since the vehicle only needs to visit each target set at one

sample time, the constraints can be rewritten as:

pTh,ix̂(k + j + 1|k) ≤ qh,i +M [1− bh(j)],

i = 1, . . . , NQh
, h = 1, . . . , Nts.

(11)

where M > 0 is a constant and bh(j) is a binary decision
variable defined as

bh(j) =

{
1, if j = Nh,

0, if j �= Nh
(12)

in which Nh is the number of sample times that the vehicle
takes to reach the h-th target set from the current position. For
example, if the vehicle takes 2 sample times to reach the first
target set from the starting position and 3 more to go from the
first target set to the second, then N1 = 2 and N2 = 5.

An auxiliary variable has to be introduced in order to
consider the minimization of the horizon to visit all of the
target sets. This variable in be defined as:

Nf = max (Nh), h = 1, . . . ,Nts (13)

Through the introduction of a new sequence of binary
variables {bf (j), j = 1, . . . ,N̄}, it is possible to penalize this
horizon Nf to visit all of the target sets by rewriting the cost
function in Eq. (6) as:

J(k) =

N̄∑
j=0

(jbf (j) + γ ‖û(k + j|k)‖1) (14)

with

bf (j) =

{
1, if j = Nf ,

0, if j �= Nf
(15)

subject to additional constraints

N̄∑
j=0

bh(j) = 1, h = 1, . . . ,Nts (16)

N̄∑
j=0

bf (j) = 1, (17)

bf (j) ≤

∑Nts

h=1

∑j

i=0 bh(i)

Nts

(18)
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The constraint in Eq. (16) ensures that each target set is
visited at least once, whereas the ones in Eqs. (17) and (18)
make sure that the definitions of Eqs. (13) and (15) are applied.

The only step left is to remove the state and control
constraints after Nf . This is performed by replacing b(m) in
Eq. (9) by bf (m):

rTi,xx̂(k + j|k) ≤ qxi +Mx

j−1∑
m=1

bf (m), i = 1, . . . , Nx

rTl,uû(k + j − 1|k) ≤ qul +Mu

j−1∑
m=1

bf (m), l = 1, . . . , Nu

(19)

The formulation presented in this section allows for plan-
ning a trajectory which visits all the sets while minimizing
the cost function penalizing the overall time taken to perform
the mission and the amount of fuel spent. However, when
receding horizon feedback control has to be implemented, it
is important to have a logic which removes a set that has
already been visited, in order to avoid visiting the same sets
over and over. The algorithm described bellow is proposed to
circumvent this issue. This algorithm has to be run at every
sampling time before calculating the control sequence:

Algorithm 1: Remove a set from the list after visiting it

1: for i = 1 → Nts do
2: if x(k) ∈ SetList(i) then
3: SetList ← SetList\SetList(i)
4: Nts ← Nts − 1
5: end if
6: end for

�

in which the list of sets to be visited is given by SetList.
The ♦\♠ operator removes a set ♠ from a set list ♦. After
removing a set from the list, the number of binary variables
can be reduced, since there are less sets to visit, which in turn
means less constraints to be imposed.

IV. MINIMUM-DISTANCE TRAJECTORY PLANNING

ALGORITHM

In this Section a trajectory planning algorithm which divides
the mission in several tasks is presented. This algorithm will
be used for comparison with the technique proposed in Section
III. It is basically composed of two parts:

1) Order the list of sets to visit according to the distance,
i. e., the first set to be visited is the closest to the initial
position, the second is the closest to the first, and so on.

2) Apply the formulation presented in [4] with the terminal
set as the next to be visited in the ordered list, starting
by the first and changing to the next subsequently after
the current target is reached.

In the following, the first part will be detailed, as it is the
most cumbersome one, since the second involves only a test
of pertinence of a point to a set and an update to the list of
target sets.

The first part can be divided into two main algorithms,
requiring only a list of the Nts target sets (SetList) in
arbitrary order. In the first algorithm (Algorithm 2), x0 is the
initial state and Cr, a matrix that extracts position information
from the state vector, thus Crx0 is the initial position of
the vehicle. dist(α,Ω) is a function that returns the minimal
distance between a point α and a set Ω (employing 2-norm):

dist(α,Ω) = minα,β ‖α− β‖2
s.t. β ∈ Ω

(20)

If Ω is a convex polygon, dist(α,Ω) can be evaluated by
using a quadratic programming solver.

Algorithm 2: Determine the closest set to the initial position

1: d ← ∞

2: for i = 1 → Nts do
3: if d ≥ dist(Crx0,SetList(i)) then
4: d ← dist(Crx0,SetList(i))
5: ClosestSet ← i

6: end if
7: end for
8: OrdList(1) ← SetList(ClosestSet)
9: SetList ← SetList\SetList(ClosestSet)

�

In the second algorithm (Algorithm 3), Nelem(♦) returns
the number of target sets in the list ♦ and dist(Γ,Ω) is a
function that returns the minimal distance (employing the 2-
norm) between two sets Γ and Ω (notice that the use of
dist(·,·) in the previous algorithm is a particular case in which
the point α is the only element of the set Γ).

dist(Γ,Ω) = minα,β ‖α− β‖2
s.t. α ∈ Γ, β ∈ Ω

(21)

If Γ and Ω are convex polygons, dist(Γ,Ω) can be again
evaluated by using a quadratic programming solver.

Figure 2 shows two examples of the use of dist(·,·) to
calculate the minimal distance between a point and a set (a)
and between two sets (b).
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Fig. 2. Illustration of function dist(·,·) involving (a) a point α and a set Ω
and (b) two sets Γ and Ω.

Algorithm 3: Order the sets from the first to the last, based
on smallest distance between them

1: No ← 1
2: while Nelem(SetList) �= 0 do
3: d ← ∞

4: for i = 1 → Nelem(SetList) do
5: if d ≥ dist(OrdList(No),SetList(i)) then
6: d ← dist(OrdList(No),SetList(i))
7: ClosestSet ← i

8: end if
9: end for

10: OrdList(No + 1) ← SetList(ClosestSet)
11: SetList ← SetList\SetList(ClosestSet)
12: No ← No + 1
13: end while

�

By employing Algorithms 2 and 3, the result is an ordered
list of the target sets OrdList containing the set which is
the closest to the initial position of the vehicle as its first
element and the set that is the closest to the i-th set as the

(i + 1)-th element, for i = 1, . . . ,Nts − 1. This list may
be used to provide the terminal target set for the trajectory
planner formulation presented in [4]. An algorithm similar to
Algorithm 1 may then be used to update the ordered list of
sets to be visited (OrdList).

V. RESULTS

This Section contains two subsections: the simulation sce-
nario is described in Subsection V-A and the simulation results
are presented and discussed in Subsection V-B.

A. Simulation Scenario

A kinematic model describing the movement of a vehicle in
two dimensions was employed for simulation. The continuous-
time model equations are:

ṙx = vx, v̇x = ax, ṙy = vy, v̇y = ay (22)

where rx and ry define the position of the vehicle in a
horizontal plane with respect to an arbitrary origin. This
equation can be recast in state-space form (ẋ = Acx + Bcu)
by defining the state and control vectors as

x = [rx vx ry vy]
T
, u = [ax ay]

T (23)

For use in the proposed MPC approach with trajectory
planning, a discrete-time model of the form x(k + 1) =
Ax(k) +Bu(k) was obtained with

A =

⎡⎢⎢⎣
1 T 0 0
0 1 0 0
0 0 1 T

0 0 0 1

⎤⎥⎥⎦ , B =

⎡⎢⎢⎣
0.5T 2 0
T 0
0 0.5T 2

0 T

⎤⎥⎥⎦ (24)

in which T is the sampling period. For the simulations in this
paper T was normalized to one time unit.

The dynamical constraints imposed on the velocities were
−1 ≤ x2, x4 ≤ 1. As for the accelerations, the imposed limits
were −5 ≤ u1, u2 ≤ 5.

Constraints 0 ≤ x1, x3 ≤ 2 were also imposed on the
position in order to limit it to the known terrain, over which
information was assumed to be available.

The initial state of the vehicle was arbitrarily set to xT
0 =

[0 0 0 0]T , i. e., it started at rest. The obstacle region was
represented as a rectangle with 0.6 ≤ x1, x3 ≤ 1. It is
worth noting that, since only the discrete-time predictions of
the position are considered in the inequalities, this does not
avoid stretches of the continuous-time trajectory crossing the
obstacle. One alternative to handle this issue is proposed in [8],
which involves incorporating restrictions on the transition of
the vehicle to each region of the space defined by obstacle in-
equalities. However, it entails the introduction of more binary
variables, increasing the complexity of the MILP problem. As
an alternative, in this work, the length and width of the obstacle
were expanded. To this end, an amount determined through the
maximal admissible absolute value of the velocity in each axis
was used to expand the borders of the obstacle. Therefore, the
adopted avoidance constraints were constructed based on the
following expanded obstacle: 0.5 ≤ x1, x3 ≤ 1.1.
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The weight γ of the fuel in the cost function was set to
0.1. The maximal horizon was set to N̄ = 35. Two missions
were simulated, each containing Nts = 3 rectangular target
sets. The inequalities describing the target sets are presented
in Table I.

TABLE I
TARGET SETS OF THE TWO SIMULATED EXAMPLES

Target set
Example

1 2

1
0.2 ≤ x1 ≤ 0.3 1.2 ≤ x1 ≤ 1.3
0.9 ≤ x3 ≤ 1.0 0.8 ≤ x3 ≤ 0.9

2
0.5 ≤ x1 ≤ 0.6 0.8 ≤ x1 ≤ 0.9
0.2 ≤ x3 ≤ 0.3 1.7 ≤ x3 ≤ 1.8

3
1.2 ≤ x1 ≤ 1.3 0.2 ≤ x1 ≤ 0.3
0.9 ≤ x3 ≤ 1.0 0.7 ≤ x3 ≤ 0.8

All simulations were carried out in a personal computer
equipped with a Pentium R© Dual-Core E5400 processor with
2.7GHz clock. For solution of the MILP, the CPLEX toolbox
from IBM ILOG was used in Matlab environment, under an
academic license. The MPT toolbox [9] was employed to
evaluate the dist(·,·) function in Algorithms 2 and 3.

B. Simulation Results

Figure 3 shows the trajectory in the horizontal plane ob-
tained by employing the multitask planning technique with
the target sets of Example 1 in Table I. It can be seen that
all targets were visited once and the obstacle region was not
crossed. It is worth remarking that the expanded obstacle
region is crossed, but not the original obstacle, in agreement
with the policy of expanding the obstacle in order to avoid
collisions. From Table I, it is possible to note that the first
visited target was target set number 2, the second was number
1 and the last, number 3. This shows that the order in which the
targets are visited does not depend on the order that they are
informed to the planner, because it chooses the visiting order
in terms of the solution which provides the minimum cost as
a compromise between the overall mission accomplishment
time and the fuel spent. Moreover, as shown in Fig. 4, the
accelerations ax and ay (which correspond to the controls u1

and u2, respectively) remained within the ±5 bounds.
The target sets were reached at times: k = 7, k = 13 and

k = 23. The fuel cost was 62.50 and the overall cost, 29.25.
For comparison, Fig. 5 shows the trajectory in the horizontal

plane generated by the minimum-distance trajectory planning
algorithm described in Section IV. It can be seen that the
minimum-distance choice for ordering the sets to be visited
resulted in the same order as that of the multitask receding
horizon planning and control shown in Fig. 3. However,
the vehicle is now required to make a sharper turn after
reaching the first target set and passes closer to the obstacle as
compared to the first case, which is a result of the fact that the
optimization is not global in this case, since the presence of
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Fig. 3. Trajectory resulting from the use of the proposed multitask planning
and control for Example 1.
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Fig. 4. Control action resulting from the use of the proposed multitask
planning and control for Example 1.

a second target set is only informed for the planner/controller
at the time the vehicle reaches the first target set. Again, as
shown in Fig. 6, the accelerations ax and ay remained within
the ±5 bounds.

The target sets were reached at times k = 6, k = 14 and
k = 26. As can be seen, the overall time to accomplish the
mission (26 sampling times) was three sampling times larger
than the one observed with the multitask planning and control
technique (23 sampling times). The fuel cost was 65.47 and
the overall cost was 32.55, both larger than the corresponding
values obtained with the multitask planning.

Figure 7 shows the trajectory in the horizontal plane ob-
tained by using the multitask planning technique in Example
2. Again, the obstacle was not crossed and all targets were
visited once. The first visited target was target set number 3,
the second was number 2 and the last, number 1. It can be
seen in Fig. 8 that the accelerations ax and ay remained within
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Fig. 5. Trajectory resulting from the use of the minimum-distance target
ordering for Example 1.
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Fig. 6. Control action resulting from the use of the minimum-distance target
ordering for Example 1.

the ±5 bounds.
The target sets were reached at times k = 8, k = 19

and k = 28. The fuel cost was 34.55, which is smaller than
the corresponding value obtained in Example 1. This can be
explained by the fact that the resulting trajectory in this case
is composed of two straight lines connected by a curve. The
straight lines are more economic regarding the sum of the
absolute values of the control signals, since no increment is
necessary in these signals in order to travel along straight lines.
The overall cost was 31.46, larger than the one obtained in
Example 1 due to the larger time necessary to accomplish the
maneuver in this case.

For comparison, Fig. 9 depicts the trajectory in the horizon-
tal plane resulting of the employment of the minimum-distance
trajectory planning algorithm described in Section IV. It can
be seen that the minimum-distance choice for ordering the
sets to be visited resulted in a different order as that of the
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Fig. 7. Trajectory resulting from the use of the proposed multitask planning
and control for Example 2.
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Fig. 8. Control action resulting from the use of the proposed multitask
planning and control for Example 2.

multitask receding horizon planning and control shown in Fig.
7. The first visited target was target set number 3, the second
was number 1 and the last, number 2. Figure 10 shows the
accelerations ax and ay , which once again remained within
the bounds ±5.

The target sets were reached at times k = 8, k = 19
and k = 31 sampling times, which gives an overall time to
accomplish the mission three sampling times larger than the
one observed with the multitask receding horizon planning
and control. The fuel cost was 73.26 and the overall cost was
38.33, both larger than the ones obtained with the multitask
planning. It is interesting to note that the trajectory in this
case involves more curves than the one in Fig. 7, and even
a reversion in the direction after reaching the target set
number 1. This explains the larger fuel cost obtained with
the minimum-distance order algorithm (73.26) as compared
to the one obtained with the multitask algorithm (34.55).

521



0 0.5 1 1.5 2
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

rx

ry
TS1

TS2

TS3

 

 

Target sets (TS)
Expanded obstacle
Obstacle
Initial position
Path
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Fig. 10. Control action resulting from the use of the minimum-distance target
ordering for Example 2.

VI. CONCLUSIONS

This work proposed a novel formulation of a Predictive
Control framework which builds upon the one presented in
[4] in order to include multiple target sets in the optimization
problem. In the context of autonomous vehicles, this is impor-
tant due to the fact that some missions require the vehicle to
visit a number of target sets.

Simulations were employed to validate the proposed tech-
nique. Another approach that first orders the list of sets to
be visited based on a minimum-distance criterion and then
uses each of them as a terminal target set in the formulation
presented in [4] was used for comparison. The approach
proposed in the present work outperformed the last one in
terms of overall cost of the resulting trajectory.

Future works could include robustness regarding an un-
known but limited disturbance to this multitask framework by
using an adequate constraint tightening approach, as in [4].

ACKNOWLEDGMENTS

The authors acknowledge the support of FAPESP (grants
2011/18632-8 and 2011/17610-0) and CNPq (research fellow-
ships).

REFERENCES

[1] C. Goerzen, Z. Kong, and B. Mettler, “A survey of motion planning
algorithms from the perspective of autonomous UAV guidance,” J. Intell.
and Robotic Systems, vol. 57, no. 1, pp. 65 – 100, 2010.

[2] S. J. Qin and T. A. Badgwell, “A survey of industrial model predictive
control technology,” Control Engineering Practice, vol. 11, no. 7, pp.
733–764, 2003.

[3] J. M. Maciejowski, Predictive Control with Constraints. Harlow,
England: Prentice Hall, 2002.

[4] A. Richards and J. P. How, “Robust variable horizon model predictive
control for vehicle maneuvering,” Int. J. Robust and Non-linear Control,
vol. 16, no. 7, pp. 333 – 351, 2006.

[5] J. A. Rossiter, Model-based Predictive Control: a practical approach.
Boca Raton: CRC Press, 2003.

[6] A. Bemporad and M. Morari, “Control of systems intregrating logic,
dynamics, and constraints,” Automatica, vol. 35, no. 3, pp. 407 – 427,
1999.

[7] A. Richards, T. Schouwenaars, J. P. How, and E. Feron, “Spacecraft
trajectory planning with avoidance constraints using mixed-integer linear
programming,” J. Guid. Control Dyn., vol. 25, no. 4, pp. 755 – 764, 2002.

[8] M. H. Maia and R. K. H. Galvão, “On the use of mixed-integer linear
programming for predictive control with avoidance constraints,” Int. J.
Robust and Non-linear Control, vol. 19, pp. 822 – 828, 2009.

[9] M. Kvasnica, P. Grieder, and M. Baotić, “Multi-Parametric Toolbox
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Abstract—This article discusses the connectivity of autonomous
mobile robots that do not have communication capabilities. We
show that if the group members follow the proposed Local
Steering Strategy, which utilizes information only about the
relative positions of neighbor robots, they can sustain their
connectivity, even in the case of bounded position measurement
errors and the occultation of robots by other robots in the group.
To reduce the computational burden in the implementation of the
proposed methodology, we used sub-optimal solutions.

Index Terms—Mobile robots, autonomous motion, connectivity

I. INTRODUCTION

One important aspect of the navigation of multiple au-
tonomous mobile agents is how they maintain connectivity.
Loosely speaking, the connectivity of a robot group means
that each robot can be contacted by any other robot in the
group, either directly or via other robots. The method of
making contact may differ according to the characteristics of
the individual agents. For instance, being able to establish
communications via a standard channel of communication,
being visible, or being detected by ultrasonic waves are various
ways of being contacted, and thus of being connected.

The navigation of autonomous agents may be the primary
or secondary task of a group, depending on the application.
The transportation of a group of mine-digging robots from one
site to another is an example of the latter, in which navigation
is a secondary task. However, navigation is the primary task
of robots in such missions as defense patrols or underwater
exploring. In both cases, connectivity is of vital importance,
since it reflects the unity of the group. Thus, connectivity
and its maintainability are fundamental concepts in almost any
study regarding the decentralized group motion of autonomous
agents.

In this paper, we present a methodology for the navigation
of autonomous robot groups which maintain group connec-
tivity. We assume that the robots have position sensors of
limited range and with bounded measurement errors, but no
communication capabilities. In studies related to connected
navigation and the group behavior of mobile robots, many
authors assume group connectivity or communication within
the group during the period of motion as a prerequisite for
the success of their methods. For example, graph theory or

potential field techniques are employed in this way in [1]–
[10].

Graph theoretic approaches to maintain the connectivity of
mobile agents are mainly based on the maximization of the
second smallest eigenvalue (Fiedler value) of the Laplacian
matrix of the graph [5]–[8], [11]. Even if this maximization
can be accomplished in a distributed manner as suggested in
[5], this does not eliminate the necessity of communications
between the robots. For example, the method introduced in
[5] requires some data to be obtained from neighbor robots
to update components of the supergradient of the Laplacian
which are computed locally, and [8] provides an extensive
literature survey about group connectivity. Only a few studies,
however, have focused on the maintenance of connectivity
without relying on information exchange or communication
between robots [12]–[14]. The algorithmic methodologies in
these studies assume that the robots are points, and are
designed to work only in ℝ2 with perfect measurements via
sensors.

The approach proposed in a recent work by the authors
[15] results in the navigation of a robot group having dynamic
topology using only limited-range position sensors with guar-
anteed connectivity. In [16], an ad hoc method was proposed
to resolve possible deadlock cases. In this study, we present
an extension of these results by including measurement errors
and the occultation of the robots as well as a modification of
the navigation strategy to eliminate any deadlock problems.

In the following section, we describe the agents in the group
and define the related navigation problems. Section III gives
an overview of our theorem on connectivity and discusses a
local steering strategy used for maintaining connectivity. A
sub-optimal approach to the implementation of this strategy is
given in Section IV and tested by simulations in Section V.
Lastly, Section VI offers concluding remarks on the study.

II. PROBLEM FORMULATION

The robots in this study are assumed to be physically
identical, and each robot has the capability of moving in all
directions and is equipped with limited-range position sensors.
These sensors have a known degree of accuracy. We assume
that the sensing capability is omnidirectional, but the sensor
results can bear both angular and radial measurement errors.
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Fig. 1. Angular and radial measurement errors in ℝ2

Fig. 1 depicts the bounds on the radial and angular components
of position errors, Δ𝜃 and Δ𝑟, respectively.

It is important to note that sensing other robots means
obtaining information about the position of the robots in the
neighborhood via position sensors. We shall refer to such a
mutual visibility between robots as a link. However, we should
also note that such a link does not imply any communication
or information exchange between the robots. As the robots
move around, as long as they maintain visibility with their
neighboring agents, they can avoid separating from the other
robots, even if they do not communicate with them. Also, it
should be pointed out that the robots have no labels, and as a
result, sensing the other robots does not imply recognizing a
specific robot.

Let us denote a group of autonomous mobile robots that are
connected by links as discussed above as 𝒢 and the robots in
the group as 𝑅𝑖, 𝑖 = 1, . . . , 𝑁 . Note that the subscripts are
arbitrary and for the sake of analysis only. If we consider the
robots 𝑅𝑖, . . . , 𝑅𝑁 as vertices and the links between them as
the edges of an undirected graph, group 𝒢 will be connected if
there is a path from any robot to any other robot in the group
through the links [11]. A group which has at least one pair of
robots without a path between them is therefore disconnected.

Since the range of the position sensors is limited, a robot
may not sense all of the other robots in the group, especially
when the total number of robots in the group is large. We refer
to the set of robots sensed by 𝑅𝑖 as the subgroup 𝒮𝑖. In this
way, there are 𝑁 such subgroups of 𝒢, and if 𝒢 is connected,
𝒮𝑖 (𝑖 = 1, . . . , 𝑁 ) are nonempty sets.

We denote the radius of the spherical region with 𝑅𝑖 at
its center and which contains robots in 𝒮𝑖 as 𝑑𝑚𝑎𝑥. In other
words, 𝑑𝑚𝑎𝑥 is the maximum sensing distance for each robot.
On the other hand, if the largest distance between the robots
in 𝒢 is denoted as 𝐷𝑚𝑎𝑥, 𝒢 will be connected if 𝑑𝑚𝑎𝑥 ≥
𝐷𝑚𝑎𝑥. However, nontrivial and more interesting cases emerge
whenever 𝑑𝑚𝑎𝑥 ≪ 𝐷𝑚𝑎𝑥, which corresponds to groups of
relatively large number of agents which have limited sensing
ranges.

Fig. 2 depicts a group consisting of three robots. It is seen
that 𝑅2 ∈ 𝒮1, and 𝑅1 ∈ 𝒮2, which means that 𝑅1 and 𝑅2 are
linked. The links between 𝑅2 and 𝑅3 are formed likewise.
Note that the robot 𝑅2 has the position information of both
𝑅1 and 𝑅3, but 𝑅1 and 𝑅3 cannot sense each other, as the
distance between them is larger than 𝑑𝑚𝑎𝑥.

In implementing position measurements, which could be

Fig. 2. A group of three robots and their subgroups

Fig. 3. 𝑅3 occults 𝑅4 and 𝑅5 from 𝑅1

performed using any kind of ultrasonic, laser or vision-based
sensors, it is inevitable that some robots might occult others.
In such a case, occulted robots are not sensed by another robot,
say 𝑅1 (and hence, are not in 𝒮1) although their distances to
𝑅1 are less than 𝑑𝑚𝑎𝑥. Fig. 3 depicts an example of occulting
in which the position measurements of 𝑅4 and 𝑅5 cannot be
accomplished since 𝑅3 prevents 𝑅4 and 𝑅5 from being “in
sight” of 𝑅1. Consequently, whenever occultation occurs, the
positions of the occulted robots cannot be taken into account
in the computation of local movement at that time instant.

Taking into account these sensory limitations and assuming
that a set of mobile agents initially represents a connected
group, our objective in this work is to develop a decentralized
steering methodology that allows for the navigation of the
group while preserving its connectivity without requiring any
exchange of information between the robots.

In fact, once connectivity is assured, the target or navigation
trajectory of the mission need not be known by all group
members. It suffices if only one agent has this information
[13]. We shall call this robot the leader of the group and
denote it as 𝑅𝑁 . Nevertheless, the leader has the same physical
properties and capabilities as the other robots. The only
difference is that the trajectory to be followed by the group is
given to 𝑅𝑁 . In fact, the leadership of the group is hidden.
None of the robots recognize the leader as a distinguished
group member. In other words, if 𝑅𝑁 is sensed by robot 𝑅𝑗 ,
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i.e. 𝑅𝑁 ∈ 𝒮𝑗 , 𝑅𝑗 can only see it as one of its neighbors and
the leadership of 𝑅𝑁 does not affect the local steering strategy
of 𝑅𝑗 .

In the following section, we consider the group of 𝑁 robots
as having one leader, 𝑅𝑁 , and 𝑁 − 1 followers, 𝑅𝑗 (𝑗 =
1, . . . , 𝑁 − 1). Note that the indexing of robots is irrelevant
as regards the problem under discussion and the solution we
propose. Nonetheless, we utilize such a numbering of robots
for the sake of notational simplicity.

III. AUTONOMOUS MOTION

Our goal is to develop a methodology for simple au-
tonomous agents, such that a large group of them could
navigate as a connected group. We assume that the robots
update their information concerning the position of other
robots within range of their sensors at every Δ𝑡 seconds. Also,
to take into account measurement errors regarding distance, we
define a positive scalar 𝑑𝑚 as

𝑑𝑚
𝑑𝑒𝑓
= 𝑑𝑚𝑎𝑥 −Δ𝑟

where Δ𝑟 is the bound of the distance measurement error with
𝑑𝑚𝑎𝑥 > Δ𝑟 > 0. We will denote the position of a robot 𝑅𝑖 at
time 𝑡, as 𝑋𝑖(𝑡), 𝑖 = 1, . . . , 𝑁 . Since all robots in the group
move autonomously, we will set up local moving rules for
each robot.

The motion of each robot is most conveniently described
in terms of a coordinate system referring to itself, since each
robot is at the center of its own local coordinate system. We
denote the position vector in the local coordinates as 𝑥(𝑡) and
use a notation such that the superscripts in 𝑥 indicate the robot
to which the coordinate frame is attached, and the subscripts
indicate which robot’s position it represents. For example, 𝑥𝑗𝑘
represents the position vector of 𝑅𝑘 in the coordinate frame
of 𝑅𝑗 . For the robots in 𝒮𝑖, 𝑖 = 1, . . . , 𝑁 , we have

∥𝑥𝑖𝑘(𝑡)∥ = ∥𝑋𝑘(𝑡)−𝑋𝑖(𝑡)∥ ≤ 𝑑𝑚, 𝑘 = 1, . . . ,𝑀

where 𝑀 is the number of robots in 𝒮𝑖. In the next section,
we present a result on the sufficient conditions for the main-
tainability of connectivity.

A. Main Theorem

According to the notation given above, 𝑥𝑖𝑖(𝑡 + Δ𝑡) is the
location, which 𝑅𝑖 targets (for the time instant 𝑡 + Δ𝑡), in
𝑅𝑖’s own coordinate system at time 𝑡. For any 𝑥𝑖𝑖(𝑡+Δ𝑡), let
us define two complementary subsets of 𝒮𝑖 as

𝒮𝑖𝑝 =
{
𝑅𝑝 ∈ 𝒮𝑖 ∣ [𝑥𝑖𝑖(𝑡+Δ𝑡)]T𝑥𝑖𝑝(𝑡) ≤ 0

}
𝒮𝑖𝑞 =

{
𝑅𝑞 ∈ 𝒮𝑖 ∣ [𝑥𝑖𝑖(𝑡+Δ𝑡)]T𝑥𝑖𝑞(𝑡) > 0

}
.

This means that if a displacement of 𝑅𝑖 to 𝑥𝑖𝑖(𝑡 + Δ𝑡) will
take 𝑅𝑖 closer to a robot, then this robot will appear in 𝒮𝑖𝑞 .
Otherwise, it will be a member of 𝒮𝑖𝑝. Using, 𝒮𝑖𝑝, 𝒮𝑖𝑞 and
also the notation defined above, we can state the following
theorem on group connectivity.

Theorem 1: Consider a group 𝒢 of 𝑁 autonomous mobile
robots which are connected at 𝑡 = 0. If the motion of the
robots is subject to the constraints

∥𝑥𝑖𝑖(𝑡+Δ𝑡)∥ ≤ 1

2

(
𝑑𝑚 − max

𝑅𝑝∈𝒮𝑖𝑝
∥𝑥𝑖𝑝(𝑡)∥

)
(1)

and
∥𝑥𝑖𝑖(𝑡+Δ𝑡)∥2 ≤ min

𝑅𝑞∈𝒮𝑖𝑞

{
[𝑥𝑖𝑖(𝑡+Δ𝑡)]T𝑥𝑖𝑞(𝑡)

}
(2)

for 𝑖 = 1, . . . , 𝑁 , the group preserves its connectivity for 𝑡 >
0.

Proof: Note that the position of each robot in 𝒮𝑖 can
constrain the motion of 𝑅𝑖 either via (1) or via (2), based
on whether this robot appears in 𝒮𝑖𝑝 or 𝒮𝑖𝑞 . Let 𝑅𝑎 and 𝑅𝑏

be any two robots within their mutual sensing range, that is,
𝑅𝑎 ∈ 𝒮𝑏 and 𝑅𝑏 ∈ 𝒮𝑎 at time 𝑡.

First, suppose that 𝑅𝑏 ∈ 𝒮𝑎𝑝 and 𝑅𝑎 ∈ 𝒮𝑏𝑝. Then, it follows
from (1)

2∥𝑥𝑎𝑎(𝑡+Δ𝑡)∥+max
𝑝

∥𝑥𝑎𝑝(𝑡)∥ ≤ 𝑑𝑚 (3)

and

2∥𝑥𝑏𝑏(𝑡+Δ𝑡)∥+max
𝑝

∥𝑥𝑏𝑝(𝑡)∥ ≤ 𝑑𝑚. (4)

Noting that max𝑝 ∥𝑥𝑎𝑝(𝑡)∥ ≥ ∥𝑥𝑎𝑏 (𝑡)∥, max𝑝 ∥𝑥𝑏𝑝(𝑡)∥ ≥
∥𝑥𝑏𝑎(𝑡)∥, and ∥𝑥𝑎𝑏 (𝑡)∥ = ∥𝑥𝑏𝑎(𝑡)∥, we obtain from (3) and (4),

∥𝑥𝑎𝑎(𝑡+Δ𝑡)∥+ ∥𝑥𝑏𝑏(𝑡+Δ𝑡)∥+ ∥𝑥𝑎𝑏 (𝑡)∥ ≤ 𝑑𝑚.

Further, by triangle inequality, we get

∥𝑥𝑎𝑎(𝑡+Δ𝑡)− [𝑥𝑎𝑏 (𝑡) + 𝑥
𝑏
𝑏(𝑡+Δ𝑡)]∥ ≤ 𝑑𝑚. (5)

Note that the term 𝑥𝑎𝑏 (𝑡)+𝑥
𝑏
𝑏(𝑡+Δ𝑡) is the position of 𝑅𝑏 at

time 𝑡+Δ𝑡 as expressed in the local coordinate frame attached
to 𝑅𝑎 at time 𝑡. Therefore, (5) shows that the distance between
the robots 𝑅𝑎and 𝑅𝑏 will not be larger than 𝑑𝑚 at time 𝑡+Δ𝑡.

Next, we assume that 𝑅𝑏 ∈ 𝒮𝑎𝑞 and 𝑅𝑎 ∈ 𝒮𝑏𝑞 . In this case,
we have to proceed using the constraint in (2). Namely,

∥𝑥𝑎𝑎(𝑡+Δ𝑡)∥2 ≤ [𝑥𝑎𝑎(𝑡+Δ𝑡)]T𝑥𝑎𝑏 (𝑡). (6)

Since∥∥∥∥𝑥𝑎𝑎(𝑡+Δ𝑡)− 𝑥𝑎𝑏 (𝑡)

2

∥∥∥∥2

=

∥𝑥𝑎𝑎(𝑡+Δ𝑡)∥2 +
∥∥∥∥𝑥𝑎𝑏 (𝑡)2

∥∥∥∥2

− [𝑥𝑎𝑎(𝑡+Δ𝑡)]T𝑥𝑎𝑏 (𝑡), (7)

using (6), we obtain∥∥∥∥𝑥𝑎𝑎(𝑡+Δ𝑡)− 𝑥𝑎𝑏 (𝑡)

2

∥∥∥∥ ≤ ∥𝑥𝑎𝑏 (𝑡)∥
2

. (8)
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Noting that 𝑥𝑎𝑏 (𝑡) = −𝑥𝑏𝑎(𝑡) and using the triangle inequality
along with (8), it follows that

∥𝑥𝑎𝑎(𝑡+Δ𝑡)− [𝑥𝑎𝑏 (𝑡) + 𝑥
𝑏
𝑏(𝑡+Δ𝑡)]∥

=

∥∥∥∥(𝑥𝑎𝑎(𝑡+Δ𝑡)− 𝑥𝑎𝑏 (𝑡)
2

)
−

(
𝑥𝑏𝑏(𝑡+Δ𝑡)− 𝑥𝑏𝑎(𝑡)

2

)∥∥∥∥
≤

∥∥∥∥𝑥𝑎𝑎(𝑡+Δ𝑡)− 𝑥𝑎𝑏 (𝑡)
2

∥∥∥∥ +

∥∥∥∥𝑥𝑏𝑏(𝑡+Δ𝑡)− 𝑥𝑏𝑎(𝑡)
2

∥∥∥∥
≤ ∥𝑥𝑎𝑏 (𝑡)∥
≤ 𝑑𝑚,

(9)
which asserts the link between 𝑅𝑎 and 𝑅𝑏 at time 𝑡 +Δ𝑡 in
the same way as (5).

To complete the proof, we also must analyze cases where
𝑅𝑏 ∈ 𝒮𝑎𝑞 while 𝑅𝑎 ∈ 𝒮𝑏𝑝, and 𝑅𝑏 ∈ 𝒮𝑎𝑝 while 𝑅𝑎 ∈ 𝒮𝑏𝑞 .
Without loss of generality, we consider only the former, since
the proof for the latter can be obtained by an interchange of
subscripts 𝑎 and 𝑏 only.

In other words, the motion of 𝑅𝑎 and 𝑅𝑏 will be constrained
by (6) and (4), respectively. Similar to (7), we can state:

∥𝑥𝑎𝑎(𝑡+Δ𝑡)− 𝑥𝑎𝑏 (𝑡)∥2

= ∥𝑥𝑎𝑎(𝑡+Δ𝑡)∥2 + ∥𝑥𝑎𝑏 (𝑡)∥2 − 2[𝑥𝑎𝑎(𝑡+Δ𝑡)]T𝑥𝑎𝑏 (𝑡).

In light of (6), we get

∥𝑥𝑎𝑎(𝑡+Δ𝑡)− 𝑥𝑎𝑏 (𝑡)∥ ≤ ∥𝑥𝑎𝑏 (𝑡)∥. (10)

Therefore, (4) with (10) yields

2∥𝑥𝑏𝑏(𝑡+Δ𝑡)∥+ ∥𝑥𝑎𝑎(𝑡+Δ𝑡)− 𝑥𝑎𝑏 (𝑡)∥ ≤ 𝑑𝑚
or

∥𝑥𝑎𝑎(𝑡+Δ𝑡)−𝑥𝑎𝑏 (𝑡)−𝑥𝑏𝑏(𝑡+Δ𝑡)∥ ≤ 𝑑𝑚−∥𝑥𝑏𝑏(𝑡+Δ𝑡)∥. (11)

Hence, the validity of (5) is maintained in this case as well.
The results in (5), (9) and (11) show that any two robots

𝑅𝑎 ∈ 𝒮𝑏 and 𝑅𝑏 ∈ 𝒮𝑎 sensing each other at time 𝑡 will still
be linked when they move to their new locations at 𝑡 + Δ𝑡.
Hence, we conclude that if the group is connected at 𝑡 = 0, it
will also be connected for 𝑡 > 0.

Note that if a robot 𝑅𝑖 is occulted by another robot in 𝒮𝑖,
the number of robots in 𝒮𝑖 might decrease. Nevertheless, this
does not disturb the overall connectivity, as the existence of
the occulting robot itself is the evidence of the connection
between 𝑅𝑖 and the occulted robot.

B. Local Steering Strategy

As long as the constraints in (1) and (2) are satisfied
when a given navigation trajectory is followed, formation
control and other mission-oriented tasks can be accomplished
by minimizing suitable cost functions. Therefore, in view of
Theorem 1, once group connectivity is assured by (1) and
(2), the following Local Steering Strategy can be applied for
navigation by a group which is composed of follower robots
and a leader.

Local Steering Strategy: Subject to the constraints (1)
and (2)

∙ The follower robots 𝑅𝑗 (𝑗 = 1, . . . , 𝑁−1) move towards
a target location 𝑥𝑗𝑗(𝑡 + Δ𝑡), which minimizes the cost
function 𝐽(𝑥𝑗𝑗(𝑡 + Δ𝑡)) related to the positions of the
robots in 𝒮𝑗 .

∙ The leader 𝑅𝑁 follows the navigation trajectory.
Several types of cost functions can be used in implementing

the local steering strategy. An example may be given as

𝐽(𝑥𝑗𝑗(𝑡+Δ𝑡)) = max
𝑘

∥𝑥𝑗𝑗(𝑡+Δ𝑡)− 𝑥𝑗𝑘(𝑡)∥, (12)

which makes the 𝑗th robot try to decrease the distance to the
farthest robot that it senses. Another possible approach could
be to employ

𝐽(𝑥𝑗𝑗(𝑡+Δ𝑡)) =

𝑀∑
𝑘=1

(
∥𝑥𝑗𝑗(𝑡+Δ𝑡)− 𝑥𝑗𝑘(𝑡)∥ − 𝑑0

)2

(13)

as the cost function in order to force the robots to keep their
distances with the robots in their subgroups as close to a
desired distance as possible. Here, 𝑑0 (𝑑0 < 𝑑𝑚) denotes the
desired distance.

Note that both (12) and (13) are defined in terms of local
coordinates to ensure a distributed algorithm. The choice of
suitable cost functions will depend on the requirements of
the mission. It is possible to take into account fixed as well
as time-varying cost functions, and these can incorporate the
position information of all or only some of the neighbor
agents. Furthermore, it is possible for each agent to minimize
a different cost function.

Note that the constraint in (1) delimits the distance to be
travelled by each robot at every sampling interval. It is a direct
consequence of the requirement that the distance between any
two robots that are connected at time 𝑡 must be less than 𝑑𝑚 at
𝑡+Δ𝑡, even in the worst case, which happens when the robots
are moving in opposite directions. Therefore, (1) alone is
sufficient to maintain connectivity. Nevertheless, it was shown
in [15] and [16] that if the motion of the robots is constrained
only by (1), the group may get stuck in situations where none
of the robots can move. Such situations are called deadlock. A
typical example of a deadlock is when all inter-robot distances
are 𝑑𝑚𝑎𝑥, so that ∥𝑥𝑖𝑖(𝑡+Δ𝑡)∥ = 0, 𝑖 = 1, . . . , 𝑁 and, hence,
none of the robots can move. In avoiding deadlocks, it is
essential to allow the outermost robots in the group to move
towards their neighbors. However, (1) depends only on the
magnitude of 𝑥𝑖𝑖(𝑡+Δ𝑡) and does not account for its direction.
The direction of 𝑥𝑖𝑖(𝑡+Δ𝑡) can be utilized by considering the
neighbor robots in two distinct subsets as implied by (1) and
(2). In fact, it is shown in [17] that the constraints (1) and (2)
prevent deadlocks under reasonably mild conditions as regards
the cost functions, which are fulfilled by, for example, those
in (12) and (13).

IV. A SUBOPTIMAL SOLUTION TO A LOCAL STEERING

PROBLEM

The robots in this study are quite simple and limited devices
especially from the computational point of view. Our purpose
is to provide a decentralized control methodology which can
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be applied to such simple robots yet still lead to satisfactorily
good group navigation. Below, we propose a gradient-descent-
based iterative method to reduce the computational burden in
the implementation of the Local Steering Strategy with the
cost function in (13).

The minimum of the cost function given in (13) is the
location to which follower robot 𝑅𝑗 aims to arrive at each
sampling time. In a general case, the minimization of (13)
subject to the constraints in (1) and (2) requires solving a set
of nonlinear equations and this approach may result in several
local minima, which should be further checked to ensure
they are the absolute minimum. In other words, it requires
high computational power, especially when the number of the
robots in 𝒮𝑗 increases.

It should be noted that the optimal points are computed for
each follower robot 𝑅𝑗 at every sampling time. The location
of the optimal points depends on the positions of the robots
in the subgroup 𝒮𝑗 . Since the sensed robots in 𝒮𝑗 also move
autonomously, these local targets will be updated every Δ𝑡 sec,
possibly before reaching them. Since (1) and (2) constrain the
magnitude of 𝑥𝑖𝑖(𝑡+Δ𝑡), they will not be violated as the robots
are moving towards their local targets. Hence, the solution will
only provide a direction to the optimal points, because the
solution will be updated before 𝑅𝑗 arrives at that location.

This fact can be exploited to introduce an iterative method
to implement the Local Steering Strategy in a sub-optimal
way. Rather than solving for the minimum points of the cost
function, each robot 𝑅𝑗 can move in the direction of the
negative gradient of the cost function, evaluated at the position
of 𝑅𝑗 for each sampling instant. That is,

𝑥𝑗𝑗(𝑡+Δ𝑡) = 𝑥𝑗𝑗(𝑡)−𝛾
∂𝐽(𝑥𝑗𝑗(𝑡+Δ𝑡))

∂𝑥𝑗𝑗(𝑡+Δ𝑡)

∣∣∣∣∣
𝑥𝑗𝑗(𝑡+Δ𝑡)=𝑥𝑗𝑗(𝑡)

(14)

where 𝛾 > 0 is a positive gain, and 𝑥𝑗𝑗 is the position vector
of 𝑅𝑗 in its local coordinates. From (13), (14) and the fact
that 𝑥𝑗𝑗(𝑡) = 0, it follows that

𝑥𝑗𝑗(𝑡+Δ𝑡) = 2𝛾
𝑀∑
𝑘=1

(
∥𝑥𝑗𝑘(𝑡)∥ − 𝑑0

) 𝑥𝑗𝑘(𝑡)

∥𝑥𝑗𝑘(𝑡)∥
. (15)

The gain 𝛾 in (15) should be treated as a parameter by
which one can choose the distance of the local target so as to
satisfy the constraints in (1) and (2), rather than as a constant
to be determined a priori. In that respect, there is no reason
why 𝛾 must be kept constant during navigation. Therefore, the
direction of the next movement can be obtained by (15) and
then implemented in this direction with a magnitude so as to
satisfy the inequalities (1) and (2).

V. SIMULATION RESULTS

In this section, we present our computer simulations to
verify the theoretical results of the previous sections. In the
simulations, the working space was taken as a section of
𝑥𝑦-plane in ℝ2. The sensor range (𝑑𝑚𝑎𝑥) was 15 units.
The bounds on the measurement errors were Δ𝜃 = 12∘

for angle and Δ𝑟 = 0.03𝑑𝑚𝑎𝑥 for distance measurements.
The following scenario was applied: The leader was given
a trajectory and as the leader started navigation, the rest of
the group also moved so as to stay connected under the
Local Steering Strategy. The simulation was done for a group
consisting of 20 robots where (15) is used with 𝛾 = 0.2.

The snapshots of the simulation can be seen in Fig. 4. With
the initial locations shown in Fig. 4 and 𝑑𝑚𝑎𝑥 = 15, the group
was connected and accommodated 62 links at the beginning.
The trajectory of the leader is shown by the solid line through
the graph. As soon as the simulation started with 𝑑0 = 11, the
group widened but kept its connectivity. Occulting happened
rarely. For 20 robots, the maximum possible number of links
is 20 ⋅(20−1)/2 = 190. Fig. 5 indicates that at least 63 of 190
possible links were preserved until the end of the navigation.
The sharp turns in the trajectory of the leader are important,
as they could disrupt the shape of the group.

Also, the impact of 𝑑0 on connectivity can be assessed by
Fig. 5, in which the number of links in the group throughout
the entire simulation is plotted for three different values of 𝑑0.
It is seen that for 𝑑0 = 5, the number of links lies between
those for 𝑑0 = 11 and 𝑑0 = 8. This is an interesting result
and deserves some interpretation. Whenever 𝑑0 is small, the
group is dense and occupies a smaller area. Conversely, the
group widens with increasing 𝑑0. However, when the robots
are confined to a smaller volume due to a low value in 𝑑0,
the number of occulted robots increases significantly. Hence,
the number of links decreases because visibility is reduced by
occulting. However, as was noted in Section III, this does not
imply any weakness for overall group connectivity.

VI. CONCLUSIONS

This work examined the navigation of mobile robot groups
and the methodology presented does not require communi-
cation between the robots. Rather, a local steering strategy,
which uses only information regarding the position of neighbor
agents, is employed to sustain the connectivity of group
members. The limited-range sensors are modeled in such a
way that they produce angular and radial position measurement
errors to better reflect a realistic situation. Moreover, robots
may be occulted by other robots. In this way, the methodology
accounts for all of the fundamental difficulties that can arise
in real-life implementation.

This study demonstrates that once the robots start their
motion as a connected group, the steering strategy assures their
connectivity without any risk of deadlock. Also, the fact that
no communication or hierarchy among the robots is required
makes it possible for new members to be easily accepted
into the group. The simulations verified the success of the
methodology.
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[16] A. Cezayirli and F. Kerestecioğlu, “On preserving connectivity of
autonomous mobile robots”, in IEEE International Conference on Con-
trol Applications/International Symposium on Intelligent Control, St.
Petersburg, Russia, pp. 677–682, 2009.

[17] A. Cezayirli and F. Kerestecioğlu, “Navigation of non-communicating
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Abstract—This paper proposes an airborne monitoring
methodology of ground vehicle behaviour based on a fuzzy
logic to identify suspicious or abnormal behaviour reducing
the workload of human analysts. With the target information
acquired by unmanned aerial vehicles, ground vehicle behaviour
is firstly classified into representative driving modes and then a
string pattern matching theory is applied to detect pre-defined
suspicious behaviours. Furthermore, to systematically exploit all
available information from a complex environment and confirm
the characteristic of behaviour, a fuzzy rule-based decision
making is developed considering spatiotemporal environment
factors as well as behaviour itself. To verify the feasibility and
benefits of the proposed approach, numerical simulations on
moving ground vehicles are performed using both synthetic and
realistic car trajectory data.

Index Terms—Airborne monitoring, Target tracking, Trajec-
tory classification, Behaviour recognition, Fuzzy decision making

I. INTRODUCTION

Recently, autonomous airborne surveillance and reconnais-
sance systems become a challenging and emerging problem in
the area of aerospace and robotics with the rapid improvement
of the UAV (unmanned aerial vehicle) operation and sensing
technology. Airborne monitoring allows suspicious or unusual
behaviour to be identified and investigated promptly so that
situational awareness can be increased in support of border
patrol, law enforcement and protecting infrastructure. For this,
many researchers have investigated a swarm of autonomous
airborne sensor platforms having a long endurance as well as
good spatial coverage with an appropriate level of decision
making. In particular, surveillance by UAVs equipped with a
MTIR (Moving Target Indicator Radar) sensor can provide
a certain level of accurate estimation of a large number of
moving targets as well as capability to respond possible threats
from the air. However, for detection of suspicious behaviours,
the operators have to manually analyse the gathered mass
data and construct a coherent picture of events. With these
backgrounds, this paper focuses on the development of a high-
level analysis algorithm to process target information acquired
by UAVs which provide awareness of abnormal behaviour.

In general, detecting anomalous behaviour can be classified
into two categories: The first approach codifies the behaviours
using experience and domain knowledge of experts and the

behaviours are learned from data in the second approach
[1]. Purely learning based approaches can provide a good
performance [2], [3], however, they require massive data set
in advance or tend to suffer from the high computation burden
for real-time applications. On the other hand, there are several
algorithms to deal with behaviour or activity analysis in the
context of codified (or classified) behaviour model with the
aid of learning. Srivastava et. al. [4] introduced the method
to detect anomalies of the ground vehicle by observing the
patterns in its velocity called as velocity trajectory using hy-
pothetical co-ordinated system in which the axes are specified
with respect to the road segment. Besides, Fraile and Maybank
[5] proposed the idea of dividing the trajectories of the ground
vehicle into several driving modes using video images which
can be exploited for ground traffic surveillance. However, this
classification is limited to car manoeuvres in an urban parking
space with slow speed. Similarly, Kim et. al. [6], [7] proposed
the trajectory classification codified with more detailed driving
modes, and applied it to string matching theory to detect
suspicious behaviour defined from expert knowledge.

This paper proposes a fuzzy expert rule-based airborne
monitoring methodology of ground vehicle behaviour as an
extension of our previous works mentioned above [6], [7]. In
those works, a primary source for the behaviour recognition is
a single deterministic cost obtained from the string matching.
Although this cost can provide the measure of suspiciousness
computing similarity between pre-defined suspicious strings
and driving mode history from trajectory classification within
a certain time window, additional information needs to be
considered to finally confirm the characteristic of behaviour
while avoiding frequent false alarms. Therefore, in this study,
to systematically exploit all available information intercon-
nected and influenced by each other obtained from complex
environment, a fuzzy system is applied considering its ability
to classify complex sources into simple and intuitive form
resulting in the final decision with some degree of confidence
through expert rules. The proposed fuzzy expert rule-based
decision making allows to concurrently accommodate several
aspects of behaviour as well as spatiotemporal environment
factors providing a level of alert to operator monitoring
complex scenes.

The overall structure of this paper is given as: Section
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II briefly introduces a target tracking filter, trajectory clas-
sification, and behaviour recognition algorithm using string
matching. Section III introduces rule-based decision making
algorithm to find suspicious behaviour based on a fuzzy logic.
Section IV presents numerical simulation results of behaviour
monitoring for both synthetic and civilian traffic scenario using
realistic ground vehicle trajectory data. Lastly, conclusions and
future works are addressed in Section V. An overall flow chart
the technique presented in this paper is shown in Fig. 1.

Fig. 1. An overall flow chart of fuzzy expert rule-based behaviour monitoring

II. BEHAVIOUR MODELLING AND RECOGINITION

This section briefly introduces our previous works on
airborne monitoring of ground vehicle behaviour based on
[6], [7]. Ground target tracking filter using UAVs is firstly
explained. Trajectory classification is followed to model the
behaviour of ground vehicles, and lastly behaviour recognition
algorithm using string matching theory is presented.

A. Target tracking

This study considers acceleration dynamics to apply it to
tracking of the moving ground vehicle. This model regards
the target acceleration as a process correlated and exponen-
tially decreasing in time, which means if there is a certain
acceleration rate at a time t, then it is likely to be the same
jerk also at a time instant t+ τ as:

xtk = Fkx
t
k−1 + ηk (1)

where xtk = (xtk, ẋ
t
k, ẍ

t
k, y

t
k, ẏ

t
k, ÿ

t
k)

T , ηk is a process noise
which represents the acceleration characteristics of the target,
and the state transition matrix Fk can be represented as:

Fk =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1 Ts Φ 0 0 0

0 1 (1−e−αTs )
α 0 0 0

0 0 e−αTs 0 0 0
0 0 0 1 Ts Φ

0 0 0 0 1 (1−e−αTs )
α

0 0 0 0 0 e−αTs

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(2)

where Φ = (e−αTs + αTs − 1)/α2, and α is a correlation
parameter which allows for the modelling of the different

classes of targets. The details of the covariance matrix Qk

of the process noise ηk can be found in [8].
Besides, this study assumes the UAV are equipped with a

MTIR to localise the position of target. Because the measure-
ment of MTIR is composed of range and azimuth of the target
with respect to the radar location, the actual measurements
are the relative range and azimuth with respect to the position
of the UAV airborne. The radar measurement (r, φ)T can be
defined as the following nonlinear relation using the target
position (xtk, y

t
k)

T and the UAV position (xk, yk)
T as:

zk =

(
rk
φk

)
= h(xtk) + νk (3)

=

( √
(xtk − xk)2 + (ytk − yk)2

tan−1 ytk−yk
xtk−xk

)
+ νk

where νk is a measurement noise vector, and its noise covari-
ance matrix is defined as:

V [νk] = Rk =

[
σ2
r 0
0 σ2

φ

]
. (4)

Considering that the measurement equation is nonlinear, the
localisation of target is designed using the EKF (Extended
Kalman filter). In addition, assuming a pair of UAVs track
the same targets, sensor fusion technique using a Covariance
Intersection algorithm is applied. Lastly, as the behaviour of
ground vehicle will be analysed with a moving horizon history,
the optimal fixed-interval smoother is used to improve the
accuracy of past state estimation of the target. The details for
sensor fusion and optimal smoother can be found in [6].

B. Trajectory classification

To model a driver’s behaviour, the trajectory is classified
into driving modes. The purpose of the classification is to
categorise characteristics of manoeuvres associated with for-
ward or lateral driving by assigning them to driving modes
as will be explained in the following. This allows not only
to recognise characteristic fragments of the trajectories, but
also to enable recognition of ground traffic behaviour in an
intuitive, computationally-efficient and flexible way.

Since the driving manoeuvre does not happen for a single
sampling time, the trajectories for a certain length of time need
to be considered. For this, a moving-window-based trajectory
approximation [6] is applied using a polynomial function
which generates trajectory with a virtually increased sampling
time for a certain time interval. Let us assume a new time
sequence within a moving window, 0 < Tn < 2Tn < . . . <
(NT − 1)cTn = (NT − 1)Ts where Ts is an original sampling
time of tracking filter, Tn is a new virtual sampling time,
and NT is the number of samplings for a moving window.
In this study, it is assumed that NT = 4, Ts = 0.5, and
c = 5, and thus the new virtual sampling time is 0.1 seconds.
The selection of NT = 4, i.e. 1.5 seconds’ moving window
reflects that the bandwidth for lane changing is at least 1.0Hz
according to the reference [9]. Then, velocity (ẋt(i), ẏt(i)) and
acceleration (ẍt(i), ÿt(i)) histories with a new time sequence
are used to compute the minimum speed U , the rate change of
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orientation θ(i), and forward acceleration af (i) of the vehicle
at current time step k for each i in a moving window (i.e.
k − c(N − 1) + 1 ≤ i ≤ k) as:

U = min v(i) = min
√
ẋt(i)2 + ẏt(i)2 (5)

θ(i) = v(i)κ(i)

=
√

ẋt(i)2 + ẏt(i)2
ẋt(i)ÿt(i)− ẏt(i)ẍt(i)

(ẋt(i)2 + ẏt(i)2)3/2
(6)

af (i) = ẍt(i) cosψ(i) + ÿt(i) sinψ(i) (7)

where κ is a curvature, and ψ = tan−1 (ẋt/ẏt) is the heading
angle from the North. Using above equations, a driving mode
md

k among driving mode set Md = {0, · · · , 8} at time step k
can be obtained for each moving window with a frequency of
1/Ts as:

• Stopping (0), U < 1: Since 1 m/s equals to 3.6 km/h, it
can be assumed that the car does not move or is about to
stop or start moving.

• Left turn (1), max(θ)min(θ) > 0 and max(θ) > θth:
The inspection of sign change of θ is used to distinguish
the pure turning maneuver from the lane changing.

• Right turn (8) max(θ)min(θ) > 0 and max(θ) < −θth
• Left lane change (2) max(θ)min(θ) < 0, max(|θ|) >
θth, and θ(0) > 0: The difference to the left turn of this
condition is the sign change of the rate of orientation
change. The sign of curvature transits from positive to
negative in case of the left lane change.

• Right lane change (7) max(θ)min(θ) < 0, max(|θ|) >
θth, and θ(0) < 0: The sign of curvature transits from
negative to positive in case of the right lane change.

• Closing gap (6) max(af )min(af ) < 0, and af (0) >
0: When the driver wants to close gap to the preceding
vehicle, the sign of acceleration transits from positive to
negative.

• Widening gap (3) max(af )min(af ) < 0, and af (0) ≤
0: Contrary to the case of closing gap, the sign of
acceleration transits from negative to positive.

• Accelerating ahead (5) max(af )min(af ) > 0, and
af (0) > 0: The sign of acceleration keeps positive.

• Decelerating ahead (4) max(af )min(af ) > 0, and
af (0) ≤ 0: The sign of acceleration keeps negative
contrary to the case of the accelerating ahead.

C. Behaviour detection

This section introduces behaviour detection scheme to find
suspicious behaviour using driving mode histories of ground
vehicles. The key tools for this detection scheme are symbolic
dynamics and string matching. The mathematical subject of
symbolic dynamics originally arose in the theory of dynam-
ical systems and was motivated by the qualitative approach
to dynamics in which the character of trajectories is more
important than their numerical values. String matching theory
is a well-developed area of text processing. String matching
consists in finding all the occurrences of a string (called a
pattern) in a text where the pattern is a string x of length m,
while the text is a string y of length n. In this study, using the

driving mode set Md = {0, · · · , 8}, a symbolic time series of
driving modes ydk = {md

l ∈ Md|l = 1, . . . , Nsm} is generated
by trajectory classification for each time step k, where Nsm

represents a moving window length for string matching. The
suspicious behaviour is also expressed as strings xs consisting
of nine numbers.

Intuitive string matching method we can apply is the exact
matching which detects exactly the same pattern in the driving
mode history as the pre-defined suspicious string. However,
assuming a reference suspicious string of ’145048’, ’145548’
or ’145448’ cannot be ignored as well in the detection scheme,
whose fourth element of the string might be one of the
following forward driving modes: ’3’; ’4’, ’5’, ’6’, instead
of ’0’. To tackle this, an approximate matching is applied by
defining a cost which is called as Edit distance measuring
distance or similarity between reference and test patterns. The
Edit distance D(S1, S2) [10] between two string patterns S1

and S2 is defined as the minimum number of editions including
changes C, insertions I , and deletions R required to change
pattern S1 into S2. The details of approximate string matching
can be found in [6].

Although above edit distance can provide the measure
of suspiciousness computing similarity between pre-defined
suspicious strings and current driving mode history within
a certain time window, additional information needs to be
considered to finally confirm characteristic of behaviour while
avoiding frequent false alarms. From the following section,
what types of information can be used and how to combine
them will be dealt with.

III. FUZZY EXPERT RULE-BASED DECISION MAKING

For airborne behaviour monitoring, this section proposes a
decision making algorithm to find suspicious or anomalous
vehicle based on a fuzzy logic. To systematically exploit all
available information interconnected and influenced by each
other obtained from complex environment, fuzzy system is
applied considering its ability to classify complex sources
into simple and intuitive form (fuzzification) resulting in the
final decision (defuzzification) with some degree of confidence
(rather than single certain decision) through expert rules (fuzzy
inference). The proposed fuzzy expert rule-based decision
making allows to concurrently accommodate several aspects of
behaviour as well as spatiotemporal environment factors with
supervision of human providing a level of alert to operator
monitoring complex scene. Fuzzy system used in this study
consists of four fuzzy membership functions for inputs and
one output with 36 expert inference rules.

A. Fuzzification

A fuzzy input for behaviour monitoring includes four as-
pects: location, behaviour cost, speed of the vehicle, and
environmental aspect as:

• Location: A time history of the location which is a
relative position of the suspicious ground vehicle to the
critical area (e.g. the centre of complex activities and
the base walls of military facilities) or an index of road
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that the ground vehicle has moved along is an important
source for behaviour monitoring. Assuming that the local
roadmap information is readily available in advance, the
indexes of the local roads in region of interest can
be annotated by a sequence of road numbers. If the
vehicle travelling on one of identified roads of interest,
the location is categorised as ’Region of interest (R)’;
otherwise is ’General (G)’ as shown in Fig. 2(a).

• Behaviour cost: As a key factor for the behaviour
monitoring, the edit distance D is used resulting in time
history of a behaviour cost. Let Xs = {x1

s, · · · , xNsus }
be the set of pre-defined suspicious behaviours. Then,
the behaviour cost Cb

k with respect to current time series
of driving modes ydk and suspicious behaviours at time
step k can be defined as:

Cb
k =

1

mini∈Xs D
(
xiS , y

d
k

)
+ 1

(8)

Three fuzzy membership functions with linguistic vari-
able ’Normal (N)’, ’Suspicious (Su)’, and ’Worrying (W)’
are used to categorise the behaviour cost as shown in
Fig. 2(b).

• Speed: The velocity profile of the vehicle with respect to
its position or time step also needs to be investigated since
it can provide the measures of the suspicious or abnormal
behaviour inherently. Three functions with ’Slow (Sl)’,
’Moderate (M)’, and ’Fast (F)’ are used as shown in
Fig. 2(c).

• Environment: The last input considers an environmental
condition with a human interaction for the behaviour de-
cision process. Depending on the traffic flow density, two
functions with ’Normal traffic (Nt)’ and ’Congestion (C)’
are used as membership functions as shown in Fig. 2(d).
Even though only traffic flow is used in this study, it
can be easily replaced with time zone such as day/night
or weekday/weekend or any other environmental aspects.
This input allows for incorporating human supervision
on a certain environment into decision making instead of
relying only fully autonomous decision process which can
be vulnerable to unexpected and dynamic environments.

A fuzzy output for behaviour monitoring is the level of alert
of each ground vehicle consisting of four membership func-
tions with linguistic variable ’Allow’, ’Monitor’, ’Investigate’,
and ’Respond’ as shown in Fig. 3.

B. Fuzzy inference

In this study, a fuzzy inference system is designed by using
a Mamdani model [11]. Inhere, expert knowledge can be
expressed in a natural way using linguistic variables defined
above as Table. I∼II. In the table, rules can be interpreted as:

• Rule 1: If Location is ’G’ and Behaviour is ’N’ and Speed
is ’Sl’ and Environment is ’Nt’, then Alert is ’Allow’.

Note that depending on the location and environment, rules
are changed slightly. For instance, if location of the vehicle
is ’G’ (i.e. general area), speed ’Sl’ does not mean something
significant leading to alert ’Allow’, whereas if the location

(a) Location (b) Behaviour cost

(c) Speed (d) Environment (Traffic flow)

Fig. 2. Membership functions for fuzzy inputs

Fig. 3. Membership function for fuzzy output

is ’R’ (i.e. region of interest), slow speed or stopping of the
vehicle can be identified as suspicious one (monitoring the
specific facility or placing of improvised explosive devices)
leading to alert ’Investigate’ as Rule 1 and 19. However, even
though the location is ’R’ and speed is ’Sl’, if the environment
is ’C’ (i.e. congestion), its alert level should be alleviated as
Rule 20 since slow speed is more likely to be observed.

C. Deffuzification

By using input variables and defined fuzzy rules, the fuzzy
outputs for all rules are then aggregated to one output fuzzy
set. Finally, to obtain a crisp decision value for level of
alert, a defuzzification process needs to be performed. Even
though there are several algorithms for this defuzzification,

TABLE I
FUZZY RULE 1∼18: LOCATION IS ’G’ (GENERAL ROAD)

Rule No. Behaviour Speed Environment Alert
1 / 2: N Sl Nt / C Allow / Allow
3 / 4: N M Nt / C Allow / Allow
5 / 6: N F Nt / C Monitor / Investigate
7 / 8: Su Sl Nt / C Monitor / Allow

9 / 10: Su M Nt / C Monitor / Allow
11 / 12: Su F Nt / C Investigate / Investigate
13 / 14: W Sl Nt / C Investigate / Monitor
15 / 16: W M Nt / C Investigate / Monitor
17 / 18: W F Nt / C Respond / Respond
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TABLE II
FUZZY RULE 19∼36: LOCATION IS ’R’ (REGION OF INTEREST)

Rule No. Behaviour Speed Environment Alert
19 / 20: N Sl Nt / C Investigate / Monitor
21 / 22: N M Nt / C Allow / Allow
23 / 24: N F Nt / C Investigate / Monitor
25 / 26: Su Sl Nt / C Investigate / Monitor
27 / 28: Su M Nt / C Monitor / Monitor
29 / 30: Su F Nt / C Investigate / Investigate
31 / 32: W Sl Nt / C Respond / Investigate
33 / 34: W M Nt / C Investigate / Investigate
35 / 36: W F Nt / C Respond / Respond

this study uses the method of taking the centre of gravity of
the aggregated output fuzzy set [12].

IV. NUMERICAL SIMULATIONS

This section carries out a numerical simulation for both
synthetic and civilian traffic scenario using the proposed fuzzy
expert rule-based airborne monitoring algorithm for moving
ground targets using UAVs loitering over a certain area.

A. Synthetic scenario

Figure 4 shows the scenario description where a ground
vehicle is moving around region of interest. In the map, at
the southern area of a river, there is a stadium of strategic
importance to be protected, which has a surrounding roadmap
to be passed by a civilian ground vehicle near the base wall.
A ground vehicle considered in this scenario circles clockwise
round the stadium twice. During that time, the vehicle stops
for ten seconds on the mid of road 3 near 420s. After that
it crosses on the bridge and then travelling on the general
road network. The vehicle trajectory data are used to generate
virtual MTIR measurements composed of the relative range
and azimuth angle adding the white Gaussian noise having
the standard deviation of (σr, σφ) = (10m, 3deg).

The trajectory classification histories shows a reasonable
performance capturing the turning or stopping manoeuvre
timely as shown in Fig. 5 in conjunction with the trajectory
estimation result with blue lines and numbered time history
in Fig. 4. In this scenario, only road 3 and 4 are assumed to
be of interest (i.e. location is ’R’) as red line in Fig. 6(a), and
suspicious behaviour xs is selected as ’4 4 0 0 0 0’ (which
means deceleration and then stopping) to detect the vehicle
which stops around stadium suspiciously. In addition, the size
of driving mode history yD is set to Nsm = 6 which is the
same as that of xs.

Figure 6 shows the fuzzy rule-based decision making result
including location information, behaviour cost and speed of
the vehicle. Note that even if yD and xs are totally different,
since edit distance D between them is six in this case, the
lowest behaviour cost would be 1/7 instead of zero according
to Eq. (8) as shown in Fig. 6(b). In normal traffic shown as
blue line in Fig. 6(d), level of alert has high value when the
location is ’R’, behaviour cost is high as well as speed is slow.
Besides, if there is congestion in the traffic, the effect of the

behaviour cost and slow speed on level of alert is reduced as
red line in Fig. 6(d) since those conditions are more likely to
happen due to the congestion.

Fig. 4. Trajectory estimation for synthetic scenario

Fig. 5. Trajectory classification for synthetic scenario

(a) Location (b) Behaviour cost

(c) Speed (d) Level of alert

Fig. 6. Fuzzy rule-based decision making results for synthetic scenario

B. Civilian traffic scenario

The ground target trajectory is obtained from S-Paramics
[13] traffic model of Devizes map in the UK at 2 Hz as shown
in Fig. 7. Figure 8(a) shows trajectory estimation result of
a given S-Paramics data with frequent lane changes inserted
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artificially (to generate suspicious behaviour) as shown in
Fig. 8(b). This manoeuvre is called weaving or evasive, and
can be viewed as one of the most dangerous behaviours in
civilian traffic. In this scenario, every road is assumed to
be general road (i.e. location is ’G’ only), and suspicious
behaviour xs is selected as ’2 7 2 7’ and ’7 2 7 2’ (2: right lane
change and 7: left lane change) to detect evasive manoeuvre.

Figure 9 shows the fuzzy rule-based decision making result
including behaviour cost with trajectory classification and
speed of the vehicle. In normal traffic shown as blue line in
Fig. 9(d), level of alert has high value when the behaviour
cost is high (which means evasive manoeuvre is likely to be
happening) around 20∼40 seconds or velocity is fast around
10 second. In case there is congestion as red line in Fig. 9(d),
although level of alert shows the same tendency, the effect of
the behaviour cost is reduced as frequent lane change is more
likely to happen due to the congestion. On the contrary, the
effect of fast speed is enhanced around 10 second since fast
ground vehicle in the congested traffic could be regarded as
dangerous one.

Fig. 7. Trajectory of a ground vehicle within the Devizes road network with
GIS satellite data overlaid thanks to Google earth

(a) Entire trajectory (b) Evasive manoeuvre part

Fig. 8. Trajectory estimation result and artificial evasive manoeuvre

V. CONCLUSIONS

This paper proposed a fuzzy expert rule-based airborne
monitoring methodology of ground vehicle behaviour to iden-
tify suspicious or abnormal behaviour considering spatiotem-
poral environment factors as well as behaviour itself. Numeri-
cal simulation results using synthetic scenario and realistic car
trajectory data showed the feasibility of the proposed approach

(a) Trajectory classification (b) Behaviour cost

(c) Speed (d) Level of alert

Fig. 9. Fuzzy rule-based decision making result for civilian traffic scenario

successfully providing a recommended level of alert. The study
could be applied to various scenarios in view of both military
and civil applications: monitoring urban/rural area of interest,
detecting unknown intent of terrorists, providing a protective
surveillance around military facilities, and enhancing situa-
tional awareness of traffic movements both on land and at
sea. As a future work, additional relevant aspects of behaviour
will be considered as fuzzy inputs such as cultural background
related to driving habits and deviation from general behaviour.
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Abstract-The complex structure of the shaped surface formed by 
a kind of bars-converging single-layer reticulated shell joints is 
analysed, and the characteristic of higher precision in 
production is considered, the patter decomposing – patter 
processing - patter assembling –patter casting joint processing 
flow is put forward. According to the joint design data, the joint 
spatial axis model is built, the spatial orientation description 
method is proposed, the developed SolidWorks 3D drawing 
software is used to import the design data to visualize the joints 
in 3D model. According to the joints splitting and assembling 
principle, the mathematical model of joint processing is derived, 
based on the mathematical model, the joint processing 
equipment based on the TriVariant series robots is developed, 
the real time control of the joint NC machining system is 
implemented. The results of this research have been verified in 
the large complex steel structure building of the Sun Valley for 
Shanghai World Expo and the roof of Star Mall in Shenyang, 
now the research is being used in the Cell Wall of the new 
natural museum in Shanghai which is under construction. 

Keywords-reticulated shell joint; 3D model reappearance; 
splitting and assembling; TriVariant series robots; engineering 
application  

I. INTRODUTION 
Spatial reticulated shell structure is a kind of architectural 

structure connected by spatial bars with multiple joints, in 
order to adapt to the changing space angles, a type of 
bars-converging joint for single-layer reticulated shell 
appeared[1].As shown in Fig. 1,this type of joint has many 
advantages, such as the shape can be changed with the overall 
surface of the building, and can be connected easily with bars 
with various special-shaped sections (such as triangle, 
rectangle, trapezoid), so it can constitute a variety of 
fashionable spatial curved surface of architectural modeling, it 
becomes an important development trend of the highly 
decorative spatial reticulated shell structure building[2] .  

In order to satisfy the whole smooth surface and 
continuous changes, joints for reticulated shells have different 
shapes and complex space angles. Through topological mesh 
the single layer netrack is composed by triangular grids, each 
grid is mutual restricted, each joint has at least four brackets, 
each bracket is connected with other components[3]. Any 
bracket has little error, it will affect the installation of the 
components, so the joint itself requires high machining 
precision. At present, at home and abroad the production 

methods of the bars-converging single-layer reticulated shell 
joint can be put into the following two categories:1）CNC 
cutting- assembling-processing, this facture process of joints 
has been applied in the latticed dome of the London Shopping 
Center called Beispiel Westlife (Fig. 2)by SEELE, a German 
company. The basic process is firstly steel plate cutting, edge 
processing and forming  different units by pressure, 

 

Figure 2. Beispiel Westlife Shopping Center 

Figure 3. Guangzhou Opera House 

Figure 1. Bars-converging reticulated shell joint 
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then the next step is assembling, using clamping fixture for 
welding, finally the last step is completing the machining of 
surface / hole combined with bars using 5 axis machining 
center, as shown in Fig. 4. As the reticulated shell structures 
often contain thousands of different geometry joints, and each 
joint is divided into several units, it requires a lot of pressure 
molding and welding clamping fixture, so it results in high 
difficulty in  joints production ， high complexity in 
information management , high cost, low processing 
efficiency. In addition, it is difficult to guarantee the 
manufacturing accuracy.2 ） Patter 

processing-casting-processing, this process of joints has been 
applied in the national stadium Bird’s Nest in Beijing for 2008 
Olympic Games and Guangzhou Opera House. First the joint 
mould is made, then the next step is getting the joints 
semi-finished products by using precision casting, finally the 
last step is completing the machining of surface / hole 
combined with bars using 5 axis machining center[4]. 
Compared with the first method, this process needs mold 
making for each joint, if there is no quick,  low cost molding 
technology and equipment available, this process can also 
lead to low efficiency, high cost, poor precision. In the 
Guangzhou Opera House project (Fig. 3), the sand casting is 
used in the step of mold making, as it needs a lot of wood 
patterns, the working efficiency is low and the production cost 
is high. It also leads to the difficulty in mold making and 
complex angles formation. So this research adopts the lost 
foam casting, which can raise the efficiency, lower the cost 
and guarantee the required precision. 

In order to solve the engineering difficulties and make up 
for the previous study defects, this paper presents a joint 
processing method which includes deepen design- patter 
decomposing – patter processing - patter assembling–patter 

Figure 4. CNC cutting-assembling processing 
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casting- machining. At first the key point coordinates of the 
bracket is extracted from reticulated shell structure axis model, 
based on the developed SolidWorks software the joints are 
visualized in 3D model and virtual preassembled to verify the 
joint deepen data, then according to the principle of joint 
splitting - assembling, the method of ruled surface for parting 
and positioning is used, with the 5 degree of freedom 
TriVariant series hybrid robots as the joint mold processing 
equipment, the cutting and assembling of joint mould is 
completed.  

II. JOINT PROCESSSING FLOW 
According to the bars-converging single-layer reticulated 

shell joint processing project, this paper proposed a joint NC 
machining process based on the multi functional robot.  

Steps are as follows: At first the joints are deepen 
designed, the axis model of bars-converging single-layer 
reticulated shell structure is set up, the initial designed 
coordinate parameters and dimension parameters of all joints 
and bars are input into the computer, and each joint is divided 
into a number of tectonic units, AutoCAD is used to figure 
and analyse, the size data and processing parameters of each 
unit are gotten, by the programming language VC++ , 
Solidworks 3D drawing software is developed, every joint in 
3D model is visualized based on the size data and processing 
parameters, the correctness of joint deepen data is verified. 
Then the size data and its processing parameters after testing 
of each joint structure unit are input into the joint processing 
robot CNC equipment, the robot is controlled to complete the 
cutting and assembling of joint mold units, three coordinate 
measuring instrument is utilized to detect the size and 
accuracy of the joint mold, the detection report is gained. 
Finally the qualified joint mold after measuring and testing is 
obtained, through the lost foam casting process, the molten 
steel is casted, through machinery processing the prepared 
products are obtained by using the CNC turret milling.  

The process for joint products has many advantages, such 
as good mechanical properties, low production cost, and it can 
guarantee the required precision, the joint processing flow is 
shown in Fig. 5.  

III. JOINT SPACE ATTITUDE 

In order to unified describe the spatial different joints, the 
characteristic that a large number of joints are similar but not 
identical is used. For every different joint, the joint number of 

unit N and the pitch angle i 、the torsion angle i  and the 

angle of circumference between units , 1i i    (Where i is the 
joint unit number)and bracket unit length L and width B are 
used to describe the joint spatial attitude, as shown in Fig. 6, 
But in actual machining, in order to be measured and 
expressed easily, this study uses joint end face point 
coordinates to describe the spatial attitude. According to the 
joint spatial attitude, the coordinate system O xyz is 
established ,the point O  is the point of intersection in the 
theory diagram model, as O is the origin, the axis of the center 
column is axis z, upward is positive, according to the 
clockwise direction ( z upward direction ) to define each joint  
unit NT-1、NT-2、……、NT-i（determined by the unit 
quantity）,the bottom center line of the numbered NT-1 unit is 
the axis x, the direction departs from the central cylindrical 
axis and points outwards. In accordance with the right-hand 
rule in Cartesian coordinate system to determine the y axis 
direction, the joint model is shown in Fig. 7. According to the 
joint initial designed space attitude angles and the bracket unit 
parameter data, the three vertices coordinates on every 
rectangular cross section of the numbered joint in the 
coordinate system O xyz are figured out(as ,11 12 13,P P P  in 
NT-1）,a total of 3i vertices coordinates can express the 
positional relationship between each unit and the space angle 
relation in the same joint.  

IV.    JOINT THREE-DIMENSIONAL 
REAPPEARANCE 

In order to meet the requirement of high precision of joints, 
it needs to test and check the deepen design data, the 
programming language VC++ is used to develop SolidWorks 
3D drawing software. According to the characteristics that the 
joints are similar but not identical, by dimension driving 
method, the joint model structure is maintained unchanged, all 
the dimension which affect the model structure are defined as 
the dimension variables, by means of giving these dimensions 
variables with different values, it is able to obtain a series of a 
different sort of junction joints with identical structure and 
different sizes. 

The concrete steps are as followed: In Visual C++ 6 
integrated developed environment for programming, through 
the dynamic link library DLL and SolidWorks API functions 

Figure 6. Joint space angle attitude 
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to 
develop SolidWorks software, then the data tables which 
contain batch joint features are imported into the 3D drawing 
software automatically, automatic batch drawing is carried out, 
the joint model is reconstructed, at last virtually the 
reticulated shell structure model is assembled in advance, the 
initial visual inspection of joint and structure is realized. 
Because of the visualization and intuitionism of the model, 
the joint data with obvious errors can be found, reappearance 
results are shown in Fig. 8.  

V. JOINT SPLITTING-ASSEMBLING  
PRINCIPLE 

Joint splitting - assembling principle which is adopted in 
this paper is that the joint are split into assembling units and 
the cylinder which is connected to each unit, the split surface 
between the unit is the angle bisector plane, the robot is used 
to cut the standard module into the assembling units, and with 
circular arc and plane surface to position each unit and the 
units are combined into complete joint mold. 

The processing of each unit of joints is the cutting of the 
angle bisector plane and cylindrical ruled surface of the 
standard foam mold, the key technology is the transformation 
from the ruled surface mathematical expression in space to 
the trajectory data of the processing equipment. The overall 
principle of robotic cutting: Through the geometric 
relationship, the space equation of processing ruled surface in 
the joint coordinate system can be obtained, the conversion 
between joint coordinate system, workpiece coordinate 
system and processing device coordinate system is created, 
equipment's trajectory control data is gotten by post 
processing ,the end-effector space pose when cutting ruled 
surface can be obtained,  the track pulse is input into the 
servo control system, the robot servo control is realized.  

Standard module cutting mathematical principle: the 
center cylindrical surface equation and each unit’s two plane 

equations are united, two arc  and  equations can be 
obtained. Similarly the space plane equations are united, the 
angle bisector planes 1  and 2 equations can be obtained. 
Considering that the joint cutting data is easy to use and 
express, in each unit corresponding vertex the coordinate 
system O x y z    is established, as shown in Fig. 9. 
According to the coordinate system conversion, the rotation 
matrix can be expressed as R= 

1 2 2 1 2

1 1

1 2 2 1 2

sin sin cos cos sin
cos 0 sin

sin cos sin cos cos

    
 

    




 
 
 
 

  

The 1 and 2  are the attitude angle of the joint unit. 

Coordinate translation vector 4 2P OP 


=  0 0 0, ,
T

x y z .The 
coordinate transformation equation is T 

0 1
R P

T 
 
  

 

So the relation is    1 T T
T x y z x y z      

Similarly, with the intersection method the equation of 
cylindrical surface and each unit plane in a new coordinate 
system O x y z    can be obtained, then the equation of 
intersecting lines between upside and downside section and 

the cylinder surface  and   can be obtained, and the 

equation of 1  and 2  which is the angle bisector planes by 
adjacent bracket units intersecting in the new coordinate 
system O x y z    are achieved. Thus the spatial vector and 
the position which the robot end effector needs to arrive at in 
the unit coordinate system O x y z    can be expressed. 

In actual production, in order to control the cutting 
trajectory of the cutting robot, it needs to transform the 
measurement of joint mold unit ruled surface for processing 
(two spatial surfaces and a cylindrical surface) in the unit 
coordinate system O x y z     to the same reference 
coordinate system with the cutting robot, the space relation 
between the two coordinate systems is shown in Fig. 10, the 
rotation matrix is R,

 

Figure 8. Three-dimensional reappearance results 
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Translation vector 3P B O


BO, the space vector iL and 

position iE which the end executor needs to reach in the 

cutting robot reference coordinate system 3 3 3 3B x y z  

respectively are , , ( 1, 2 )i i i iL RL E RE P i n       

Where n is the number of sampling points, iL  and iE   
respectively are the space vector and the end position of the 
end-effector needs to arrive at in the unit coordinate 
system O x y z    .  

Through this two quantities and the robot inverse 
kinematics model, the relevant parameters of the branched 
chains and the joint angle values of TriVariant-A cutting robot 
can be obtained for completing processing, thereby the robot 
control during the cutting process is realized[8] . 

Unit assembling process is essentially the process that the 
TriVariant-B robot module terminal control unit axis is 
coincident with the center cylinder axis by means of the rotary 
with the single degree of freedom platform to the assembling 
area, as is shown in Fig. 11. When the center cylinder axis of 
joint mold is expressed as  0 0 1

T
S  in the coordinate 

system -O xyz ,the vector 42 41P P


is the robot target vector, 

point 42P namely is the target point. Similar with the cutting 
process of mold unit, in the assembling process, each vector is 
required to be measured in the robot coordinate system, in 
order to convert to the robot recognizable data, through the 
inverse kinematics solution for assembling robot, as is similar 
with the coordinate system transformation in the cutting 
process, so is not discussed here. 

The joints splitting -cutting - assembling process method 
not only realizes joint batch production, but also transfers the 
processing difficulty to the digital cutting of various unit’s 
bisecting planes and curved surfaces, the arc and planes are 
used for positioning to ensure the precision of the joint shape. 
Finally through the lost foam casting the joint processing is 
finished. 

VI.   CONCLUSION 

This paper presents a method based on the basic idea of 
joint NC processing process flow which includes deepen 

design- patter decomposing – patter processing - patter 
assembling –patter casting- machining, the developed 
SolidWorks software is used to carry out the batch joints 
three-dimensional reappearance, and to test the correctness of 
the deepen data, the joint mold cutting- assembling model is 
established, on the basis of the mathematical model the 

coincide 

Figure 11. Assembling of joint unit mold 

Figure 12. Robot equipment for processing joint mold

Figure 13. Shanghai World Expo Sun Valley 

Figure 14. Star Mall in Shenyang 

Figure 15. The design sketch of natural museum in Shanghai 
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control of the robot end-effector pose is realized. The robot 
NC equipment(Fig. 12) for processing the joint mold is used 
to complete cutting and assembling. The novelties of this 
method are as followed:1)The application of the TriVariant 
series robots in the mold cutting and assembling; 2)The 
utilization of lost foam casting in producing joints;3)The 
proposal of the whole process flow for bars-converging joints. 
Based on the multi functional robot, the digital joint 
manufacturing process has been successfully applied in the 
Sun Valley in 2010 [8] (Fig. 13)and the roof structure of Star 
Mall in Shenyang in 2011(Fig. 14). In addition now the Cell 
Wall of the new natural museum in Shanghai is under 
construction by using the results of this research (Fig. 15). It 
proves that this joint processing method not only reduces the 
joint production cost, but also improves the production 
efficiency, and it creates favorable conditions for the 
development of spatial reticulated shell structure technology.  
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Abstract—Two-axis pan and tilt systems are widely used in 
surveillance applications for high accuracy positioning of sensor 
payloads such as cameras and laser pointers. In order to develop 
advanced control algorithms to improve the performance of these 
systems, a model of the system must be developed. This model 
should include the dynamics of the system to include effects such 
as compliance and account for friction effects in the drive. This 
paper discusses the development of the overall model of the 
system using National Instruments LabVIEW, and in particular, 
the models for friction and the drive train that will be used. 

Keywords-Servo systems; Modelling; Software tools; Harmonic 
drives 

I.  INTRODUCTION 
Chess Dynamics Ltd. is a supplier of high performance 

Radar and Electro-Optic systems for the defence industry. It 
designs and manufactures precision two-axis pan & tilt camera 
systems for land, naval and airborne applications. 

The performance demands of these systems are very high; 
requiring high pointing resolution and high positional 
accuracy with fast tracking speeds and smooth low speed 
control. 

Research and development is being conducted within the 
company through a Knowledge Transfer Partnership (KTP) 
scheme with Kingston University to develop advanced control 
methods that will improve the accuracy and tracking 
performance of the company’s products. 

Initially, simulation models of the system will be developed 
to allow advanced control and estimation algorithms to be 
evaluated and tested before being implemented into the actual 
system. Subsequent stages of the project will develop 
estimation algorithms to improve the quality of sensor 
measurements and then control algorithms will be developed 
and evaluated as to their suitability for increasing system 
performance. 

This paper discusses the models of the system that have 
been developed and their implementation in National 
Instruments’ LabVIEW software using the Control Design and 
Simulation toolkit.  

Finally, simulation results are compared to results obtained 
from a representative experimental test rig. 

II. SYSTEM MODELLING 
In this section, we will begin by introducing the system to 

be modelled before going on to discuss the models for the 
individual components of the system. Finally, the 
implementation of the overall system model in different forms 
using LabVIEW is discussed. 

A. System Overview 
The system to be modelled, shown in Figure 1, is a 

compact two-axis pan and tilt system designed to carry an 
optical sensor payload of up to 25kg. 

 
Figure 1 - Cobra Product [1] 

The system consists of two identical drive assemblies, with 
integrated encoders, mounted on the azimuth and elevation 
axes. Housed within the body of the system are two current-
mode servo amplifiers to drive each axis and the main control 
board to interface to the amplifiers and the outside world via a 

Figure 2 - Single Axis Servo System Control Block Diagram 
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serial interface. The software on this board implements the 
digital controller that controls the position and rate of the 
platform. 

Initial investigations will consider a single axis only as the 
dynamics of each axis will be similar due to having the same 
drive components and electronics. It also provides a simplified 
system that can be easily tested and used for validating the 
models. It is, however, understood that the azimuth and 
elevation dynamics are not independent (for example, the 
azimuth inertial load will change as the elevation axis rotates). 

The overall block diagram showing the feedback 
relationships between the main components of the system for a 
single axis is shown in Figure 2. 

The details of modelling the components of the servo 
system from the servo amplifier to the load will now be 
discussed. 

B. Servo Amplifier 
The servo amplifier used is a current-mode linear DC 

amplifier capable of providing up to 2A of current. The DC 
relationship was found by experimentation and connecting the 
amplifier to a large resistive load and measuring the current 
across it. This provided information on the DC Gain but did 
not give any information about higher frequency dynamics. 

The experiment was conducted using LabVIEW, a 
CompactRIO and a Fluke 8808a Digital Multimeter (DMM) 
as shown in Figure 3. The 8808a DMM was connected to the 
CompactRIO via the serial interface, using plug and play 
instrument drivers to configure and read the current 
measurements. Meanwhile, the CompactRIO fed an analogue 
voltage to drive the servo amplifier across its full range. 

Fluke 8808a Multimeter

NI CompactRIO

Servo Amplifier

Resistive Load

 
Figure 3 - Servo Amplifier Characterisation Experiment Setup 

The servo amplifier was modelled as a proportional current 
feedback loop with a voltage saturation to represent the 
maximum voltage supply that can be supplied to the motor. 

C. DC Motor 
The DC Motor used in the system is a high performance 

brushed DC motor. The motor is modelled as a two-input 
(voltage and load torque) and single output (motor shaft 
velocity) system. The DC motor model consists of two sub-
processes, an electrical and mechanical, as detailed in [1]. 

The electrical sub-process is described by Equation 1, 
where  is the armature current, is the armature voltage,  

is the armature inductance,  is the armature resistance,  is 
the angular velocity and  represents the magnetic flux. 

 

 
(1)  

The mechanical process is described by Equation 2, where 
 is the inertia of the motor,  is the motor torque constant 

from the electrical sub-process, is the load torque and  is 
the friction torque in the motor. 

 
 (2)  

D. Harmonic Drive 
The gearing used in the system is a harmonic drive, or 

strain wave gear, developed in the 1950’s for the aerospace 
industry. It is a compact, lightweight gearbox with high gear 
ratios and zero backlash. Disadvantages of this type of gearing 
include high static friction, nonlinear compliance and high 
flexibility. Considerable research has been conducted into the 
modelling, friction compensation and control of harmonic 
drives due to their favourable transmission attributes [3][4][5]. 

From the research conducted in this field, a number of 
different models have been proposed for harmonic drive gears. 
Some of these models will now be discussed. 

1) Hashimoto & Kiyosawa 
The dynamic model proposed in [6] considers two primary 

nonlinear effects of harmonic drives, Coulomb friction ( ) 
and a linear stiffening spring ( ). The dynamic equations for 
the model are shown by Equation 3. 

 
 

 

 

(3)  

2) Ghorbel & Gandhi 
The models proposed in [7] and [8] are significantly more 

complex and take into account additional nonlinear effects and 
more advanced friction models. The model, represented by  
and shown in Equation 4, uses a LuGre friction model that 
takes into account Stribeck, Dahl, viscous and Coulomb 
friction effects and an additional position dependent 
component. Kinematic error in the harmonic drive is 
represented by  as a function of the motor position and an 
additional damping term, caused by the stiffness in the drive, 
is represented by . 
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(4)  

3) Ghorbel & Dhaouadi 
The model suggested in [9] uses a nonlinear function, 

represented by , to model a nonlinear torsional spring 
with nonlinear viscous damping and a function  to represent 
a dry friction torque that includes the static friction, as shown 
in Equation 5. 

 
 

 

 

 

(5)  

4) Taghirad 
A more in-depth analysis of the friction effects in harmonic 

drives are proposed in [3]. The frictional components of the 
wave generator bearing ( ), gear meshing ( ) and output 
bearing are all considered separately in a friction model 
comprising velocity-dependant Coulomb, viscous and Stribeck 
friction.  represents the compliance model between the 
motor and load side positions. In comparison to the other 
models discussed, the motor and load inertias are considered 
as an overall effective inertia, . The overall model of the 
harmonic drive was therefore as per Equation 6. 

 

 
(6)  

5) Tjahjowidodo, Al-Bender & Van Brussel 
The work carried out in [10] proposed a model for the 

torsional compliance of the harmonic drive and then 
performed identification on the drives in two test setups using 
a low and high-torque class of harmonic drive. The harmonic 
drive model was then described by Equation 7, with equations 
for the input (motor) side and load side dynamics. 

 
 

 

(7)  

In Equation 7,  is the difference between the motor and 
load angles,  is a third order polynomial function to 
represent a nonlinear spring,  represents the torsional 
stiffness and  is the bearing friction torque of the harmonic 
drive. 

E. Overall System Model 
This section deals with the different representations of the 

overall system model built from the components previously 
discussed and their implementation in LabVIEW. 

The initial model of the system developed encompassed 
the models of the DC motor and servo amplifier discussed and 
the harmonic drive model detailed in Section 1) of II.D. It 
consists of a load inertia and a linear spring to represent the 
compliance between the motor and load side angles. Friction 
in the system was considered for each of the motor and 
harmonic drive separately as a linear damping function. The 
initial overall model of the mechanical system is shown in 
Figure 5. 

 
Figure 5 - Overall System Model Diagram 

1) Simulation Model 
Firstly, a simulation model was developed to represent the 

system from the dynamical equations as discussed previously. 
This simulation model was implemented in LabVIEW using 
the Control Design and Simulation toolkit as shown in Figure 

Figure 4 - Simulation Model of System in LabVIEW  
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4. 

2) Transfer Function Model 
Having a transfer function representation of the system is 

important to allow the use of classical design and analysis 
tools. From the system models, a transfer function 
representation using the Laplace transform was developed and 
implemented in LabVIEW, as shown in Figure 6. 

3) State Space Model 
The need for a state space model of the system allows for 

the use of modern control design and analysis tools and 
estimation algorithms such as the Kalman Filter rely on a 
state-space model of the system. They are also more suited to 
multiple-input multiple-output (MIMO) systems. 

The state space model was implemented in LabVIEW using 
a MathScript node, allowing the state space equations, 
parameters and state space model to be defined in a textual 
way, as shown in Figure 7. 

III. SIMULATION RESULTS 
To test the correct operation of the model, simulations were 

run with a range of input signals. Known parameters of the 
system were used along with values for unknown parameters 
that demonstrate the operation of the model. Responses of the 
system to a step and sinusoidal input for the transfer function 
model are shown in Figure 8 and Figure 10. 

Experiments were carried out for a small number of input 
signals to an experimental test rig containing a drive assembly 
of the type being modelled connected to a representative 
inertia for the Cobra product (including payload). This test rig 
will be used to validate the models and then controllers 
developed in the simulation will be verified using the physical 
test rig. 

The results of running the experiments for the same input 
signals as shown in Figure 8 and Figure 10 are shown in 

Figure 9 and Figure 11. 

The linear model proposed in this paper does not take into 
account the most important non-linear characteristic of the 
harmonic drive unit, the high static friction. This is shown by 
the discontinuity around the zero-output crossing point of the 
sine response, as shown in Figure 11. Current work is looking 
to include this effect in a future iteration of the model. 

 
Figure 8 - 5V Step Response – Simulation 

 
Figure 9 - 5V Step Response – Experiment 

Figure 6 - Transfer Function Representation 

Figure 7 - State Space Representation of System Model using MathScript 
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Figure 10 - 3V Low-Frequency Sine Response - Simulation 

 
Figure 11 - 3V Low-Frequency Sine Response – Experiment 

Comparing the results of the simulation and experiment, the 
general response of the simulation is similar, however, the 
experimental results exhibit measurement noise due to the 
quantisation error in the quadrature encoder. Also, in the 
experimental sine response, the maximum velocity is reached 
during the cycle and this limit is not reached in the simulation, 
as shown by the smooth sine response in Figure 10. 

IV. FURTHER WORK 
Now that a model of the system has been developed and 

implemented using LabVIEW, further work will look at 
validating the model to ensure that it reflects the physical 
system being modelled. This will be conducted on the 
experimental test rig to provide a known system with which to 
test the system. The models can then be enhanced to include 
further dynamical effects and also to evaluate some of the 
other harmonic drive models discussed previously. 

The initial model included only linear friction models, but it 
will be possible to extend the model to evaluate some of the 
nonlinear friction models that incorporate additional effects 
such as static and Coulomb friction, as surveyed in [11]. One 
example is the positional dependent friction as discussed in 
[8]. It was confirmed that this exists within the experimental 
test rig; this will be quantified and added to a future iteration 
of the model. 

Within the larger scope of the full KTP project, the models 
developed will be used to test and evaluate control and 

estimation algorithms to evaluate the potential benefits in 
terms of increased performance of Chess Dynamics’ products. 

V. CONCLUSIONS 
In this paper, a model for a two axis servo platform has 

been introduced. Firstly, an outline of the system was 
presented, followed by models for the individual components 
of the system with the main area of interest being the 
harmonic drive gear system. 

The overall model of the system was then presented and 
different representations of the model were then derived 
(simulation, transfer function and state space). 

Results of running the simulation for various input signals 
were shown and the model was shown to lack one of the key 
nonlinearities of the physical system which has the most 
significant impact on its performance. The simulation results 
were then compared to the results from the physical test rig 
using the same input signals. 

Finally, the direction of further work in the area was 
discussed as part of the overall KTP project. 
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Abstract—Development and testing of automotive embedded 
control systems traditionally depended on the availability of 
prototype vehicles. Automotive manufactures adopted model 
based approaches in order to produce quality products faster. 
Thus, the need of more integrated testing using virtual 
environment in an automated manner becomes a vital element of 
product development.  The full vehicle simulator aims to provide 
a fully integrated environment for verification and validation of 
the embedded automotive software to avoid the dependency of 
the prototype vehicles. The execution of different automated test 
scenarios aims to increase the development of the product faster 
without compromising robustness and quality. This paper deals 
with both the development of full vehicle simulator and the 
concept of the automated modelled test cases.  

Keywords- Hardare-in-the-loop; full vehicle simulator; 
automated modeled test cases, automotive control systems. 

I.  INTRODUCTION  

The embedded software complexity and the number of 
electronic control units (ECU) integrated in modern luxury 
vehicles are radically increased due to the increasing 
distributive functionality, safety requirements and legislation 
for lower emissions. Today’s luxury vehicles include more 
than 60 interconnected ECUs using various network systems 
[1].  Four main domains such as body systems, chassis, powe 
rtrain and infotainment constitute a typical vehicle electrical 
architecture. Mots vehicle functionality is distributed among 
these domains as shown in [2],[3] and [4].  

The power train and chassis domain contains ECUs 
responsible to control systems such as engine management, 
anti-lock brake system, hybrid systems, transmission and 
vehicle dynamics [5] and [6]. These are generally continuous 
control systems and are interconnected using the high speed 
CAN network.  

The body system domain, however, is responsible to deal 
with systems like security, locking, wipers, mirrors, start 
authorization, etc. These control systems are mainly event 
driven with response time slower than the powertrain domain. 
The characteristic of the body domain is that the overall 
functionality (i.e. locking) is distributed to more than one ECU. 
These ECUs are located on one or more network buses [7] and 
[8]. 

The infotainment domain is one of the most popular 
systems nowadays due to its human machine interface nature 

between and the driver and the vehicle. This system usually 
consists of DVD player, amplifier, human machine interface 
console, TV modules and navigation. Other infotainment 
features require communication with the external world using 
external media such as Bluetooth and Wi-Fi. Typically, the 
response time of these systems is very slow due to the nature of 
consumer electronics functionality. The data bandwidth 
required to run an infotainment system is high compared to 
powertrain and body domains. The driver interaction with the 
vehicle makes the infotainment system one of the hottest topics 
in modern automotive industry.  

Distributive functionality shared amongst four domains can 
impact customer’s perception about vehicle quality. Software 
complexity and programme development cycle substantially 
reduced due to continuously customer’s demand for new 
features. Competition amongst vehicle manufactures radically 
increased due to demand for robust and quality vehicle 
systems. Advanced and sophisticated techniques (i.e. 
hardware-in-the-loop) commonly employed to validate the 
embedded software in real time early at the product 
development [4]. The drive to reduce dependency in prototype 
vehicles is still an important initiative for most vehicle 
manufacturers. The usage of prototype vehicles is therefore 
aimed mainly for verification and validation activities close to 
mass production data. Automated virtual testing environment 
promotes more robust, systematic, time efficient and cost 
effective way for software testing. It has the potential to 
uncover possible software failure modes and to perform fault 
diagnostics automated tests prior to development of prototype 
vehicles [8].  

This paper is organised in the following manner: The first 
section deals with introduction and brief literature review in the 
area of automotive control system development and test. The 
second section presents the development of the full vehicle 
simulator within Jaguar Land Rover (JLR). Two case studies 
are considered in the next section. The results and benefits of 
the automated testing are depicted in section four. Section five 
illustrates the discussion about the main benefits of the 
automated modelled test cases. The last section gives some 
concluding remarks of the work presented in this paper. 

II. FULL VEHICLE SIMULATOR OVERVIEW 

The main scope of this section is to describe the structure of 
the full vehicle simulator (i.e. fully integrated hardware-in-the-
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loop platform) suitable for automated functional and non-
functional testing.   

A. Simulator setup and schematics 

The full vehicle simulator consists of three 21 inches 
cabinets and two load tables. The load tables hold vehicle real 
loads and ECUs. Figure 1 show the full vehicle simulator 
which is currently used within the premises of JLR. 
 

 

Figure 1.  Full vehicle simulator at JLR. 

In the following sections the high level requirements 
including the number of input and output (i.e. I/O) channels 
specified for the full vehicle simulator are given. The amount 
of the I/O required to interface with the ECUs to form the 
vehicle architecture clearly demonstrates the complexity of the 
system.  

The main features of this simulation platform can be 
summarized as follows.  

149 ADC; 145 DAC; 275 digital input; 79 PWM , 195 
digital out, 126 digital relay output, 88 PWM output, 24 
resistive channels, 22 special channels for powertrain 
simulation, 110 dedicated power lines and GND, 8 CAN 
channels, 32 LIN channels used to interface with ECU 
hardware. Quiescent current measurements an all power lines 
(i.e. 2 power switches), 1 power supply (i.e. 400A@20V), 
access to CAN and LIN channels for measurements, Serial 
ports from processors (i.e. 3 DS1006 quad processors), 
Integration of the low voltage tester (i.e. LVT), On/Off 
capability on all power lines, Fault insertion and load boards on 
the input channels w.r.t  (with regards to the) simulator, fault 
insertion capability on all CAN and LIN channels, ABS valve 
detection unit, colour coding on the on each I/O type, Special 
software to interact with the simulator (i.e. Control Desk, 
Automation Desk, Motion Desk, CAN/LIN multi-message), 
Measuring point for the main power supply (i.e. 4 banana plugs 
on the front side of the first cabinet). 

The first cabinet (i.e. master cabinet) dedicated for the 
powertrain, chassis and driveline domain (i.e. high speed CAN 
network domain). For instance, engine management system 
(i.e. EMS), chassis control and transmission control ECUs are 

integrated on the master table. Peripheral loads such as 
electronic throttle, injectors, differential and transmission 
solenoids interfaced to ECUs via the master load table to the 
simulator. The aim of load integration is to enable the ECUs to 
functionally operate in as close as possible to the environment 
of the vehicle. Thus, the number of logged diagnostic trouble 
codes substantially reduced. Engine and transmission plant 
models developed and executed in real time in order to provide 
dynamic closed loop control between the EMS module and the 
models of the engine/driveline.     

The second cabinet (Figure 1) is known as first slave to the 
master cabinet. The use of this cabinet is to provide bulk I/O 
(i.e. input and output) channels to powertrain and body tables. 
These I/Os are distributed on both load tables to provide 
enough channels to ECUs for the interface with the simulator.   

The third cabinet (i.e. body systems cabinet) dedicated to 
electronic body systems (i.e. body control module, door 
modules, keyless vehicle module, etc) and is known as the 
second slave of the master cabinet. This domain is dedicated to 
medium speed CAN modules and their LIN slaves (i.e. 
intrusion monitoring system). The second load table (i.e. body 
systems table as shown in Figure 1) is used to accommodate all 
the medium speed ECUs and their peripheral components.. 

B. Integrated model to control the full vehicle simulator 

The VITAL framework is a generic model that built to 
interface with twelve different core processors (three quad 
processors DS10006) of the full vehicle simulator. The aim of 
this framework is to create a structured environment for 
integration of potentially of vehicle electrical components.  
Additional features of this model are summarised below: 

• The model structure allows integration of three 
dSPACE Quad core processors or more. 

• Enables simulation of Multi-CAN/LIN architectures 
and other network protocols (i.e. Ethernet) 

• Exchange of signals between cores of each processor. 

• Selection mechanism for switching between real and 
modelled ECUs 

• Common interface for simulation of ECU loads and 
actuators. 

• Hardware interface between ECUs and simulator 
arranged per dSPACE IO board.. 

The above features offer less development time, more optimal 
model structure resulting in more efficient real time execution. 
In addition to that the model promotes consistency and reduces 
the risk for development errors.    

Figure 2 show only an example of the VITAL model and 
the closed loop integration method between the real driver door 
ECU and the latch plant model. The plant model in this 
example provides the feedback signals to the driver’s door 
control unit (i.e. DDCU). The door ECU outputs are fed back 
to the door latch model and the feedback of the door latch is 
fed back to the door ECU via the simulator IO channels.. The 
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door latch plant model developed in Stateflow® is a true 
functional representation of the real latch [9]. 

 

Figure 2.  Hardware interface on VITAL framework for closed-loop control 

More detailed description about the VITAL framework is 
presented in [9] 

III. CASE STUDY (CLOSED LOOP CONTROL OF BODY SYSTEM 

FUNCTIONALITY) 

The aim of this section is to demonstrate two automated test 
scenarios using the fully integrated platform described 
previously. The first scenario is the drive away door locking 
and the second one is the valet mode. 

The drive away door locking function is a security feature 
that locks all the doors automatically when the vehicle speed 
exceeds the threshold speed (i.e. 32Km/h). This feature is 
selectable by the driver, and any operation of the door locks by 
any other means (i.e. master locking switch on the facial panel) 
will unlock the doors [10].  

Valet mode is also a security feature that allows the vehicle 
to be driven with the luggage compartment locked with 
restricted touch screen functionality. This feature is accessible 
directly from the home menu on the touch screen or from the 
vehicle settings screen. The vehicle owner enters a four digit 
Personal Identification Number (PIN) to a soft key pad 
displayed on the touch screen. This PIN must be entered twice 
in order for the valet mode to be enabled. A pop-up screen is 
displayed, confirming that the vehicle is now in valet mode.  
To cancel the valet mode operation, the PIN number must be 
entered once again [10].  

A. System Overview 

The deployment of the drive away door locking and the 
valet mode features is depicted in Figure 3. Several ECUs are 
required to exchange data amongst different domains in order 
to interpreter the customer's operation into low level software 
command (i.e. set the threshold of drive away door 
locking).The simulation environment to deliver these features 
required the integration of the following ECUs and models, 
engine controller; gateway controller; door controllers; 
infotainment control units; engine and driveline real-time 
models.  

The complexity of system integration significantly 
increases due to the following reasons, number of ECUs; the 
scale of the system integration; inter-dependencies across 

functional areas and domains. For instance, the DDCU receives 
the command from the gateway to lock the door latch when the 
EMS transmit the correct vehicle speed from the high speed 
CAN network. An engine model and accurate sensor 
simulation required for the real EMS hardware to assume that 
an engine is in operation and the vehicle is in a drive cycle. 
Although drive away door locking feature appears to the 
customer to be a simple operation the effort required to develop 
the automated virtual environment is certainly a challenging 
engineering task.     

 

Figure 3.  Schamatic of vehicle feature demployment 

B. System Integration 

The full vehicle simulator is interfacing (Figure 3) the ICU 
using resistive signals for simulation of the driver switch-pack 
component which is hardwired back to the ICU (this switch-
pack controls the navigation menu shown in the CCU’display). 
The simulator is also providing resistive signals to the ICU in 
order to emulate driver touch screen selection. High resolution 
camera is integrated with the simulator via serial (i.e. RS232) 
connection to provide feedback acquired by the image 
processing software. This camera is used as feedback sensor to 
capture the results from the instrument cluster and infotainment 
display. Detailed description about multi-camera vision system 
is out of the scope of this paper. 

The two front door modules (i.e. driver and passenger), 
instrument cluster and infotainment display have an interface to 
the medium CAN bus. The two door latches are integrated to 
each door module using hardwire connection. The gateway 
ECU (i.e. ECU that accommodates the core body system 
functionality) is used to pass network signals from medium 
speed CAN bus to high speed. The EMS is interfaced with the 
engine model to high speed CAN in order to provide engine 
and vehicle speed to the rest of the vehicle systems. The rear 
door modules are not assessed on this paper since their 
behaviour is very similar to front doors. 

C. Event driven control Logic  

Event driven control logic is a discrete programming 
method that is based on the conditional transition between 
operating modes. This method is used in this paper to model 
the automated control sequence of the infotainment displays 
selection. 
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1) Automatic navigation on instrument cluster 
This control logic is employed for automatic selection of 

the drive away door locking threshold. The model is divided in 
two main parts.  

The first part deals with the simulation of a button (i.e. up, 
down, left, right and OK button) from the driver's switch pack. 
Figure 4 shows a snapshot of this model which represents one 
event of the OK press button. The event sequence is required to 
alter the simulator's resistive output from idle (X Resistance) to 
pressed position (Y Resistance). The transition between the 
two states delayed for 500 milliseconds. This allows the 
instrument cluster to process the request received from the 
infotainment control unit. A counter is implemented to capture 
the complete sequence. It is also used as a transitional 
condition to another event (i.e. simulation of down button). In 
addition to counter, the camera feedback is used as an 
alternative transitional condition. The camera is trained to 
identify the main menu pattern. This menu is displayed after 
pressing the OK button. Figure 4 shows that either the camera 
feedback or the counter conditions must be satisfied in order to 
continue the sequence. 

 

 

Figure 4.  Automatic navigation through the instrument cluster menu 

The second part (not shown in this paper) of this control 
logic is the evaluation of the menu position via the camera's 
feedback. The camera is placed to point directly the instrument 
cluster. It is trained to recognise five different positions of the 
drive away door locking settings menu. The control logic 
identifies the menu selection and responds to the driver's 
choice. For instance, different sequence is employed in order to 
set 32Km/h when the default position is on OFF mode and 
different sequence when the value is 5Km/h. The difference is 
due to the number of down or up button event presses. Similar 
concept is used to control the automatic selection of valet 
mode. 

2) Valet Mode 
The driver inserts twice a predefined four digit code to ICU 

touch screen in order to set the vehicle to valet mode. The 
automatic sequence requires selection steps on the ICU menu 
before the driver enters the PIN number. An event driven 
control logic is developed using Stateflow® to achieve this 
automated selection 

 

Figure 5.  Automatic control of infotaiment display (i.e. valet mode selection) 

Figure 5 shows only the sequence to set the valet mode on. 
The first state defines the initial conditions and determines the 
idle mode. On this mode the control logic provides the idle 
resistive output to ICU via the simulator's restive channel. The 
sequence starts when all the initial transitional conditions are 
satisfied. Delay of 800ms is implemented between the states 
after the idle mode. This allows the ICU to process the request 
from the driver and the infotainment graphics. Exit conditions 
are implemented on every stage of the sequence to ensure 
smooth execution avoiding stagnation points. On this particular 
example a medium speed CAN signal is used to inform about 
the valet mode status instead of camera feedback. 

D. Control desk interface 

Control desk layouts are developed in order to control the 
full vehicle simulator (i.e. 20 controlDesk® tabs) via graphical 
user interface. Figure 6 shows only a sub-set of the main 
working layout. This is dedicated to control the automated 
selection of the drive away door locking. It is also shown that 
the camera mode and image processing job is controlled from 
this layout. The manual mode of the driver's switch pack is also 
part of this interface as shown in Figure 6.  
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Figure 6.  Graphical user interface for automated drive away door locking 
selection mode. 

A Similar graphical user interface is developed to control 
the automated valet mode selection. However, this is not 
shown in Figure 6.  

E. Manual test scenario description  

A manual test scenario is performed to set the drive away 
door locking threshold from OFF mode to 32Km/h. The 
flowchart in Figure 7 depicts the manual sequence.  

 

Figure 7.  Flowchart of manual drive away door locking from OFF to 
32Km/h 

The sequence starts from a warning free instrument cluster. 
Figure 7 shows the exact sequence required for the instrument 
cluster to display the driver away door locking settings menu. 
Since this is a submenu, it is required to navigate three layers 
below the main menu. An extra delay is introduced on every 
conditional state (approximately 2.5 seconds) to allow the 
camera to process the captured image.  Based on the camera 
feedback, the control logic decides about the status and the 
progress of the automated sequence. Similar manual test 

scenario is produced for the valet mode. The only difference is 
that the navigation is through the resistive touch screen of the 
infotainment display. The flowchart for the valet mode 
selection is not shown in this paper. 

IV. TEST AUTOMATION 

The purpose of the automated testing is to execute the 
existing manual test cases in a repeatable manner. MXvDEV® 
test automation software is used to model the automated test 
cases.  

A. Execution of the automated test sequence 

Both automated sequences are executed and the results are 
captured in a graphical manner. Figure 8 and Figure 9 present 
the test results for drive away door locking and valet mode, 
respectively.  

 

Figure 8.  Automated test results for drive away door locking to 32Km/h 

For presentation purposes, only half duration of both 
scenarios are presented in Figures 8 and 9. 

 

Figure 9.  Automated test results to disable the valet mode. 

The desired signals are graphically modelled as shown in 
Figures 8 and 9. It is difficult to distinguish the differences 
between the actual and desired signal. This is due to exact 

555



match of the two signals. For that purpose, the expected signal 
(i.e. sixth signal in Figure 9) is altered at the start of the 
sequence. A time delay is implemented on x-axis (time axis) at 
the first 500 milliseconds of the test in order to deliberately 
make the test cases result a fail (i.e. a shadowed area).  

V. DISCUSSION 

The evaluation of the test results has shown that both case 
studies (i.e. Figures 8-9) were executed successfully in an 
automated manner. These scenarios performed with zero 
tolerance on the y-axis. The expected signal has identically 
matched the actual measured. Occasional deviations observed 
on x-axis (i.e. time), where slight time variations (i.e. 
milliseconds) occurred. This is due to the time delays of the 
real time processor to fetch and process the results. Thus, 
signal delay of few milliseconds was introduced in the area of 
interests (i.e. shadowed areas on x-axis) to avoid failures of the 
test case. 

The benefits of the modelled test cases are summarised 
below: 

• Accurate definition of the test case in terms of time and 
signal definition. 

• Graphical representation of the signal during the test 
execution. 

• Reduced test case duplication due to test case re-use. 

• Less specialised knowledge is required to analyse the 
test results. 

• The graphical definition of the test case can uncover 
failure modes associated with the functional 
requirements prior to the test execution.   

• Test cases can be linked to system requirements. 

• Visualisation of signal tolerances (i.e. y-axis). 

• The review of the automated test case and scenarios is 
significantly minimised. 

The creation of the modelled test cases require well defined 
design verification plan and signal specification standards to be 
in place. This approach of automation helps JLR to move test 
creation using tabular format to one with graphical 
representation. 

In addition to the above remarks regarding the creation of 
automated test cases, the deployment of the full vehicle 
simulator has demonstrated the following potentials. 

• Most Electrical functional requirements can be 
validated prior to prototype build. 

• Distributed functionality validation is decoupled from 
single software release. 

• Drive cycles which have functional safety 
implications, can be executed in a controlled test 
environment. 

• The product design can be evaluated and altered early 
in the programme before commitment to tier 1 is made. 

• Early feature demonstration can help towards concept 
selection and decision making. 

• Enables cross functional team working and explores 
opportunities towards “what can we do better and 
how?”  

Although the aforementioned characteristics clearly deliver 
competitive advantage to an OEM, there are points to be 
considered before full deployment takes place. 

• Significant upfront capital investment is required to 
purchase the hardware and software simulation 
components. 

• Early engineering effort is required to develop product 
engineering specification. 

• Engineering mind set shift from manual vehicle testing 
to automated simulation based testing. 

VI. CONCLUSION 

The purpose of this paper was to present a fully integrated 
hardware-in-the-loop environment for validation of distributive 
vehicle functionality. The automated modelled test cases 
concept is introduced with the execution of two case studies. 
The successful execution of both scenarios has proven that the 
entire vehicle functionality can be modelled and executed on 
the full vehicle simulator. 
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Abstract—This paper focuses on addressing theoretical and   
practical considerations in developing a retrofit system for 
traditional internal combustion engine vehicle. Extensive 
simulation test results and theoretical analyses are presented and 
analyzed. Firstly, the basic theory of design is discussed in term 
of the market needs, target vehicle chosen, system components 
chosen, etc. A controller algorithm design is discussed in details. 
The performance test results are simulated later in several drive 
cycles. The results show that the retrofit kit can improve about 
3% fuel consumption in a NEDC and 19% in a real world urban 
delivery drive cycle. 

Keywords: mild hybrid, HEV, CVT, matlab/Simulink 

I. INTRODUCTION

Nowadays, energy consumption and CO2 emissions of road 
transport are the main issues amongst all impacts. CO2 
emissions threaten the world with climate-change. The 
increasing demand and the tight supply for oil is the problem 
every country need to face in the next decade, many research 
believe that the demand for oil will exceed the production 
capability (Figure 1) [1] Oil reserves will run short within the 
near future, experts are just arguing about the time. How to 
maintain the energy supply to catch up with the increase 
demand become an on-going concern and a high priority. 

Figure.1 Actual and projected worldwide discovery, extraction and demand 
for conventional oil (From 1920 to 2040 in billions of barrels). [1] 

The transport energy consumption takes a significant part 
of the oil consumption worldwide and it is continue to rise 
rapidly. In 2000 it was 25% higher than in 1990 and it is 
projected to grow by 90% between 2000 and 2030 as shown in 
Figure 2.[2] 

Figure. 2 Globe Oil Consumption Perspective. [2] 

Some researchers indicate that Sweden and the UK are 
large potential markets of the HEV due to the potential energy 
savings and also California by the exceptionally high 
incentives. [3] Also the use of HEVs depends on the legislation 
which either increases the fuel cost or mandates high fuel 
economy. As a result, France and the UK are good potential 
markets because of the high fuel price.[4] The Daily Telegraph 
reported in February 2005 that “The value of home delivery 
has risen to £36.8bn in 2004, the story continued, with one-
seventh of all spending in the retail sector now on items 
delivered to door”. More and more big retail companies 
offering the online shopping and home delivery services. This 
door to door shopping saved a lot of time and money for 
customers. The accelerating growth of the new retail pattern 
means that a new pattern of usage needs to be checked. This 
new pattern of usage of delivery vehicle, door-door and start-
stop all the time, is potentially highly wasteful of fuel. Vans are 
most commonly used in urban areas for delivery and daily 
commercial use. In this way, the research start from the best 
potential type of vehicle, diesel Vans in UK. 

II. HYBRID PULS SYSTEM 
The main objective of this research is modeling and 

validation a solution to retrofit the normal Diesel Van to mild-
hybrid vehicle. Transfer the van into a vehicle which can do 
regenerate break and assist on start.  
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The system is mainly designed for big delivery fleet 
companies, so it should match the need of the market. It is 
quite different between a private car customer and a 
commercial fleet manager. The former would like to pay for 
new technology and comfort features that they can afford, 
while the later one often resistive to new technology and more 
interested in a reliable, robust vehicle with the lowest cost 
during the ownership. In this way, the hybrid plus system 
should be with an affordable price, provides acceptable vehicle 
performance, supports versatility of the vehicle, has low 
impacts on the environment, consumes drastically less fuel, 
provides some additional value to the customer without a big 
cost. The lowest cost and best robust are considered mainly 
throughout the design. The system contains four main parts, A 
Supercapacitor, A CVT, A PMDC Motor and controller units. 
The system works as follows in Figure 3. 

Figure.3 Hybrid plus system components 

The retrofit kit will be installed in a VAN with a limit space 
allowed, so the size of the motor is limited. With a CVT 
installed between the motor and engine, the torque applied 
on the engine crankshaft will be increased, which means 
more assist and regenerate power will be provided. 
Normally the acceleration or brake process all finish within 
3 seconds, to achieve the best assist or regenerate 
performance, a supercapacitor is used in this design mainly 
because of its quick charge/discharge performance is better 
than a lithium ion battery in this application 

When the Engine is speed up from a very low speed, the 
CVT turns to a ratio which allows the motor speed same as 
engine speed at first. At this moment, the CVT out put the 
max torque and help engine accelerates. And then the engine 
speed is accelerating, the CVT need continuously change 
ratio allow the motor work at the slowest allowed speed 
which give a max torque on engine at every motor’s speed. 
When the engine speed is equals to the max speed of the 
motor with the CVT max ratio. The clutch will off and the 
whole acceleration finished. This is how this system works 
on acceleration assist.  

On the regenerate brake, it works just on the same theory. 
When the engine brake from a high speed to a low speed, the 
CVT turns to a ratio which allows the motor rotate at its max 
speed which will force it works as a generator. The motor 
generator will charge the Supercapacitor. With the engine 
slow down, the CVT should continuously change ratio 
allows the motor generator works at its max speed at every 
engine speed. When engine speed is decelerate to the min 
speed which can drive the motor as a generator, the clutch 
will off and the regenerate brake finish. 

III. VEHICLE POWERTRAIN MODELING

Figure.4 Hybrid plus system simulation layout 

The system is basic on a typical Manual front wheel drive 
power-train, the system combines a CVT, a PMDC motor and 
a super-capacitor. With these units the system is retrofitted into 
a mild-hybrid vehicle. The simulation used 
Simulink/MATLAB run with other simulation software 
together build a co-simulation system. 
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IV. MODELING AND SIMULATION RESULT OF THE
VEHICLE 

The basic theory of all hybrid vehicles is to regenerate the 
“free energy” from vehicle braking and use this energy to help 
a vehicle accelerate when it need more power. In this system 
the vehicle has four different states: assist mode, regenerate 
mode, curise mode and idle mode. The controller read CAN 
signal identify the vehicle mode and give the right command to 
motor and CVT. 

Figure.5 Hybrid plus system controller calculation piority chart 

Figure.6  Hybrid plus system controller block in Matlab/SImulink 
  

The simulation system is based on Simulink/MATLAB, the 
main inputs and outputs are shows in the following tables. 
There are three main calculation block in the model. The main 
part of the model is a stateflow chart. The main function of this 

chart is used the signals to identify the system states and gives 
out different commands to CVT and motor.   

Name of inputs unit
1 Acceleration Load Signal %
2 Brake Pedal Pressure bar
3 Vehicle Velocity Require km/h
4 Battery Status of Charge  (SOC) %
5 Capacitor Voltage V
6 Start switch -
7 Vehicle Velocity actual km/h
8 Combustion Engine Speed 1/min
9 Combustion Engine Torque Nm

10 CVT_ratio -
11 Generator Torque Nm
12 Generator Speed rad/s
13 ASR Load Signal %
14 Real Time s
15 gear -

Name of outputs unit

1 Combustion Engine Start Switch -

2 Combustion Engine Load Signal %

3 Generator Switch -

4 Generator Load Torque Nm

5 Vehicle Brake Pressure Bar

6 Mode

7 CVT Ratio

8 CLutch -

Table.1 Veriables used in the controller 

The stateflow chart shows as follows. There are 5 main 
states: start, stop, normal drive, acceleration and brake. The 
states are changed when the inputs changed. 

Figure.7 Figure.3 Hybrid plus system controller all modes in  Stateflow 

In the stop mode, the Acceleration signal is 0, Brake signal 
is 0, torque required is 0 and vehicle speed is 0, an engine off 
signal will be given.
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In the start mode, the engine is on, clutch signal is on and 
car is about to move. 

Figure.8 Hybrid plus system normal drive mode in  Stateflow 

In the normal drive mode there are 3 different drive sub-
modes. The motor drives only state, combine drive state and 
engine drive only state. When the vehicle get a start signal, the 
motor will spin up first drives the engine crankshaft and helps 
the engine to start. This state mode will be less than 1 second 
and then both of the engine and motor will working together or 
engine only. This depends on the SOC (state of charge) of the 
supercapacitor. When the SOC is lower than the minimum 
limit, the motor will work only as a generator to charge the 
battery. 

Figure.9 Hybrid plus system acceleration mode in  Stateflow 

In the acceleration mode, there are 3 states. Engine 
accelerates only, light accelerate demand and heavy accelerate 
demand. When the SOC is lower than the minimum limit, the 
motor will stop working. In the heavy acceleration state, the 
motor will work in full load, in light acceleration mode the 
motor will work with a calculated load signal from the 
controller. 

Figure.10 Hybrid plus system brake mode in Stateflow 

In the brake mode, there are 3 modes. Motor brake only, 
combined brake and mechanical brake only. This is depends on 
the brake signal from the CAN bus. 

The vehicle been tested with several drive cycles. One 
simulation running under NEDC-manual (New European 
Driving Cycle), the simulation result shows as follows, the 
vehicle follows the drive cycle quite good. It follows other ones 
quite good as well. 

V. SUMMARY AND CONCLUSIONS 

The focus on this study is the feasibility analysis and 
evaluation of the retrofit set, and the improvement of the fuel 
economy of the Van after the kit installed. This study utilized a 
combination of simulation and some on-road test. This paper 
presents the results of modeling and simulation of the mild 
hybrid vehicle after the kit installed. 

In the NECD drive cycle the test results show that the 
hybrid plug in system will increase about 3% fuel consumption. 
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But in the door-door start stop Urban Delivery Drive Circle 
(UDDC) the conventional ICE vehicle test results are  

Overall Fuel Consumption:           0.6229    [kg] 
Idle Fuel Consumption:               0.0310    [kg] 
Acceleration Fuel Consumption:      0.2858    [kg] 
Constant Drive Fuel Consumption:    0.2457    [kg] 
Deceleration Fuel Consumption:      0.0603   [kg] 
Fuel Consumption:         7.56      [l/100km] 
CO2 Emission:         178.23     [g/km] 

The Hybrid Plus system one is 

Overall Fuel Consumption:          0.5016    [kg] 
Idle Fuel Consumption:             0.0009    [kg] 
Acceleration Fuel Consumption:     0.3093    [kg] 
Constant Drive Fuel Consumption:    0.1846    [kg] 
Deceleration Fuel Consumption:     0.0068    [kg] 
Fuel Consumption:             6.09  [l/100km] 
CO2 Emission:      143.59  [g/km] 

The fuel consumption has reduced 19.4% and CO2 
emission has reduced 19.4% as well. Based on the result, this 
system has a great potential on energy saving and reduce CO2 

emission in urban delivery vans. This retrofit gear could also be 
applied on the HGVs, with a proper size of motor and capacitor. 
The system still could be improved with the engine start/stop 
function while idling.  
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Real time Virtual Simulation of an Underactuated 
Pendulum-Driven Capsule System 

Keattikorn Samarnggoon and Hongnian Yu 

 
Abstract— In this paper, a real time virtual simulation 
framework which is the foundation for studying human 
adaptive mechatronics (HAM) is proposed. This framework 
allows researchers to interact and experiment with the system 
in real time. Thus, motion control patterns can be identified 
and learned with, for example, a heuristic strategy. The 
prototype is developed with an underactuated pendulum-
driven capsule robot model. Motion control patterns are 
identified and presented. The experimentation results 
demonstrate the proposed concept. 

Keywords-human adaptive mechatronics, pendulum capsule 
robot, underactuated systems, virtual environment, real time 
system (key words) 

I.  INTRODUCTION 
Human adaptive mechatronics (HAM) is defined as an 

intelligence human machine system in which the system can 
be self-adapted intelligently based on the current user 
competency level to obtain optimum performance [1–5]. To 
achieve the HAM requirements, there must be several 
mechanisms working together. The main components of a 
HAM system are human operators, the intelligent 
discrimination of operator actions, competency evaluation 
metrics, human machine interaction mechanisms, and the 
machine system. 

The work presented in this paper is a part of HAM 
research which covers a real time virtual system for 
understand the functions of human operators in HAM which 
has many invaluable advantages. This kind of virtual 
simulation systems running in real time allows researchers to 
experiment with dynamic of the modelled system in an 
immediate and interactive manner. Robotic researchers 
usually design mechanical systems by modelling 
mathematical relation of system parts but there exists 
troublesome to find control patterns for human operating a 
robot. This issue can be overcome by the help of real time 
virtual simulation systems. Motion control patterns could be 
identified by trial and error (heuristic) experimentation 
strategies using this virtual system. Moreover, apart from the 
robot mechanical simulation itself, dynamics of the 
environment can also be integrated into the simulation, for 
examples, different frictions of ground areas, dynamic of 
fluid while controlling robot movements, and capsule bots 
moving on a simulated deformable surface in medical 
application robotics.  

Virtual training is also capable with this real time 
simulation based on the human-in-the-loop concept of 
mechanical systems. Training scenarios can be implemented 
with little effort or at no cost. Measurement of performance 
improvements can also be done from the feedback within the 
environments. This allows users to practice as much as they 
want. As a result, the user learning curve could be improved 

drastically. Regarding training environment with virtual real 
time simulation, it is a novel concept called human adaptive 
mechatronics that could further help optimise the learning 
curve of a user while training by its assisting behaviours.  

The main contributions of the paper are 
) Proposing a real time virtual human and machine 

interactions framework. The proposed framework will be a 
basis for development and realisation of the HAM concept. 

) Developing a human heuristic learning strategy for 
learning motion control patterns. 

) Conducting the experimental tests to demonstrate the 
framework and the HAM concepts. 

II. RELATED WORKS 
Human is considered the main component of the HAM 

systems because the aim of this system is a combination of 
an automatic control and adaptive manual control system 
which is operated by humans. Normally, humans are 
complex and unpredictable, but if they are involved in a 
goal oriented task, it is possible to recognise their intentions. 
Human has been long studied in many related fields e.g., 
neurophysiological, neuroscience, cognitive science, and 
psychophysical. In neuroscience study, Haynes and 
colleague successfully read human covert intention by 
decoding brain images from various sections simultaneously 
[6], [7]. The pattern recognition technique is used in 
decoding those human intentions by discriminate patterns 
from spatial information from various brain activity areas. 
This method of using spatial brain information is claimed to 
be more accurate than analysing only specific area of the 
human brain. The reason is that when human performing an 
activity, several of brain areas are working together 
according to its functions. Additionally, human intentions 
are influenced from personal experiences. This is indicated 
by Blakemore and Decety analysis of the evidences of brain 
activity [8]. The evidences show that when human perceive 
biological motions there exists brain activity that try to 
simulate these motions internally. As a consequence, this 
internal simulation would reflect as intentions in future 
actions. This basically works in the same way as training 
activity to improve personal experience.  

Human has good abilities to learn, predict, and process 
information. However, these capabilities are depended on 
individual. A task that is performed by different persons 
might return different results because of individual ability. 
Individual ability is usually denoted by word ‘skill’ and the 
outcome from using skill to perform an action is called 
‘performance’. Learning capability is another magnificence 
aspect of human being in which humans have learnt to 
improve their skills and as an overall result i.e., overall 
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performance improvement. The most important part that 
ruled all of these capabilities is the thinking inside the 
human brain. Consequently, as mentioned earlier, internal 
thinking would reflect out as the intentions to do a specified 
task. This intended output actions could be identified by 
pattern recognition techniques. The intention recognition is 
also considered as part of the HAM system. 

For the intelligent machine to serve or adapt to human 
appropriately, it needs to know human intentions by 
estimating from various kinds of related information. 
Fortunately, sensor technologies have advanced 
significantly along with the matured field of pattern 
recognition. These two combinations are essential for online 
human intention recognition. Observations and 
measurements from sensors are the inputs to pattern 
recognition algorithms to identify or estimate human 
intention at time. There exist numbers of information to be 
monitored and measured which is depended on the type of 
tasks. For examples, patterns of force signals exert on an 
arm gripper are recognised to discriminate human operator 
actions when performs industrial weight loading operation 
using Hidden Markov Models [9], motion and velocity 
pattern profiles are the information used to classify human 
actions in telemanipulation tasks [10]. The identified actions 
are useful for switching among virtual fixture models which 
help in different mode of operations. Once the machine has 
ability to identify human intention in which step the human 
operator is performing. It is functionality of the next 
component of the HAM system to evaluate how well the 
performing competency. 

The aim of competency evaluation is to measure how 
well the operator is performing a step of the task so that the 
next component of the HAM system can make adaptations 
for assisting the operator. A generic performance evaluation 
framework, human performance index (HPI), is proposed in 
[11]. The framework consists of two layers of evaluation. 
The first layer is the collection of performance variables that 
evaluate raw competency of actions. The second layer is the 
weighted conditional integral of those variables in the first 
layer for specific area of measurement e.g. speed, and 
accuracy. This layer is called performance criterions. Final 
performance conclusion, HPI, is then weighted and 
accumulated from the second layer values. On the other 
hand, this HPI measurement concept can be viewed as 
grading evaluation in education such as school. Evaluations 
such as paper works, examinations, and attendance are 
scored. These scores are weighted with different percentage 
values according to its importance. The subject’s grade is 
calculated from these values. Grading point average (GPA) 
is finally calculated from weighted credits of each subject. 
Therefore, the HPI is viewed as the GPA while performance 
criterions are viewed as subjects, and raw evaluations are 
viewed as those scorings. In addition, this HPI framework 
could be used in two modes, open form and closed form. 
The open form is located at the second layer in which these 
performance criterions can be used in any applicable future 
closed form. The closed form is located at the final 

accumulation evaluations, HPI or GPA. Performance 
criterions such as speed and accuracy are the example of 
competency measurement metric. This metric is a basis for 
the next step of the HAM system, adaptive tuning. 

Intelligent adaptation of the HAM system is tuned based 
on current operator competency. There are two types of 
adaptation i.e., passive and active adaptation. Tuning 
parameters inside the machine without interfering the 
operator is a passive adaptation [12]. An active adaptation 
works in the opposite way. It actively assists the operator 
by, as an example, pushing small amount of force to the 
controller grip to help achieving the aimed intention easily 
[13–15].  

The basis system model for this paper is an underactuated 
modelling approach and a 6-step motion control strategy to 
develop a desired driving profile studied in [16].  

Underactuated mechanical systems are a system that has 
less control inputs than degrees of freedom of the system to 
be controlled. This system may also occur in a full actuated 
system because it losses some freedom of control due to 
some reasons such as accident or system failure.  

III. PROPOSED REAL TIME VIRTUAL SIMULATION SYSTEM 

 
Figure 1. Diagram of the proposed real time virtual simulation based 

on HAM. 
In this paper, the framework for the human machine 

controlling system in real time virtual simulation 
environment is proposed. Fig.1 shows a diagram and 
components of the system. The human operator interacts 
with a real time virtual simulation via the provided 
interfaces while perceiving information from the controlling 
system through a display monitor. It is the human operator’s 
brain that processes information and orders the muscles to 
take actions to control an interface to manipulate the 
machine for accomplishing the desired task. Information is 
retrieved through various perception channels, e.g., eyes 
looking at meaningful data on the display screen, ears 
hearing the alert sound signal, and feeling of touching 
control interfaces. The human operator then observes, 
interprets, and processes this information and reacts with 
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appropriate actions with the aimed goal in mind. Overall, 
these activities can be viewed as a human-in-the-loop 
control scheme and they are working together to be a 
system. Lacks of one of these components could cause the 
system failure. 

The human block in the proposed framework diagram 
(Fig.1) acts as a controller that controls the underlying 
virtual simulation system. Loop of brain processing, 
perceptions, and actions that related to the human block is 
performed simultaneously. To control the system, the 
human operator first needs to know the goal of the 
controlling task. Then, the control strategy is planned to 
reach the goal. For example, the heuristic strategy is one of 
many strategy selections. Based on the planned strategy, 
series of actions are performed repeatedly. Outcome of each 
action may not be as planned but it can be adapted 
according to the situation because of adaptability of human. 
This process can be viewed as a learning process to control 
the system. It is individual skills that affect all blocks in the 
human related loop i.e., skill for perceptions, skill for 
information processing, and skill for conducting actions. 
These inputs (perceptions), outputs (actions), and internal 
flows (brain activities) work as a control system that 
interacts with the underlying virtual simulation 
environment. 

There is a ‘task’ block located in conjunction between a 
human controller and the system (Fig.1). Task 
understanding is needed to be given first so that the human 
operator is able to plan actions ahead in mind. For example, 
the given task as controlling a robot to the right, an operator 
might think ahead about how to control to reach the given 
goal. Thus, it is very important to describe the task goal to 
the human operator. 

The proposed real time virtual simulation environment 
needs software components to compose the system. These 
components are responsible to simulate the dynamical 
system, in this case the pendulum-driven capsule robot, to 
interface with the input system, to render the outputs to the 
display interface, and in the future functionalities; to 
recognise human intention and to calculate assisted tuning 
parameters and forces. The blocks component of this 
simulation environment from the software architecture point 
of view is shown in Fig.2. 

Software architecture design for this proposed system in 
Fig.2 is designed centred on the following system functional 
requirements: 1) simulating dynamics in real time, 2) 
allowing the user to interact with the simulated dynamic via 
some controlling interfaces, 3) displaying adequate 
information for the user to perceive, 4) recognising and 
adapting the system behaviour based on the current user’s 
competency, and 5) logging and saving experiment data for 
future analysis. It starts with initial conditions and enters the 
main simulation loop with the aimed sampling time step. 
The simulation loop continues running until the software is 
terminated. Inside of the simulation loop, there are particular 
components executing to serve the whole functionalities of 
this virtual system. The ordinary differential equation 

solver, ODE Solver block, is used for solving ordinary 
differential equations with the implemented method and 
algorithm. The equations are based on the mathematical 
model of the mechanical system. The input system is 
responsible to handle an interface between the human 
operator and the virtual system. The input values from the 
device are transformed into the model’s input at every single 
step of simulation loops. The display output is drawn by the 
underlying graphic rendering system to visualize the 
simulating environment. Additional features such as the log 
system and the real time oscilloscope alike, the graphing 
system are essential for analysing immediate simulating 
values as well as logged values for later analysis. 
Realisation of HAM cannot be achieved without the 
following components; adaptation computation based on 
human intention and its corresponding competency, 
adaptation computation which is divided into passive and 
active tuning (Shaded blocks in Fig.2). 

ODE Solver

Simulation loop

(Time Step)
Rendering System

Saving Logs

Input System

Graphing System

Logging Sytem

Additional Features

END

The Model

Initial Conditions

START

Passive adaptive

Active adaptive

Adaptation
Computation

 
Figure 2. The software architecture. 

IV. MODEL OF THE DYNAMICAL SYSTEM 
The schematic diagram of the underactuated pendulum-

driven capsule system [16] shown in Fig.3 is adopted as a 
machine to the proposed virtual simulation system. M is 
mass of a capsule body. The mass m is on the top of the 
weightless link L. The link can rotate 360 degrees around 
the centre. One dimensional movement is defined by a 
position denoted by x and friction f is modelled to point in 
an opposite direction of the body movement base on the 
Coulomb’s friction model. The system is driven only by the 
force from the movement of the ball which is exerted by 
input torque 
 and its moving momentum that causes forces. 
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The movement is possible because of both pendulum force 
and surface friction force. 

From Fig.3, the ball position is defined in terms of cart 
position x at the centre as shown in equation (1). Then, the 
ball position equation is differentiated to get velocity and 
acceleration as in equations (2) and (3) respectively. 

��������	
	�� � � � ��	����� � ��������  (1) ����������	
� � ��� � ���������� � ����	����� (2) 
�������������
	�� � �� � ������� � �� � �	����� �
����	�� � �� � �������    (3) 

Equation (3) and Newton’s law of motion give forces 
from motion of pendulum ball in both x and y directions as 
follows. 

!"# � �$�"�  , and !"% � $& � $�"�  
!" � '!"#!"%( � )�$�� � $������� �$�� � �	��

$& �$����	�� � $�� � ���� * 
Also, the input torque to the joint is calculated as follows. 

+ � �$�������� � $� ��� � $&��	��  !"# � , � -��  ;     where , � ./�&��� � / � -& � !"% 
 

 
Figure 3. Pendulum-driven capsule system. 

From above equations, we have  

�� � ,01 � ���$���� � ���$�	��
- �$ ���������������������������2� 

where  01 � �&- �$� � � � �$���� � ���$�	�� 
 

�� � �$������ � + � &�$�	��
� $ ������������������������������3� 

Equations (4) and (5) are the system equations with the 
single control input torque 
.  

V. IMPLEMENTATION OF REAL TIME SIMULATION 
To conduct real time simulation, the forth order Runge 

Kutta numerical approximation method of ODEs [17] is 
used. From the system model (4) and (5), we have 

�� � 4- � 4$�0 � .506� � 7 �$�	��
- �$�4- �$ �$���4� � .5$�	�4�������8� 

9:����0 � ����+ � &�$�	���
�  

��;�06 � &�$�	� � � +�	��
� � &- �$� � 7 �$���� 

7� � 4- � 4$�+ � &�$�	�� � 0<�� $4- �$ �$���4� � .5$�	�4���������������=��
 9:����0<
� �$����.5-& �$& � 7 �$����� � 7 �$�	���

- �$  
�� � �      (8) �� � 7      (9) 

where 5 � �&��� � 
Equations (6), (7), (8), and (9) are then solved by the 

forth order Runge Kutta numerical approximation 
algorithm.  

An implementation of this real time virtual simulation 
system is developed using the industry leading application 
programming interface named Microsoft XNA and C# 
programming language. Sampling time is chosen at 10ms 
although it might change depending on the system 
performance but the system implementation is coded to 
compensate the issue by using elapsed time of each loop as 
a time step. The system parameters are as follows; 
M=0.5kg, m=0.05kg, L=0.3m, g=9.81m/s2, Ñ=0.01 N*m/s. 

The proposed real time virtual simulation system is 
controlled by the gaming joystick. The only system input is 
the amount of torque applied to the joint. The amount of 
torque can be varied by pushing an analogue stick in which 
its value is range between -1.0 and 1.0 N. In this case, the 
mapping is straightforward i.e. [-1.0, 1.0], value from an 
analogue stick is mapped to the input torque, 
, to drive the 
underactuated pendulum-driven capsule robot. However, it 
is noticed that the aimed system time step is 10ms. 
Therefore, the torque pushed by the joystick in real time is 
applied to the system at every time step of the system loop.  

The screenshot of the simulation display is shown in 
Fig.4 when the system is simulated. The capsule body and 
its inner swinging shaft with the attached pendulum ball are 
displayed for the user to observe the capsule robot. Also, 
additional features for output information data are shown as 
online oscilloscope like a graphing system for both user 
observation and validation purposes.  

Observations and manual controls are an inevitable 
couple in the human-in-the-loop control system. The 
proposed online simulation system displays necessary 
information on the monitor for observation while the user 
control amount of input torque via a joystick is shown in 
Fig.4. The user has an assigned task in mind while 
observing the pendulum movement on the screen and react 
to the dynamic behaviour of the system in real time to 
achieve desire control motions. In this case motion is in one 
dimensional movement i.e. moving to the left or vice versa.  

Both input and output raw data during runtime 
experimentation of controlling are logged and saved for 
further analysis. Angle Ò, angular velocity Ó, capsule 
position x, capsule velocity v, and input torque 
 are those 
variables that have been recorded. Also, an extra variable 
such as sign (�&��� ) of the friction term is logged for more 
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clarification and validation of the implemented friction 
model.  

VI. LEARNING OF MOTION CONTROL PATTERNS  
One of the useful functionality of the real-time 

simulation system is apparent for heuristic strategy 
experimentation. In the following section, searches and 
results of motion control patterns for the pendulum-driven 
capsule system are presented. Control characteristics were 
experimented by the heuristic strategy. Ability to control 
this dynamical system is depended on the user’s skill and 
understanding of the system. However, once understood, 
control characteristics can be identified and used as a pattern 
of control strategy. 

 
Figure 4. User using the joystick to control virtual simulation system.  

The system initial values Ò, Ó, x, v, and 
 are 180 degrees, 
0 rad/s, 0 m, 0 m/s, and 0 N.m/s respectively. At the 
beginning the system stays still with the pendulum shaft and 
the ball lying straight down. When a small torque is applied, 
the pendulum begins to swing and the capsule start to move 
to the left and to the right repeatedly according to forces 
from the ball and the surface friction model as shown in 
Fig.5. The capsule is unintentionally displaced to the right 
by small torque after it finally comes to the steady state.  

After several tries to control movement of the pendulum-
driven capsule, the control strategy is developed. The 
system begins at the steady state and is intentionally 
controlled using the identified control patterns to move a 
capsule to the left and then to the right (Appendix 1). The 
identified control patterns to move a capsule by an input 
torque is summarised by the following strategies. 

Step 1) Generate a torque by pushing the joystick to 
allow the pendulum to swing freely around, and then 
release the joystick (Fig.6). 

Step 2) If one wants to move the capsule to the left, while 
the pendulum is freely swinging to the left side, the 
human operator needs to push the torque backward 
suddenly only in an appropriate short period of time. 
Moving to the right is done in the opposite way 
(Fig.7). 

More precisely, to move to the left, the user needs to push 
the torque in the middle of rising or falling of angular 
velocity. In other words, one needs to push the torque at the 
edge of sine curves. These torque control strategies allow 
the user to control the pendulum driven capsule in the 
desired directions.  

 
Figure 5. Single pushed torque. 

  

Figure 6. Control characteristics for step 1. 
 

 
Figure 7. Control characteristics for step 2. 
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VII. CONCLUSIONS AND FUTURE WORK 
 A framework of the human-in-the-loop control scheme 
using real time virtual simulation has been proposed. The 
software architecture and implementation of the 
underactuated pendulum-driven capsule robot system have 
been developed. Usefulness of real time simulation is 
apparent because of an interactivity nature of this type of 
systems. The system dynamic model can be realised 
experimentally. As a result, systematic motion control 
patterns can be identified. The system also exposes an 
important of human controlling ability. Different user 
controlling skills appear to be an important factor in the 
human-in-the-loop system control. The human controlling 
skill is depended on user’s perceptions, brain processing of 
particular circumstances, and control actions. Overall 
performance of the system is another aspect compared to 
user skills that control the system.  
 The identified patterns of motion control for the joint 
torque seem similar to a walking cycle of human. The 
inverted bottom half circle of leg movements is shown in 
Fig.8. For example, given that desired movement is to move 
to the right, at first push the pendulum to swing freely from 
A to B and vice versa. At the moment that the pendulum 
ball nearly reaches point B, the torque should add in the 
opposite way. This will make the capsule move to the right 
because of both pushed torque and friction. This is working 
in the same way as human walking habits.  

 

 
Figure 8. Human walk cycle. 

In future works, closed loop control of an underactuated 
pendulum-driven capsule robot and a more complex model 
of double underactuated pendulum-driven robot [18] will be 
implemented as well as realization of an assisting control 
system based on human adaptive mechatronics. Also, the 
important adaptive mechanisms that would affect and 
optimise the learning curve of training will be experimented. 
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Abstract— A Current-to-Pressure (I/P) converter is a device 
which converts a current input, typically between 4mA and 
20mA, to a proportional pressure output. Such devices are often 
used in valve positioners and regulators to provide accurate and 
flexible control. This paper describes a physics based 
mathematical model of an I/P converter implemented using 
Matlab which is capable of simulating response under dynamic 
conditions. Detailed physical conditions such as thermal 
conduction and convection (and their effects on components), 
compressible orifice flow and inertial movement of components 
have been incorporated into the model using an explicit time-
stepping lumped-parameter scheme. Parameters were obtained 
for the model using a series of novel experimental procedures. 
Experimental tests were carried out on a set of I/P converters 
over a range of operating temperatures and input current 
sequences. It is shown that the correlation between the simulated 
results (based on only measured physical characteristics of 
components) and the experimental test results is quantitatively 
accurate. It is further shown that the simulation allows the effects 
of significant design changes to be predicted, and that 
comparison between experimental and simulated results reveals 
areas where complex flow behaviour modifies pressure output 
significantly. 

Keywords: Current-to-Pressure converter, Time-stepping, 
compressible flow 

I.  INTRODUCTION  
Current-to-pressure converters are used to control the pressure 
of many applications in a wide range of industries because of 
their capacity for precise control and their dynamic behaviour. 
The dynamic modelling of a voice-coil I/P converter relies on 
the information obtained from actual testing done on existing 
devices and eventually can be used to validate the simulation 
model for various parameters which the system might endure 
during its operation. 

The mathematical model has been developed based on 
governing equations which are determined by the flow, 
mechanical and electromagnetic behaviours of the system. The 
following sequential steps were used for the model: calculation 
of mass flow rate through each compartment, determination of 
the pressure in each compartment by considering thermal 
effects and finally the determination of the dynamics of 
mechanical elements. By means of various tests on specific 
components, key parameters were found which could be fed to 
the mathematical model and by making sensible approximation 
of non-critical parameters (for which information proved 

difficult to obtain), a working simulation was developed on 
Matlab to predict the dynamic behaviour of the I/P converter. 
The simulation is based on an explicit time-stepping lumped-
parameter scheme. 

There is a limited number of reported researches on the 
modelling and simulation of current-to-pressure converters; 
however the following references have proved valuable. There 
are different methodologies for developing and simulating 
pneumatic actuators which are controlled by proportional 
valves [1][3]. Simulation based on polytropic and bondgraph 
modelling are two different methods which can allow analysis 
of the dynamics of pneumatic actuators. The polytropic method 
does not take into consideration the effect of thermal heat 
transfer [2]. Validation of a simulation of a developed model is 
important. By means of experiments, it is possible to 
investigate how accurate the dynamics of a theoretical model is 
compared with pneumatic actuators [4].  

A non-linear mathematical modelling which considers the 1) 
mass flow rate through restrictions, 2) pressure and temperature 
evolution in each compartment and 3) dynamics of the 
mechanical elements has been used in this paper [5]. Effects of 
non-linear flow through valves, and compressibility, are critical 
elements for accurate modelling [6]. To validate the results of 
simulation, testing was carried out on an actual I/P converter 
and the results were compared for quantitative analysis. 

II. MATHEMATICAL MODEL 
An analysis of subsystems at a fundamental level was applied 
to derive the mathematical model; fluid, thermal and electro-
mechanical interactions were incorporated as differential 
equations of motion. Considering the flow through the 
compartments of the I/P convertor, there are three points in the 
system which actively restrict the mass flow rate as illustrated 
in Fig.1; modelling must include the effects of compressibility 
as the pressures involved can exceed 5 bar. 

 
 
 

Control 
Chamber 

Supply 

Flexible Diaphragm

Booster 
Chamber 

Nozzle-Flexure 

Figure 1: Simplified Schematic of I/P converter 
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The governing equation for mass flow rate through a restrictor 
for a compressible fluid is given by (1). 
 

�� � � âãäo±®å�o± æç N äèäo±O	 éê ë ��éé,	 ì) ��N äèäo±O
íî±í �ï�������������(1) 

for a  Critical Pressure ratio >0.528, and 

�� � � âãäo±®å�o± æç�ð±° �N �é�	O
�é�	� ��é,	�ñ

     (2) 

for a Critical Pressure ratio Ô0.528, 

where ��  is the mass flow rate, !�is the discharge coefficient, �R	 is the upstream pressure, wR	 is the upstream temperature 
and æç is the cross sectional area of the throat. 
 
The density, pressure and temperature in each compartment 
are linked by the ideal gas law: 
 � � òów  (3) 
 
Where P is the Pressure, ò is the density and T is temperature. 
 
The characteristic of the pressure, volume and density in each 
volume varies as a function of time, thus giving the following 
expression for the differential pressure: 
 ôäôç � ôõôç ów ' ò�ó ô�ôç    (4) 
 
Heat transfer will have an effect on the overall system, 
especially considering the operating range of the I/P converter 
varies between -40°C and +85°C. 
 
Heat transfer through conduction is modelled by considering 
the overall heat transfer coefficients, the contact area between 
pairs of components, and the temperature differences. This 
allows a calculation of heat flow rate between any given pair 
of components (the word ‘components’ is here used to include 
the external air or the flowing pressurized gas). Reasonable 
assumptions have been made for the heat transfer coefficients 
based on the types of material. Direct application of Fourier’s 
law of heat conduction by considering thermal conductivity 
proved quite difficult since many of the components within the 
I/P converter have an uneven shape and a varied surface 
finish. The rate of change of temperature from heat transfer 
follows from Newton’s Law: 
 

� Δ=
j

jijiji
ii

i TAh
Cmdt

dT 1
  (5) 

   
Where im  is the mass of individual component i , iC  is the 

specific heat capacity of the component (or air), jih  is the 
overall heat transfer coefficient between adjacent components 
(or fluids) i  and j , ijA  is the area of component i  in 

contact with j and jiTΔ  is the temperature difference 
between the components. 
 
Hence the temperature of each component, i , evolves in time 
according to 
 

( ) ( ) t
dt
dTtTttT i

ii Δ×+=Δ+ ,  (6) 

 
where tΔ  is the time step used in the simulation. Each 
volume contains mechanical elements which regulate the flow. 
A poppet valve controls the flow going into the booster region 
from a high pressure air supply and its distance of travel 
determines the throat area and thus the flow rate. The distance 
( x ) it moves is dependent upon the balancing force created by 
the control volume pressure and the booster volume pressure. 
The mass of the poppet valve is assumed to be negligible and 
considering the elastic component controlling the movement, 
the following equation was derived: 
 

 obc  x+) P  -b(P=x    (7) 
 
Where �ö is the initial clearance of the ball valve and b is the 
opening per Pascal difference in the control and booster 
pressure, measured using a force gauge. 
 
A voice coil is used to regulate the flow from the control 
volume which eventually controls the control pressure (Pc). An 
electromagnetic force, Fe which is created by the voice coil is 
used to push a flexure towards a nozzle and by varying the 
input signal the amount of force can be controlled. 
 
The electromagnetic force is given by: 
 

Fe= d.I,           (8) 
 
Where d is the force per unit current of the solenoid (measured 
experimentally) and I is the input current. 
 
The flexure behaviour is quite similar to a spring and obeys 
Hooke’s law. 
 

    Fx = k.÷��                  (9) 
 

Where, k is the stiffness of the flexure element and x2 is the 
distance travelled by the flexure. 
 
By considering the system in balance condition, the opening 
of the flexure from the nozzle is a function of the  force of the 
pressure pushing against the flexure through a nozzle, the 
electromagnetic force and the mechanical (spring) force 
resulting from the flexure.  
 
Neglecting spring stiffness of the flexure and aerodynamic 
effects, the (idealized) steady-state pressure of the control 
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volume is given by a force balance betw
force of the voice-coil pulling the flexure 
( Id ) and the control volume’s pressure wit
pushes against this force : 
 

 IdDPc =
4

2π
,   

where cP is the control volume pressure and 
of the nozzle. 

III. SIMULATION 
The mathematical model was implemented i
the simulation of the response under dynami
was achieved by using a forward-difference
step the differential equations. Various ph
have to be defined in the simulation mo
response; these physical parameters were o
of experiments on crucial components. 
 
The Matlab model has been defined such th
graphs of the booster pressure (Pb) and the
(Pc) with respect to time and input current. T
inputs current have been used: 
 
From 0-1s: 0mA 
From 1-2s: 1mA 
From 2-3s: 2mA 
From 3-4s: 4mA 
From 4-5s: 10mA 
From 5-6s: 20mA 
 

A. Simulation Results 
The initial values of the temperatures of e
and component were set at 293K. T
temperature set at 283K. Initial values of th
pressure and the control volume pressure
(absolute) and the supply pressure at 6bar
shows the simulation result and Fig.3 show

Figure 1:Simulation
 

ween the magnetic 
towards a nozzle      

thin the nozzle that 

(10) 

D is the diameter 

in Matlab to allow 
ic conditions. This 
e method to time-
hysical parameters 
odel for accurate 

obtained by means 

hat it will generate 
e control pressure 
The following step 

each compartment 
The fluid supply 
he booster volume 
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ws the simulation 

results which takes into con
connecting pipes to the pressur
  
 

IV. EXPERIMENTAL
Dynamic test was carried ou
booster pressure and control
illustrated in Fig.2, the I/P conv
from which the flow was sup
environmental chamber to m
during the test. The current 
programmable D.C. current sup
pressure transducers were ca
oscilloscope. 
 

 
Fig.4 shows the test results carr
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V. DISCUSSION 
 
Table 1 and Table 2 show the test results ver
results for the booster volume pressure and t
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Figure 4: Test results for Pb and Pc 
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which is 4- to 20-mA, the variation of the control volume 
pressures is within reasonable range. 
 

 
TABLE 1: BOOSTER PRESSURE WITH PERCENTAGE VARIATION 

 
TABLE 2: CONTROL PRESSURE WITH PERCENTAGE VARIATION 

 
It should be noted that from Fig. 1 and Fig. 4, that the 
response times for both booster volume pressures and the 
control volume pressures are quite different, this can be 
explained by the fact that the connecting pipes to the pressure 
sensors increase the volumes and eventually increases the 
response time. The additional volumes of the connecting pipes 
were included in the simulation run to give better accuracy of 
the results. This is shown in Fig. 3. It is important to highlight 
that the simulation will not give complete accuracy as there 
are assumptions and approximations made in the modelling, 
however comparison between simulation and experiment can 
lead to greater understanding of both. 
 

VI. CONCLUSION 
This paper analyses how a mathematical model based on 
domains of fluid, mechanical and electromagnetic of a current-
to-pressure can be developed in Matlab to simulate the 
dynamic response of the system. The simulation results show 
that the mathematical modelling of the system is effective over 
the operating range of input current. In addition, experiments 
were carried out in a controlled environment to validate the 
simulation model. Within acceptable levels of accuracy, the 

simulation has been shown to predict important behaviour of 
the pressures in the booster and control chambers with regards 
to changes made to the physical I/P converter.  

NOMENCLATURE 
 

Symbol Description Units 
Ai Contact area m2

At Cross sectional area of orifice m2 
b Displacement per unit pressure m/Pa 
Cd Coefficient of discharge  
Ci Specific heat capacity J/(kgK) 
d Electromagnetic force constant N/A ð Heat capacity ratio 
hi Overall heat transfer coefficient W/(m2 K)
I Current A ��  Mass flow rate kg/s 
P01 Upstream Pressure Pa 
Pb Booster volume pressure Pa 
Pc Control volume pressure Pa 
Pt Pressure at orifice Pa ò Density kg/m3

T01 Upstream temperature K 
x0, x, x2 Displacement  m 
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Booster Pressure (Bara) 

  
I/mA Physical Test Simulation % variation 

0 1.2 1.372 14.3 

1 1.43 1.581 10.5 

2 1.7 1.818 7.1 

4 2.23 2.148 -3.6 

10 3.71 3.527 -4.9 

20 5.98 5.879 -1.7 

  
Control Pressure (Bara) 

  
I/mA Physical Test Simulation % variation 

0 1.04 1.312 26.2 

1 1.21 1.521 25.7 

2 1.47 1.756 19.5 

4 2.01 2.087 3.8 

10 3.49 3.465 -0.7 

20 5.71 5.812 1.8 
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Abstract—Main bearing that plays the role of supporting and 
making the cutter to rotate and tunnel is the core part of TBM. 
Because of the harsh working conditions and complex changeful 
construction, the axial and radial load and environmental factors 
such as temperature of TBM main bearing are changing to make 
the fault of main bearing presenting randomness, and then the 
not easy identified fault may be produced. The traditional neural 
network model can not dynamic consider the cause of the reasons, 
parts and types, BP neural network fault diagnosis model based 
on fault reasons—signs matrix is presented in this paper. Firstly, 
the faults are screened through the fault reasons—symptom 
matrix, and the neural network structure is designed according 
to the screening result, then, the fault type is identified by way of 
model training. According to TBM main bearing fault symptoms 
data provided by a heavy enterprises practical engineering and 
MATLAB simulation validation, the feasibility and superiority of 
this model method are proved. 

Keywords-TBM; BP neural network; fault diagnosis; signs 
matrix; MATLAB 

I.  INTRODUCTION 
TBM is the main construction machinery of the 

underground tunneling construction, it can prevent soft 
foundation excavation face collapse and keep excavation face 
stable, at the same time, it can also finished the tunnel 
excavation and lining operations securely in machine[1-2]. At 
present, TBM is used widely in the large tunnel projects of city 
subway, river tunnel, and sea-crossing tunnel and so on. 
Because of the harsh working conditions and complex 
construction, the TBM fault rate is higher. Now, 
troubleshooting means still mainly rely on artificial 
maintenance, and timely fault repaired rate is low. The 
experiences show that a skilled technicians who to eliminate 
fault, need the time of total time of 70% to 90% to determine 
the fault reasons and parts, while only about 10%-30% for 
clearing the faults. 

Main bearing that plays the role of supporting and making 
the cutter to rotate and tunnel is the core part of TBM [3]. In the 
Shiziyang tunnel engineering right line of China railway 12th 
bureau Guangshengang special passenger line, when the TBM 
was propelling, because of the bad lubrication and severe wear 
making the TBM appearing the abnormal vibration, the TBM 

was often at half stop condition, and the average working time 
was 2-5 hours. The construction progress was influenced 
seriously. Therefore, the significance is very great to ensure the 
security of TBM main bearing. 

II. ESTABLISHMENT OF THE FAILURE REASONS —
 SYMPTOM MATRIX 

A. Main Bearing Fault Diagnosis Model Based on Boolean 
Function 
Assume that the fault symptoms of a common system are 

1 2   nS S S， ， ， , and the reasons of the malfunction are 1 2   mR R R， ， ， . 
Fault diagnosis means that it infers one or a few possible 
failure causing reasons in the collection basing on a few signs 
in the collection of the observed fault symptoms. Therefore, we 
define a Boolean function  1 2 1 2       n mE S S S R R R ， ， ， ； ， ， ， , which is 
used to describe which combinations of fault symptoms appea-
ring in which causes of the malfunctions; Define Boolean 
function  1 2   nG S S S， ， ， to indicate the sign of a combination of 
the cause of the malfunction, namely the fault symptoms 
detected by the sensor. 

Then define the Boolean function  1 2   mC R R R， ， ，  , which is 
used to show that which combinations of the causes of the 
malfunctions can match with the existing sign combinations, 
namely the fault diagnosis which is looking for. The 
whole process of the fault diagnosis can be described the 
process of looking for the function  G  in Formula (1): 

               C G E                                            (1) 

Failure causes and symptoms are binary Boolean relations, 
so Boolean Relation matrix is used to represent the function 
 E   in the actual diagnosis, namely the failure reasons —

 symptom matrix. 

Function  G    is the fault symptoms collected through 
sensors and other detection means, which can be represented 
by Boolean vectors. So with the knowing of  G   and  G  , we 
can get the diagnostic results  G  through equation (1),  G  is 
also a Boolean vector. 
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B. Establishment of Failure Reasons — Symptom Matrix 
 The binary Boolean relation matrix between systems’ 

failure causes and symptoms is used to describe Boolean 
function  1 2 1 2       n mE S S S R R R ， ， ， ； ， ， ，  in this paper. 

An ordinary system, for example, the relationship matrix 
between failure causes and symptoms is:  

1,1 1,2 1, 1,

2,1 2,2 2, 2,

,1 ,2 , ,

,1 ,2 , ,

          

          

          

          

j m

j m

i i i j i m

n n n j n m

I I I I

I I I I

I I I I

I I I I

 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

In the formula: jR  is the fault type of number j ; iS  is the 
sign type of number i ; m  is the type number of the possible  
cause of the malfunctions; n is  the type number of the detected 
signs. 

,i jI  is the possible state of sign iS , when a fault jR  occurs, 
and  

 
 ,

1,        

0,         

i j

i j

i j

S may be caused by fault R
I

S may not be caused by fault R

 


 

At the same time, Let  1, 2, ,  j j j n js I I I ， ， ，  is the sign 
vector produced by fault jR ;  ,1 ,2 ,  i i i i mr I I I ， ， ， is the fault 
vectors may exist when symptom iS  occurs;  ' ' '

1 2  'ns I I I ， ， ，  
is the observation vector, If we can observe sign iS , the value 
of '

iI  is 1, and 0 otherwise;  '
1 2  mr I I I ， ， ，  is the result vector, 

when jI  is 1, there may be a fault, on the contrary, there is no 
fault; js  1  2   j m ， ， ， is the  matrix’s column vector, namely 
the vertical rules of  a matrix.  When ,i jI is 1,  it means the sign 
type iS  may occur when  the fault  type jR  occurs; And the 
sign type iS  may not occur when ,i jI  is 0. ir   1  2   i n ，， ，  is 
the Matrix’s row vector, namely the horizontal rules of a matrix. 
When ,i jI is 1, it means the sign iS may be caused by failure jR , 
otherwise, it isn’t caused by failure jR . 

We collect the system’s Fault signal (Fault symptoms), and 
then Make the assignment of each sign type whit 1 or 0, to 
determine the function  G  .  

The results of the observation signs Depicted by  G   is 
called the observation vector, which is represented by 's , and 

 ' ' '
1 2   'ns I I I ， ， ， . If the sign iS  can be observed, the value 

of '
iI is 1 and 0, otherwise. Then we get an observation vector 

's , namely we assign a value to the function  G  , we can get a 
result vector According to equation (1), which is represented 
by 'r ,  '

1 2   mr I I I ， ， ， . When jI  is 1, that may be a problem, 
and there is no fault on the contrary. This method is the 
theoretical model of the matrix screening method.  

 

III. BP NEURAL NETWORK MODEL OF THE MAIN BEARING 
BP network is a multilayer feed forward neural network, 

and it is composed of input layer, hidden layer and output layer. 
Figure 1 shows the structure of the BP network, Neural 
network learning uses BP algorithm, The learning process are 
composed of prior to the calculation process and the error 
back-propagation process, In the prior to the calculation 
process, the input information calculates layer by layer from 
the input layer to the hidden layer, and transmit to the output 
layer, the state of each layer’s neuron only affect the status of 
the next layer’s neurons. If the output layer can not get the 
desired output, it transfers to the error back-propagation 
process, and the error signal returns along the original 
connection path, then makes the network system error 
minimization by modifying the value of every layer’s neuron.  
Finally, the actual outputs of the network are approaching to 
their corresponding desired output. 

 

Figure 1.  BP network model 

To make the algorithm implementation process clearly, we 
can use the flow chart 2 to represent. The specific steps are as 
follows: 

 

Figure 2.  Flow chart of BP algorithm 

Initialized weights 

Input sample data 

Calculating real output 
value of BP network 

Calculating error between 
network real output and 

desired output 

Begin 

Y Whether meet the 
requirements? 

For weights correction 

Corrected weights 

End 

N 
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 Initialize the weights W  and the threshold  , namely 
assign the weights ijW   Connecting input layer units 
and the hidden layer, the weights connecting the 
hidden layer and output layer, the threshold  of hidden 
layer j  and the unit threshold of output layer k  with a 
smaller value between 0 and l. 

 Provide a learning sample pair (Input and expected 
output values), give the input vector 1 2( , , )i nX x x x  and 
the expected output vector 1 2( , , )i mY y y y 

   
， , which 

corresponds with the input one, import value ix  to 
input and output layer node, and calculate forward one 
by one: 

0
( )

j

n

j ij i
i

x f w x 


           ( j =1,2,…, n )             (2) 

1
( )

n

k jk j k
k

y f v x 


          ( j =1,2,…, n )             (3) 

 Calculate the error { k } between the output value { ky } 
of the output node and the expected value { ky }. 

(1 )( )k k k k ky y y y     

 Allocate error to the hidden layer nodes Reversely, 
namely use the connect right{ jkV }、the generalization 
error of the output layer{ k }、output of the hidden 
layer { jx }to  calculate the error{ J } of hidden layer’s 
every unit: 

1
(1 )

n

j j j jk k
k

x x v 


                              (4) 

 Use the generalization error { k } of the output layer 
unit and the output { jx } of hidden layer’s each unit to 
correct the output layer’s weights { jkV } and thresholds 
{ k }: 

The weights correction of output layer and hidden layer: 

( 1) ( )jk jk k jv t v t x                               (5) 

The threshold correction of output layer: 

( 1) ( )k k kt t                                   (6) 

 Use the generalization error { j } of hidden layer and 
input { ix } of input layer’s each unit to correct the 
connection weight { ijW } and threshold { j }: 

Correction of connection weights between the input 
layer and hidden layer: 

( 1) ( )ij ij j iw t w t x                               (7) 

The threshold correction of the hidden layer: 

( 1)j j jt                                    (8) 

 Repeat steps two select different training samples, 
implement the above iterative process constantly, until 
meet the requirements, makes the error is small enough 
or zero, stop learning. 

IV. REALIZATION OF THE FAULT DIAGNOSIS FOR 
MAIN BEARING 

There are three steps in the process of TBM fault diagnosis. 
Firstly, collect different vibration signal by the data acquisition 
card. Then, eliminate the noise of vibration signal by wavelet, 
and pick up the Eigen value. Finally, determine the fault type 
and remove the faults by fault diagnosis. 

Applying TRFDS based on BP neural network to diagnose 
faults includes the following steps: 

1)  Using vibration data about main bearing from TBM 
produced by one Heavy equipment company in Shenyang, we 
can establish the faults cause—symptoms matrix. Due to the 
limited space, it can only take the 6*6 sub matrix. The values 
of fault symptoms function  G    by the data collecting are  

 ' 1 0 1 0 0 0s  . Then by formula (1): 

     

 

 

'

1 1 1 0 1 1
0 0 0 0 0 1
0 0 0 1 0 0

1 0 1 0 0 0  
1 0 0 1 1 0
0 0 1 0 0 0
0 0 0 1 1 1

1 1 1 0 1 1

r C G E      

 
 
 
 
 
 
 
 
  



 

Then we can know that,  ' 1 1 1 0 1 1r  shows when the 
value of the function  G   is  ' 1 0 1 0 0 0s  , the possible 
fault types are in the table 1. 

2)  To design neural network structure. According to the 
faults cause—symptoms matrix, we can determine the node 
number of input and output layer in neural network. If the 
vibration signal was divided into N layers, the input layer node 
number is N; if there are M kinds of equipment fault, the 
output layer node number is M; the hidden layer node number 
is chosen by experience. And the transfer function is single 
polarity S function. According to successful experience of 
neural networks in fault diagnosis, we can determine the 
following two preliminary conclusions: 

a)  Most problems of the fault pattern recognition could 
be resolved by the three-layer network. 

b) There is the approximate relationship between the 
neurons number of hidden layer and the input layer in three-
layer network 2 1=2 1N N  . 

3) Training the neural network. The extracted eigenvector 
is input neural network as training samples, and it assume that 
there are M  kinds of equipment fault,  then the output of the 
network is 1 2( , , )i mY y y y 

   
，  , if the equipment is in j  state, the 

output of the network is 1jy   , and the rest is 0, finally the 
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output of network is  0  0  0  ...  1  ...  0，，，，，，  . Using sample data to 
train the network until the simulation error is less than the 

target error, and save the network weights and bias after 
training. 

TABLE I.  THE VIBRATE FAULTS CAUSE—SYMPTOMS MATRIX OF MAIN BEARING OF TBM 

Fault symptoms Fault causes 

Unbalance Touch grinding Not centring Rotor damaged Surge Bearing pedestal loosened

Vibration value whether stable 1 1 1 0 1 1 
Vibration value whether mutations 0 0 0 0 0 1 
Axial vibration whether obvious 0 0 0 0 1 0 

cutter pressure fluctuations 1 0 0 1 1 0 
Vibration value with the oil temperature changes 0 1 0 0 0 0 

Vibration value with engine speed change 0 0 0 1 1 1 

4) Identifying the fault type. The eigenvector of vibration 
signals are put into neural network and trained BP neural 
network is used to solve the problems, then to identify the 
fault type according to the output of network. 

The six typical faults, including unbalance, touch grinding, 
rotor damaged, surge, bearing pedestal loosened, are the neural 
network output; six spectrum peak energy value of frequency 
spectrum from vibration signal spectrums are used as 
characteristic variable to form the training samples. Shown as 
table 2 and table 3. 

TABLE II.  MAPPING TABLE OF OUTPUT NODES AND FAULT TYPES 

Output nodes 1 2 3 4 5 6 

Fault types unbalance touch grinding not centring rotor damaged surge bearing pedestal loosened 

TABLE III.  MAPPING TABLE OF INPUT NODES AND FREQUENCY RANGE 

Input nodes 1 2 3 4 5 6 

Frequency range 0-0.5f 0.5-0.99f 1f 2f 3-5f High frequency range 

To avoid network saturation, the value of spectrum peak 
energy value cannot be used as input vector directly, so the 
data must be normalized before network training. Each input is 
normalized as following: 

1

1, 2,...,6n

i
i

EE i
E



 


 

In this way, the input values of network are all among [0, 1]. 

The membership degree vector of faults is obtained by 
membership function through measured data. For example, like 
the fuzzy relation of the ‘large vibration’ and ‘fault severity’, 
according to the experience, the fault is obvious when vibration 
is small. So it is appropriate to use Half Causy distribute 
function in fault diagnosis, the mathematic representation is: 

 
 

 
 

 
2

2

        0             0

  
1

x a

x k x a
a x

k x a



 
 

  
 

                     (9) 

In the problems we researched, 0a  ，that is effective for 
positive region. The formula (9) can be simplified as follows: 

 
2 2

2 21 1/
kx xx

kx k x
  

 
 

In the formula, the influence of k to  x can be obtained by 
formula (10): when k is the maximum, that is 1k  , the 

influence of k to  x  is very small; but k is too small, the 
influence of k to  x  is still very small. They all do not reflect 
the membership degree, so k  depends on the value of x . 

1

1
n

i

i

k
x
n


 
 
 


                                        (10) 

In the formula, n is the number of not equal to 0. 

TABLE IV.  TRAINING SAMPLE AND TARGET OUTPUT 

Input sample Expected output 

0.00 0.90 0.05 0.05 0.00 0.00 1 0 0 0 0 0

0.10 0.10 0.10 0.20 0.10 0.30 0 1 0 0 0 0

0.00 0.10 0.70 0.10 0.10 0.00 0 0 1 0 0 0

0.60 0.06 0.16 0.18 0.00 0.00 0 0 0 1 0 0

0.20 0.10 0.60 0.05 0.05 0.00 0 0 0 0 1 0

0.90 0.00 0.00 0.00 0.10 0.00 0 0 0 0 0 1

It chose the three layer network, 6 input units, 13 middle 
layers, and 6 output units. Besides, the error coefficient is set as 
0.0001. Simulation result of the MATLAB is displayed as the 
figure 3; the actual output is displayed as table 5. 

After the wavelet neural network has finished the study for 
the input and output sample, we can use it to the fault diagnosis 
on the bearings. Assume that a new vibration signal 
 0.00  0.15  0.65  0.10  0.10  0.00， ， ， ， ，  which is put into neural network 
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as Eigenvectors, then we can get the results 
 -0.0315  0.1574  0.6221  0.0329  0.2245  -0.0626， ， ， ， ，  by nonlinear 
mapping in neural network. From the output results, it is 

obvious that the maximum is 0.6221 ， which correspond 
the third fault type. So the fault signal is in line with the type of 
not centring fault. 

TABLE V.  ACTUAL OUTPUT OF TRAINING SAMPLE 

Actual output 

1.007145 0.008596 -0.00033 0.03914 -0.04347 -0.00267 

0.002015 0.997113 0.030207 0.039964 -0.06028 0.064406 

-0.00694 -0.00297 1.002852 -0.00296 0.000423 0.009778 

0.008455 0.012074 -0.01246 1.002135 0.001375 -0.01221 

-0.02881 -0.02597 0.003585 -0.04818 1.062456 0.032021 

0.025081 0.021992 0.001093 0.057425 -0.06466 0.971879 

 

 

 

Figure 3.  Simulation result of the MATLAB 

V. CONCLUSIONS 
Real-time fault diagnosis of TBM main bearing can 

improve the efficiency of the project construction, and ensure 

the construction period. This paper put forward BP neural 
network fault diagnosis model based on the fault reasons—
symptom matrix. Through practical engineering data 
validation and MATLAB simulation, it confirmed that this 
fault diagnosis model of TBM main bearing is more feasible 
and advantaged than the common BP neural network model. 

1) The fault reason of TBM main bearing is dynamic 
changing, so the scope of the fault types can be further 
narrowing through the fault reasons—symptom matrix 
screening, and make the BP neural network to lock the fault 
type rapidly in the training process. Then the problem that the 
traditional algorithm can't dynamic diagnosis main bearing 
fault is solved. 

2) The training process of neural networks can be real-time 
tested by MATLAB simulation, to ensure that the training 
results are accurate feasible. 

3) The algorithm has shorten the fault diagnosis time and 
improved the working efficiency of TBM. 
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Abstract. Condition monitoring of a gearbox is a very 
important activity because of the importance of gearboxes in 
power transmission in many industrial processes. Thus there 
has always been a constant pressure to improve measuring 
techniques and analytical tools for early detection of faults in 
gearboxes. This study forces on developing gearbox monitoring 
methods based on operating parameters which are available in 
machine control processes rather than using additional 
measurements such as vibration and acoustics used in many 
studies. To utilise these parameters for gearbox monitoring, 
this paper examines a model based approach in which a data 
model has been developed using a General Regression Neural 
Network (GRNN) to captures the nonlinear connections 
between the electrical current of driving motor and control 
parameters such as load settings and temperatures based on a 
two stage helical gearbox power transmission system. Using the 
model a direct comparison can be made between the measured 
and predicted values to find abnormal gearbox conditions of 
different gear tooth breakages based on a threshold setup in 
developing the model. 

Keywords: Condition Monitoring, Gearbox, Static dataset, 
Fault detection, General Regression Neural Network. 

I. INTRODUCTION 

 Condition monitoring (CM) is a technique for 
acquiring different datasets and analyzing them to assess the 
health and condition of equipment. Thus potential problems 
can be detected and diagnosed at an early stage in their 
development, providing the opportunity to take suitable 
recovery measures before they become so severe as to cause 
machine breakdown. To obtain accurate results CM collects 
large amounts of data with wide diversity including 
operating parameters, high density dynamic signals and 
special event datasets to produce historical trends which are 
presented to engineers and stored in databases. This gives 
rise to the problem that the volume of data is very large and 
the relationship between measurements is very complicated. 
Consequently, the CM data is not always understood 
properly [1] and the extraction of useful and meaningful 
information from the data is extremely challenging. In 
addition, because machine and sensor technologies are 
growing in complexity, combined with the recent progress 
in information technology (IT), data acquisition systems 
(DQS) can produce an overwhelming amount of data which 

is continuously increasing and contains features representing 
hundreds of attributes. 

Among the different methods for condition monitoring 
of rotating machinery, artificial neural networks (ANN), in 
the recent decades have become an outstanding method 
exploiting their non-linear pattern classification properties, 
offering advantages for automatic detection and 
identification of gearbox failure conditions, whereas they do 
not require an in-depth knowledge of the behaviour of the 
system.  

Vibration signals which have been widely used in the 
condition monitoring and fault diagnosis systems of rotating 
machinery [2-4] can be exploited as the detection medium in 
this case due to straightforwardness of menstruation and the 
rich contents of the signal incorporating system-critical 
information. However for fault detection and identification 
matters, the frequency ranges of the vibration signals are 
often wide; and according to the Shannon's sampling 
theorem, a high sampling rate is required, and consequently, 
large-sized samples are needed for the bearing fault 
detection purposes. Therefore due to existence of 
superfluous data and their large dimensionality, there is a 
requirement to pre-processing to extract an appropriate and 
economised feature vector which is essentially used to train 
a well-educated ANN. 

In the literature, there are many signal processing tools 
for data analysis and diagnostic feature development. These 
include time domain averaging, power spectrum, cepestrum, 
demodulation, adaptive noise cancellation, time-series 
analysis, high-order statistics, time–frequency distribution, 
wavelet, etc., [5-7] and show good results in detecting 
gearbox faults. However, these techniques often need an 
additional vibration measurement system, which leads to 
high cost of the monitoring system.  

This paper examines the performance of a model based 
condition monitoring approach by using just operating 
parameters for fault detection in a two stage gearbox. It has 
the potential to achieve cost effective monitoring system 
because the operating parameters are available in many 
systems. A model for current prediction is developed using a 
GRNN, which captures the complicated connections 
between measured variables and allows a direct comparison 
between the measured and predicted values to achieve 
gearbox fault detection. 
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II. MODEL-BASED CONDITION MONITORING 

The aim of model-based fault detection and diagnosis is to 
create a model based on known and accepted mathematical 
and scientific principles verified and fine-tuned by past 
experience to generate accurate predictions of faults and 
defects likely to occur in target systems. Such models may 
be quantitative, qualitative or a combined system model. 
The model-based method is often referred to as an analytical 
method and has the enormous advantage that it is much less 
costly than constructing a real-life system for testing 
(possibly to destruction). Typically, the model of the target 
system is a continuous-variable dynamic system, with 
input(s) u(k) and output(s) y(k) in the presence of an 
unknown fault [8].  
 
 

 

 

 

 

 

 

Figure 1: Model based fault detection 

The model based fault detection method can easily find 
the fault in a system as shown in Figure 1. Residual r(k) in 
the figure is the difference between the outputs of the model 
and the actual system. The aim of the model is to generate a 
residual which can be used to indicate whether a fault is 
present and to identify that fault. However, the model can 
also be used “in reverse”  information representing the 
behaviour of the system can be input to the model which 
produces an output that predicts what change in system 
components and/or features have taken place to produce that 
behaviour. The model can then predict likely causes of the 
change and even suggest other symptoms to search for to aid 
diagnosis.  

A frequency division duplex (FDD) system includes 
three stages (procedures) with different functions: system 
modelling, residual generation and fault diagnosis. Firstly, a 
precise mathematical model is required to accurately predict 
system performance as model-based methods require such a 
model of the supervised process [11]. For most systems, 
such models are often very difficult to obtain. The 
robustness of the FDD system is often achieved by 
designing algorithms where the effects of model 
uncertainties and un-modelled dynamic disturbances on 
residuals are minimised and sensitivity to faults is 
maximised [9, 10]. Secondly, a set of residuals is generated 
to represent the deviation between actual and nominal 
features. Finally, the residuals are evaluated to relate to 
certain faults and to locate the fault if it is present. The 
model implementation and residual generation compose the 
model-based fault detection system. 

III. GENERAL REGRESSION NEURAL NETWORKS  

Artificial intelligence and neural nets are widely used for 
fault detection and diagnostic. General Regression Neural 
Networks (GRNN) is one of the type neural networks that 

can be used for fault detection and diagnostic. (GRNN) 
works as a multi-layer feed-forward network. It is the most 
common network today [12]. Due to their powerful 
nonlinear function approximation and adaptive learning 
capabilities, neural networks have drawn great attention in 
the arena of fault diagnosis [13]. GRNN is based on 
localized basis function NN which uses the probability 
density functions. The term general regressions imply that 
the regression surface is not restricted to be linear. In many 
previous applications of the GRNN, the sigma (sigma) 
which is referred to as the smoothing factor in the GRNN 
algorithm is usually fixed and thus not applicable in a 
dynamic environment [14]. 

The main task for regression is getting relations between 
input variables X and output variables Y based on data 
including representative set of elements for analysed field. If 
X is vector containing known inputs, it is possible to define 
the following scalar function  

( ) ( )i
T

ii XXD −−= XX2    (1) 
This parameter provides the information about difference 
between two vectors. The estimate of output vector Y can be 
calculated by using this factor by: 
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The major algorithm of the GRNN model is expressed by 

Equations (1) and (2). The estimate �( )Y X  is a weighted 
average of all the observed samples, Yi, where each sample 
is weighted in an exponential manner according to the 
Euclidean distance, Di, from each Xi. This appropriate 
weighting is explained by the inversely proportional 

relationship between the expression exp −
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That is, as Di increases, exp −
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 decreases and vice-

versa. An optimal value for the smoothing parameter, σ- is 
the width of sample probability for each sample Xi, Yi. 
Larger values of σ improve smoothness of the regression 
surface. It must be greater than 0 and can usually range from 
.01 to 1 with good results [15].  

IV. GEAR FAULT SIMULATION 

A tooth breakage is one of common faults in gearbox. 
Different levels of breakages on the pinion gear are 
examined in this part of research. Three levels of fault 
severity: 25%, 50% and 75% of a tooth are removed from 
three pinion gears respectively. Figure 2 illustrates the 
details of the faults for Gear 07 with 25% tooth breakage 
and Gear 08 with 50% tooth breakage. Although the defects 
look very large they not influence the transmission 
significantly because of high overlap ratio of the gear set. 
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Figure 2: (a) Gear No 7 with 25% tooth breakage (Baseline)   

 

 (b) Gear No 8 with 50% tooth breakage 

V. GRNN MODEL DEVELOPMENT 

GRNN was proposed by Donald Specht [14]. It uses non-
iterative process and hence fast learning capability. In 
addition, it requires only a few training samples and very 
flexible to add new information with very small amount 
work of retraining. For these benefits, many condition 
monitoring applications applied GRNN to classify different 
fault cases. For example, GRNN is used to diagnosis 
different engine faults based on features extracted wavelet 
packet transform analyses of acoustic signals, showing 
GRNN is effective to classify the faults induced to the test 
engine[16]. In addition GRNN detectors of rotor faults of 
induction motor load, showing good results for rotor fault 
classification [17]. 

A. Data characteristics 
The data were collected for the three gear sets: Gear07, 
Gear08 and Gear09 using a same gearbox case. Gear07, 
Gear08 and Gear09 were induced with 25%, 50% and 75% 
tooth breakage respectively. As there was not a healthy gear 
for more tests, Gear07 with the smallest gear fault are taken 
as the baseline for model development.  

To evaluate the neural network, only three variables: AC 
current, load set points and gearbox temperate are explored 
for full understanding of the principle behind. Figure 3 
shows eight data sets collected from eight independent tests 
respectively based on Gear07. It can be seen that each data 
set shows a gradual increase in the current with increase in 
load and temperature of the gearbox. The rate of current 
increase with load settings is very high and in a nonlinear 
behavior, which indicate a complicated correlation between 
the current and load setting and it is not easy to model it 
with a simple method. 

In addition, the temperature also shows considerable 
influences on the current. As can be seen in Figure 3, a 
slight inverse influence on the current can be observed. 
However, the decrease rate becomes smaller at higher 

temperature, which again indicates a more complicated 
model is required to describe the connections between 
electrical current, load settings and temperature influences. 

Figure 4 shows more details of the temperature 
influence. It can be seen that the current decreases with the 
increase in temperature at each load setting. It may be due to 
that the damping effect of lubrication decreases with 
temperature. Nevertheless, the correlation also shows a 
nonlinear way.  
As this temperature influence is very clear, it will certainly 
impact the model development. Fault detection must include 
this influence for obtaining more accurate results.  
 

 

Figure 3: Data characteristics of current with temperature and load of gear 
in Gear07 

 

Figure 4: Data characteristics of current with temperature of gear in Gear07 

B. Model development 
To capture the relations between the three measurements 
and hence to perform the model based detection discussed in 
Section II, a GRNN model is developed using MATLAB 
software based on the baseline datasets from Gear07. The 
model has two inputs: temperature and load set points and 
one output: AC current.  

To train the GRNN model, the datasets from Gera07 is 
used as the baseline for model development. In total there 
are 2088 data samples from 8 tests of different runs. The 
2088 data points are divided into two equal subsets of 1044 
points: one for GRNN model training and the other for 
model verification.  

After several tuning cycles, it is found that when GRNN 
spread parameter is 0.06, the network produces a balanced 
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prediction in generalisation and accuracy for the first subset 
of data. As shown in Figure 5, the measured values are all 
on the model surface where the training data set is 
distributed. On the other hand, the model produces very 
small output for these which are not in the training set, 
which means that if there is deviation of the inputs the 
output will be small and the difference between measured 
output and predicted output will be large.  

 

 
 

Figure 5: GRNN model inspection in the input space 

C. Model evaluation and detection threshold 
To confirm the model performance, the 2nd dataset is 
employed as the input and output of the model developed 
from the 1st set. To measure the quality of the model in 
fitting to the second data and to detect abnormalities from 
new datasets, a threshold is developed based on the 1st 
dataset by comparison between the actual current and the 
predicted current. In particular, a threshold Dth is defined as 
3 times of the root mean squared value between the real 
measurement and the model prediction: 
 

øç« � �ù	ú � �§�� � §X���ú�&	   

  
 (1) 

 
Where: 
N = The number of sample. m�"= The actual value determined from measurements. m7"�= the predicted value using the GRNN. 
 
Figure 6 shows model verification results which are 

calculated using the model using the 2nd part of data from 
Gear07. It can be seen that most of the errors are within the 
threshold and means that the model is fit the data very well. 

On the other hand there are several data points exceeding 
the threshold. These data points are regarded as the outliers 
arisen from the load transient periods when the temperature 
measurements have delayed responses to current increases. 

In general the model is sufficiently accurate for 
implementing fault detection for new data sets from other 2 
gear sets. 

 
Figure 6: Model verification by 2nd part of data from Gear07 

VI. Detection results and discussions 

A. Fault Detection on Gear08 
Figure 7(a) illustrates measured and predicted current for 
Gear 08 with 50% tooth breakage. It can be seen that the 
predicted current is very close to the measured one. 
However, many measurements have observed to have large 
difference from the predicted one. 

To examine the difference only the residual data is 
predicted in Figure 7(b) and the details of the data points 
exceeding the threshold can be seen more clearly. Compared 
with Figure 6, many successive data points exceed the 
thresholds and indicate there is a fault in Gear08. 

 

 
Figure 7:( a) Measured and predicted current for Gear08 under 50% tooth 

breakage 

 

(b) Residual for Gear08 under 50% tooth breakage 
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B. Fault Detection on Gear09 
Figure 8(a) illustrates measured and predicted current for 
Gear09 on which 75% tooth breakage was induced. It can be 
seen clearly that the predicted currents have large difference 
from the measured one. To examine the difference only the 
residual data is predicted in Figure 8(b) and the details of the 
data points exceeding the threshold can be seen more 
clearly. Compared with Figure 6, many successive data 
points exceed the thresholds, which indicate that there is a 
fault in Gear09. 

Compared with Figure 7(b), the overall amplitudes of the 
errors are much higher and shows that this gear have a much 
severer fault than Gear08. 

Figure 8: (a) Measured and predicted current for Gear09 under 75% tooth 

breakage 

 

(b) Residual for Gear09 under75% tooth breakage 

VII. Conclusion 

A GRNN model based approach is presented in this paper to 
detect and diagnose different faults in a gearbox using motor 
operating dataset. The model developed using a baseline 
data captures the nonlinear connections between AC current, 
load setting and gearbox temperature. Test results show that 
the GRNN model based method is accurate estimators of the 
complex gearbox process and allows the generation of 
differences from baseline and between different gear faults. 
Therefore, it demonstrates the effectiveness of the proposed 
method for detecting and diagnosing tooth faults in a two 
stage gearbox just using motor operating parameters. 
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Abstract—This paper concerns data driven fault detection of
vertical rail vehicle suspension systems issue. The underlying
vehicle system are equipped with only accelerator sensors in the
four corners of the carbody, the front and trail bogie, respectively.
The faults considered are the vertical damper fault and vertical
spring fault. Both PCA-based and CVA-based fault detection
methods are studied in this paper. When there is a detectable
fault, the detector sends an alarm signal if the residual evaluation
is larger than a predefined threshold. By using the professional
multi-body simulation tool, SIMPACK, the effectiveness of the
proposed approach is demonstrated by simulation results for
several fault scenarios.

I. INTRODUCTION

Suspension systems for rail vehicles are to support the
carbody and bogie, to isolate the forces generated by the
track unevenness at the wheels, and to control the attitude
of the carbody with respect to the track surface for providing
ride comfort. The railway vehicle suspension system is very
important parts of railway vehicle and the reliability of the
suspension system is directly related to the vehicle safety.

On line fault detection and condition monitoring for the
suspension system of rail vehicles offer a number of benefits
to railway systems/operations. Detection of component faults
at their early stages will prevent further deterioration in vehicle
performance and enhance vehicle safety. Timely repair or
replacement of the faulty components will lead to increased
operational reliability and availability. The need for scheduled
maintenance and associated costs can be significantly reduced,
because maintenance in the future may be carried out on
demand. So it is necessary to timely detect the fault of vehicles
suspension after it occurs. Some studies on the condition
monitoring of railway vehicle and suspension systems are
reported in [1],[2],[3], [6], [9], [8]and the references therein.

The fault detection issue of the rail vehicle suspension
systems are paid some attentions in the recent years. In
[10][11], the authors derived a fault detection approach for the
rail vehicle suspension systems based on Kalman filter. The
fault isolation is handled by using the similarity measurements.
The interaction multi-model (IMM) approach and parameter
estimation reported in [4],[6] are convinced to be appropriate
alternatives. However, when IMM method is applied, the
models needed is increasing very dramatically when more

components in the primary suspension and secondary suspen-
sion are considered. Parameter estimation method [6] applies
the particles filter for the parameter estimation. The parameter
changes are identified online to indicate the health condition of
the components. Nevertheless, the computation burden of this
approach cannot afforded by the current available monitoring
unit. It is true that there is great potential for the improvement
in the performance of condition monitoring if the a priori
knowledge or information captured by the models is fully
used. However, in many cases, the parameters of the vehicle
suspension system are not available. In the mean time, due
to nonlinearities of the components and the complexities of
the suspension systems, a precise model cannot be obtained.
Due to these limitations of the model based fault detection
approaches, there is increasing interest in using the mul-
tivariate statistical approaches to monitoring system health
conditions[7][12][5]. As the knowledge of the authors, there is
no any report which solves the fault detection problem based
on data driven methods.

In this paper, we consider data driven fault detection of
rail vehicle systems problem. The underlying vehicle are
only equipped with accelerator sensors in the corners of
the carbody, the front and trail bogie, which provide the
measured signals for the condition monitoring for the vehi-
cle suspension system. The Dynamical Principle Component
Analysis (DPCA) and Canonical Variate Analysis (CVA) based
approaches are applied for the fault detection problem, re-
spectively. The considered faults are the vertical damper faults
and the vertical spring faults of both primary and secondary
suspensions. A subway vehicle model is used for the Matlab-
Simpack hybrid simulation study in this paper.

This paper is organized in the following. The railway vehicle
system, its dynamics and the sensor configuration for the data
collection are introduced in Section 2. In the third section, the
DPCA and CVA fault detection methods are briefly reviewed.
The SIMPACK-Matlab co-simulation results are provided in
Section 4. Finally, conclusions are given in Section 5.
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II. THE VERTICAL RAIL VEHICLE SUSPENSION
SYSTEMS

A. The Vehicle Suspension System

A subway vehicle model is used for the study in this
paper. To describe the dynamic behaviour more accuracy,
three degree-of-freedom (bounce, pitch and roll) is considered
for both carbody and bogies. The vertical suspension system
of this subway vehicle is depicted in Fig. 1. The equations
describing the dynamic behaviour of the railway vehicle are
developed from the application of Newton’s laws of motion
to the individual masses. The dynamical equations of the
suspension system for a vehicle moving on a straight track
are derived in the following.
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Fig. 1. The vertical suspension system of the rail vehicle

For the carbody, the three DOF equations are described as:

𝑀𝑧 + 4𝐶2𝑧 �̇� − 2𝐶2𝑧 �̇�𝐹𝐵 − 2𝐶2𝑧 �̇�𝑅𝐵 + 4𝐾2𝑧𝑧

−2𝐾2𝑧𝑧𝐹𝐵 − 2𝐾2𝑧𝑧𝑅𝐵 = 0 (1)

𝐽𝜙𝜙+ 4𝐶2𝑧𝑙
2�̇�− 2𝐶2𝑧𝑙�̇�𝐹𝐵 + 2𝐶2𝑧𝑙�̇�𝑅𝐵 +

4𝐾2𝑧𝑙
2𝜙− 2𝐾2𝑧𝑙𝑧𝐹𝐵 + 2𝐾2𝑧𝑙𝑧𝑅𝐵 = 0 (2)

𝐽𝜃𝜃 + 4𝐶2𝑧𝑏
2𝜃 − 2𝐶2𝑧𝑏

2𝜃𝐹𝐵 − 2𝐶2𝑧𝑏
2𝜃𝑅𝐵

+(4𝐾2𝑧𝑏
2 + 2𝐾𝜃)𝜃 − (2𝐾2𝑧𝑏

2 +𝐾𝜃)𝜃𝐹𝐵

−(2𝐾2𝑧𝑏
2 +𝐾𝜃)𝜃𝑅𝐵 = 0 (3)

Where 𝑧, 𝑧𝐹𝐵 and 𝑧𝑅𝐵 are the vertical displacement of the
carbody, the leading bogie and the trailing bogie, respectively.
𝜙 represents the pitch angle of the center of gravity(c.g.) while
𝜃 is the roll angle of the c.g. for the masses. Their subscripts
have the same meaning with the subscripts of 𝑧. Please refer
to Table I for the parameters.

For the leading bogie, the three DOF equations are described
as:

𝑀𝐵𝑧𝐹𝐵 − 2𝐶2𝑧 �̇� − 2𝐶2𝑧𝑙�̇�+ (4𝐶1𝑧 + 2𝐶2𝑧)�̇�𝐹𝐵

−𝐶1𝑧 �̇�𝑊1𝑅 − 𝐶1𝑧 �̇�𝑊1𝐿 − 𝐶1𝑧 �̇�𝑊2𝑅 − 𝐶1𝑧 �̇�𝑊2𝐿 −
2𝐾2𝑧𝑧 − 2𝐾2𝑧𝑙𝜙+ (4𝐾1𝑧 + 2𝐾2𝑧)𝑧𝐹𝐵 −𝐾1𝑧𝑧𝑊1𝑅

−𝐾1𝑧𝑧𝑊1𝐿 −𝐾1𝑧𝑧𝑊2𝑅 −𝐾1𝑧𝑧𝑊2𝐿 = 0 (4)

TABLE I
VEHICLE PARAMETERS

Description Unit
𝑀 Carbody mass 𝑘𝑔
𝑀𝐵 Bogie mass 𝑘𝑔
𝐽𝜙 Carbody pitch inertia 𝑘𝑔𝑚2

𝐽𝜃 Carbody roll inertia 𝑘𝑔𝑚2

𝐽𝐵𝜙 Bogie pitch inertia 𝑘𝑔𝑚2

𝐽𝐵𝜃 Bogie roll inertia 𝑘𝑔𝑚2

𝑙𝑏 Half of the distance between two 𝑚
wheelsets in a bogie

𝑤𝑏 Half of the distance between two 𝑚
air spring in lateral

𝑙𝑐 Half of the carbody length 𝑚
𝑤𝑐 Half of the carbody width 𝑚
𝐾2𝑧 Spring constants of air spring 𝑘𝑁/𝑚
𝐾1𝑧 Spring constants of primary spring 𝑘𝑁/𝑚
𝐶2𝑧 Damping constants of secondary damper 𝑘𝑁𝑠/𝑚
𝐶1𝑧 Damping constants of primary damper 𝑘𝑁𝑠/𝑚
𝐾𝜃 Spring constants of the anti-roll spring 𝑘𝑁/𝑚

𝐽𝐵𝜙𝜙𝐹𝐵 + 4𝐶1𝑧𝑙
2
1�̇�𝐹𝐵 − 𝐶1𝑧𝑙1�̇�𝑊1𝑅 − 𝐶1𝑧𝑙1�̇�𝑊1𝐿 +

𝐶1𝑧𝑙1�̇�𝑊2𝑅 + 𝐶1𝑧𝑙1�̇�𝑊2𝐿 + 4𝐾1𝑧𝑙
2
1𝜙𝐹𝐵 −𝐾1𝑧𝑙1𝑧𝑊1𝑅

−𝐾1𝑧𝑙1𝑧𝑊1𝐿 +𝐾1𝑧𝑙1𝑧𝑊2𝑅 +𝐾1𝑧𝑙1𝑧𝑊2𝐿 = 0 (5)

𝐽𝐵𝜃𝜃𝐹𝐵 − 2𝐶2𝑧𝑏
2�̇� + (2𝐶2𝑧𝑏

2 + 4𝐶1𝑧𝑏
2
1)𝜃𝐹𝐵 +

𝐶1𝑧𝑏1�̇�𝑊1𝑅 − 𝐶1𝑧𝑏1�̇�𝑊1𝐿 + 𝐶1𝑧𝑏1�̇�𝑊2𝑅 − 𝐶1𝑧𝑏1�̇�𝑊2𝐿

−(2𝐾2𝑧𝑏
2 +𝐾𝜃)𝜃 + (2𝐾2𝑧𝑏

2 + 4𝐾1𝑧𝑏
2
1 +𝐾𝜃)𝜃𝐹𝐵 +

𝐾1𝑧𝑏1𝑧𝑊1𝑅 −𝐾1𝑧𝑏1𝑧𝑊1𝐿 +𝐾1𝑧𝑏1𝑧𝑊2𝑅 −𝐾1𝑧𝑏1𝑧𝑊2𝐿

= 0 (6)

Where 𝑧𝑊1𝑅 represents the vertical displacement of the
right wheel in the leading wheelset under the leading bogie
while 𝑧𝑊2𝐿 means the vertical displacement of the left wheel
in the trailing wheelset under the leading bogie. The meanings
of other symbols can be easy understood in this logic. In
consideration of the fact that the wheelsets are rolling against
the track, the vertical displacement of the wheel can be seen
as the the unevenness of the track. In a similar way, the model
of the trailing bogie can be derived.

The state-space form of the vehicle dynamical model can
be derived as:

�̇� = 𝐴𝑥+𝐵𝑑𝑑 (7)

𝑦 = 𝐶𝑥+𝐷𝑑𝑑 (8)

where

𝑥 =
[
�̇� �̇� 𝜃 𝑧 𝜙 𝜃 �̇�𝐹𝐵 �̇�𝐹𝐵 𝜃𝐹𝐵 𝑧𝐹𝐵

𝜙𝐹𝐵 𝜃𝐹𝐵 �̇�𝑅𝐵 �̇�𝑅𝐵 𝜃𝑅𝐵 𝑧𝑅𝐵 𝜙𝑅𝐵

𝜃𝑅𝐵

]𝑇
𝑑 =

[
�̇�𝑊1𝑅 �̇�𝑊1𝐿 �̇�𝑊2𝑅 �̇�𝑊2𝐿 𝑧𝑊1𝑅 𝑧𝑊1𝐿

𝑧𝑊2𝑅 𝑧𝑊2𝐿 �̇�𝑊3𝑅 �̇�𝑊3𝐿 �̇�𝑊4𝑅

�̇�𝑊4𝐿 𝑧𝑊3𝑅 𝑧𝑊3𝐿 𝑧𝑊4𝑅 𝑧𝑊4𝐿

]𝑇
𝑦 =

[
𝑧 𝜙 𝜃 𝑧𝐹𝐵 𝜙𝐹𝐵 𝜃𝐹𝐵 𝑧𝑅𝐵 𝜙𝑅𝐵

𝜃𝑅𝐵

]𝑇
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Matrixes 𝐴,𝐵𝑑, 𝐶 and 𝐷𝑑 can be derived from the above
differential equations, 𝑑 is the vertical track velocity and
displacement due to track vertical irregularities.

B. The Model Based on Acceleration Measurements

The developed model (7) and (8) represent the dynamical
property of the vehicle suspension system. In this model,
the vertical displacement, pitch angle displacement and roll
angle displacement of the cardody and the bogie are needed
to be measured for the fault detection purpose. However,
displacement sensor and angle sensors have the problems such
as reliability, maintenance and installation. Compare to these
sensors, accelerator sensors have the advantages of cheap and
reliable. It does not need to be maintained for a long time
period. Due to all the reasons stated above, only accelerator
sensors are adopted for obtaining the measurement signals.
The sensor configuration is designed as shown in Fig. 1. In
the following, the new output equation will be derived.

Carbody sensors are equipped in the four corners on the
floorboard, and the bogie sensors are equipped in the four
corners on the upside of the bogie. By applying double integral
to the acceleration signals, displacement signals are acquired.
That is

𝑧 =

∫ ∫
𝑎𝑑𝑡𝑑𝑡 (9)

where 𝑎 is the acceleration value and 𝑧 is the displacement.
However, these displacement signals obtained is different from
the outputs in our model, for example, the angle displacements.
So, the model outputs needed to be modified.

As depicted in Fig. 2, we set four index points on the
rectangle to discuss the relationship between the vertical
displacements at the four corners with the angle displacement.
These four index points are the center of the rectangle, the
middle pint of the front edge, the middle pint of the right edge
and the front corner on the right. The vertical displacement of
the four index points are 𝑧, 𝑧𝐹 , 𝑧𝑅 and 𝑧𝐹𝑅, respectively. Then
one obtains

𝑧 + 𝑧𝐹𝑅 = 𝑧𝐹 + 𝑧𝑅 (10)

FrontRear

Left

Right

z
Fz

Rz
FRz

Fig. 2. Relationship among the displacement of the four index points

Consider the pitch motion, we have the equation

𝑧𝐹 = 𝑧 + 𝑙 sin(𝜙) ≈ 𝑧 + 𝑙𝜙 (11)

for a small pitch angle.
Consider the roll motion, we have a similar equation:

z
Fzφ

l

Fig. 3. The pitch motion

𝑧𝑅 ≈ 𝑧 − 𝑤𝜃 (12)

z

Rz

θ

w

Fig. 4. The roll motion

Combing with (10),(11),(12) together, we have the follow-
ing transformation relationship:

𝑧𝐹𝑅 ≈ 𝑧 + 𝑙𝜙− 𝑤𝜃 (13)

In the same procedure, one obtains:

𝑧𝐹𝐿 ≈ 𝑧 + 𝑙𝜙+ 𝑤𝜃 (14)

𝑧𝑅𝑅 ≈ 𝑧 − 𝑙𝜙− 𝑤𝜃 (15)

𝑧𝑅𝐿 ≈ 𝑧 − 𝑙𝜙+ 𝑤𝜃 (16)

Then the new state space is transformed into

�̇� = 𝐴𝑥+𝐵𝑑𝑑 (17)

𝑦𝑐𝑜𝑟 = 𝑇𝐶𝑥+ 𝑇𝐷𝑑𝑑 (18)

where the transformation matrix

𝑇 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 𝑙𝑐 −𝑤𝑐 0 0 0 0 0 0
1 𝑙𝑐 𝑤𝑐 0 0 0 0 0 0
1 −𝑙𝑐 −𝑤𝑐 0 0 0 0 0 0
1 −𝑙𝑐 𝑤𝑐 0 0 0 0 0 0
0 0 0 1 𝑙𝑏 −𝑤𝑏 0 0 0
0 0 0 1 𝑙𝑏 𝑤𝑏 0 0 0
0 0 0 1 −𝑙𝑏 −𝑤𝑏 0 0 0
0 0 0 1 −𝑙𝑏 𝑤𝑏 0 0 0
0 0 0 0 0 0 1 𝑙𝑏 −𝑤𝑏

0 0 0 0 0 0 1 𝑙𝑏 𝑤𝑏

0 0 0 0 0 0 1 −𝑙𝑏 −𝑤𝑏

0 0 0 0 0 0 1 −𝑙𝑏 𝑤𝑏

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where

𝑦𝑐𝑜𝑟 =
[
𝑧𝐹𝑅 𝑧𝐹𝐿 𝑧𝑅𝑅 𝑧𝑅𝐿 𝑧𝐹𝐵 𝐹𝑅𝑧𝐹𝐵 𝐹𝐿

𝑧𝐹𝐵 𝑅𝑅 𝑧𝐹𝐵 𝑅𝐿 𝑧𝑅𝐵 𝐹𝑅 𝑧𝑅𝐵 𝐹𝐿

𝑧𝑅𝐵 𝑅𝑅 𝑧𝑅𝐵 𝑅𝐿

]𝑇
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𝑧𝐹𝑅 and 𝑧𝐹𝐿 represent the vertical displacement of the front
corners on the right and left, respectively. 𝑧𝐹𝐵𝐹𝑅 represent
the vertical displacement of the front corner on the right of
the leading bogie.

Remark 2.1: Data is the very critical for the data driven
fault detection methods. The data should contain rich informa-
tion of the system dynamics and the fault information when a
fault occurs in the system. In this paper, only acceleration
sensors are used for the vehicle suspension fault detection
systems. From the above observation, the dynamics of rail
vehicle suspension systems are contained in the displacements
of the the carbody, the front and rail bogies, which can be
obtained by the acceleration sensors. The sensor configuration
presented before can provided enough information for the fault
detection.

III. DPCA AND CVA FAULT DETECTION
PRINCIPLE

Thanks to its simplicity and efficiency in processing huge
amount of process data, PCA is recognized as a powerful tool
of statistical process monitoring and widely used in the process
industry for purpose of fault detection and diagnosis[12][7].
In the meantime, it is noticed that the CVA based condition
monitoring methods are outperformed PCA based approaches
[5]. In this paper, both methods are studied for the considered
vehicle suspension fault detection systems. The main steps for
these two methods are briefly reviewed in this section.

A. A Brief Description of PCA

The standard PCA-based fault detection consists of three
steps and can be formulated as follows:

∙ Data collection and pre-processing: Consider a data matrix
𝑋 ∈ R𝑁×𝑚 consisting of 𝑁 samples and 𝑚 sensors
collected from process. Matrix 𝑋 is then scaled to zero mean,
and often to unit variance. Let the scaled data be

Y =

⎡⎢⎣ 𝑦𝑇1
...
𝑦𝑇𝑁

⎤⎥⎦ ∈ R𝑁×𝑚 (19)

with 𝑦𝑖 ∈ 𝑅𝑚, 𝑖 = 1, ⋅ ⋅ ⋅ , 𝑁 , denoting the ith scaled vector.
∙ Decomposition of covariance matrix: The covariance

matrix is formed as ∑
0
≈ 1

𝑁
Y𝑇Y.

By means of SVD or EVD (eigen value decomposition), the
covariance matrix is decomposed as follows:

1

𝑁 − 1
Y𝑇Y = PΛP𝑇 ,Λ =

[
Λ𝑝𝑐 0
0 Λ𝑟𝑒𝑠

]
(20)

with 𝜎2𝑖 , 𝑖 = 1, ⋅ ⋅ ⋅ ,𝑚, is the 𝑖𝑡ℎ singular value of the
covariance matrix and

Λ𝑝𝑐 = 𝑑𝑖𝑎𝑔(𝜎21 , ⋅ ⋅ ⋅ , 𝜎2𝑙 ),Λ𝑟𝑒𝑠 = 𝑑𝑖𝑎𝑔(𝜎2𝑙+1, ⋅ ⋅ ⋅ , 𝜎2𝑚)

𝜎21 ≥ ⋅ ⋅ ⋅ ≥ 𝜎2𝑙 ≫ 𝜎2𝑙+1 ≥ ⋅ ⋅ ⋅ ≥ 𝜎2𝑚,PP𝑇 = I𝑚×𝑚[
P𝑇
𝑝𝑐

P𝑇
𝑟𝑒𝑠

]
[ P𝑝𝑐 P𝑟𝑒𝑠 ] =

[
I𝑙×𝑙 0
0 I(𝑚−𝑙)×(𝑚−𝑙)

]

∙ On-line fault detection: When a new scaled measurement
𝑥 ∈ R𝑚 is available, the SPE and Hotelling’s 𝑇 2 indices can
be computed as

T2 = 𝑦𝑇P𝑝𝑐Λ
−1
𝑝𝑐 P𝑇

𝑝𝑐𝑦 (21)

𝑆𝑃𝐸 = 𝑦𝑇P𝑟𝑒𝑠P𝑇
𝑟𝑒𝑠𝑦 (22)

The fault detection logic is 𝑆𝑃𝐸 ≤ 𝐽𝑡ℎ,𝑆𝑃𝐸 and 𝑇 2 ≤
𝐽𝑡ℎ,𝑇 2 ⇒ fault-free. Otherwise ⇒ faulty.

where 𝐽𝑡ℎ,𝑇 2 and 𝐽𝑡ℎ,𝑆𝑃𝐸 are the thresholds for SPE and
𝑇 2 respectively.

The PCA methods can be extended to take into account
the serial correlations, by augmenting each observation vector
with the previous 𝑙 observations and stacking the data matrix
in the following manner,

Y(𝑙) =

⎡⎢⎢⎢⎣
𝑦𝑇𝑡 𝑦𝑇𝑡−1 ⋅ ⋅ ⋅ 𝑦𝑇𝑡−𝑙

𝑦𝑇𝑡−1 𝑦𝑇𝑡−2 ⋅ ⋅ ⋅ 𝑦𝑇𝑡−𝑙−1

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ . . .
...

𝑦𝑇𝑡+𝑙−𝑛 𝑦𝑇𝑡+𝑙−𝑛−1 ⋅ ⋅ ⋅ 𝑦𝑇𝑡−𝑛

⎤⎥⎥⎥⎦ (23)

where 𝑦𝑇𝑡 is the 𝑚-dimensional observation vector in the
training set at time instance 𝑡. By performing PCA on the
data matrix in Eq. 23, a multivariate autoregressive (AR) (ARX
model if the process inputs are included) is extracted directly
from the data. This approach of applying PCA to Eq. 23 is
referred to here as dynamic PCA (DPCA).

B. CVA for Dynamic Processes

The stacked past and future vectors, p and f, are represented
as follows:

p𝑡−𝑙
𝑡−1 = [y𝑇𝑡−1 ⋅ ⋅ ⋅ y𝑇𝑡−𝑙]

𝑇 (24)

f𝑡+𝑙+1
𝑡 = [y𝑇𝑡 ⋅ ⋅ ⋅ y𝑇𝑡+𝑙−1]

𝑇 (25)

where y denotes output vectors, subscript t is the present time
index for y, and 𝑙 is the number of the lag or the lead. In
CVA, the stacked future and past vectors are normalized using

d𝑓,𝑡 =
∑−1/2

𝑓𝑓
f𝑡+𝑙+1
𝑡 , d𝑝,𝑡−1 =

∑−1/2

𝑝𝑝
p𝑡−𝑙
𝑡−1 (26)

where
∑

𝑓𝑓 = 𝐸(f𝑡+𝑙+1
𝑡 f𝑡+𝑙+1

𝑡

𝑇
) and

∑
𝑝𝑝 = 𝐸(p𝑡−𝑙

𝑡−1p𝑡−𝑙
𝑡−1

𝑇
)

( 𝐸( ⋅ ) denotes the expectation operator). The normalized
vectors d𝑓,𝑡 and d𝑝,𝑡−1 are defined as the scaled stacked
future and past vectors at time 𝑡, respectively. The conditional
expectation of the scaled future vector takes the form:

�̂�(d𝑓,𝑡∣d𝑝,𝑡−1) =
∑−1/2

𝑓𝑓

∑
𝑓𝑝

∑−1/2

𝑝𝑝
d𝑝,𝑡−1 (27)

where �̂�(𝛼∣𝛽) denotes the expectation of 𝛼 under condition

𝛽. The physical mean of
∑

𝑓𝑝, defined as 𝐸(f𝑡+𝑙+1
𝑡 p𝑡−𝑙

𝑡−1

𝑇
),

is the well-known Hankel matrix. Thus,
∑−1/2

𝑓𝑓

∑
𝑓𝑝

∑−1/2
𝑝𝑝

indicates the scaled Hankel matrix. The scaled Hankel matrix
can be factorized using singular value decomposition (SVD),

⌢

d𝑓,𝑡 =
∑−1/2

𝑓𝑓

∑
𝑓𝑝

∑−1/2

𝑝𝑝
d𝑝,𝑡−1

= USV𝑇d𝑝,𝑡−1 ≈ U𝑘S𝑘V𝑇
𝑘 d𝑝,𝑡−1 (28)
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Fig. 5. Co-simulation between SIMPACK and MATLAB/SIMULINK

where
⌢

d𝑓,𝑡 denotes �̂�(d𝑓,𝑡∣d𝑝,𝑡−1) and 𝑘 represents the state
order. U𝑘 and V𝑘 consist of the first 𝑘 column vectors of 𝑈
and 𝑉 , respectively, and the diagonal matrix S𝑘 is the 𝑘× 𝑘
principal submatrix of S. Then, the past and future CVs at
time 𝑡 are given by

z𝑡 = U𝑇
𝑘 d𝑓,𝑡 = U𝑇

𝑘

∑−1/2
𝑓𝑓 f𝑡+𝑙+1

𝑡 = L𝑘f𝑡+𝑙+1
𝑡

m𝑡 = V𝑇
𝑘 d𝑝,𝑡−1 = V𝑇

𝑘

∑−1/2
𝑝𝑝 p𝑡−𝑙

𝑡−1 = J𝑘p𝑡−𝑙
𝑡−1

(29)

respectively, and these CVs satisfy

z𝑘 = S𝑘m𝑡 (30)

Similar to the 𝑇 2 and SPE indices, the following indices
are used in this paper:

𝑇 2
𝑠 = y𝑇 J𝑘J𝑇𝑘 y (31)

𝑆𝑃𝐸𝑠 = 𝑟𝑇𝑡 𝑟𝑡 (32)

where 𝑟𝑡 = (𝐼 − J𝑘J𝑘)y

IV. SIMULATION

A. Co-simulation to Generate the Suspension Faults

In this section, SIMPACK vehicle model is used to generate
the acceleration signals and different faults in both primary
and secondary suspension are simulated. Here we discuss
how to simulate the suspension faults in SIMPACK. The
interface between MATLAB/SIMULINK and SIMPACK make
it possible to simulate suspension fault with different fault
magnitudes at any time during the operation.

As we all known, the damper will generate a force, whose
value equals the damper coefficient times piston’s velocity,
to reject the moving of the piston. And we generate the
damper fault signal in the way it works. As shown in Fig.
5, for example, sensors are equipped at the position of a
secondary damper to measure it’s moving velocity. Suggest
that the damper lose half of its value at the 15th second.
Then a external force is exerted on the piston to reduce the
performance of the damper as shown in Fig. 5. The direction
of the external force is opposite to the force generated by
the damper, and the value of force equals the fault magnitude
times piston’s velocity. In a similar way, spring fault can be
simulated.

TABLE II
FAULT SCENARIOS

scenario fault fault pattern faulty time (s)
fault 0 no fault
fault 1 𝐶2 failure 15
fault 2 𝐾1 lost 90% 20
fault 3 𝐾2 lost 25% 30
fault 4 𝐾2 lost 90% 30

B. Fault Detection Results

The simulation results for the railway vehicle suspension
fault detection are shown in this section. The track irregular-
ities used in the simulations are the German 6th grade track
spectrum. The faults considered in the simulation study are
listed in Table II.

The no fault data are used for training the models. For the
DPCA approach, the time lags is selected as 20. 120 principle
components are selected to be retained in the model. For the
CVA approach, the measured data is compressed by PCA
method and only 6 variables are kept in the new data. This
avoids the problem that Σ

−1/2
𝑓𝑓 and Σ

−1/2
𝑝𝑝 are not real. The

time lags and leads in the CVA approach are selected as 20.
In the CVA model, 18 states are selected.

The fault detection results are shown in Fig. 6-9. In all the
figures, the red solid line indicates the no fault case. The blue
dashed line represents the case of 𝐶2 failure. The 𝐾1 lost 90%
of its value is indicated by the green dash-dotted line. For the
fourth scenario, 𝐾1 lost 25% of its value, is represented by
the black dotted line. Finally, the 𝐾1 lost 90% of its value
fault is represented by the cyan dots.

Fig. 6 shows the fault detection results of PCA approach
using the 𝑇 2 index. Fault 1, 2 and 4 are detected successfully.
The 𝑇 2 index of the weak fault 3 is not obvious. The
SPE index of the PCA approach is shown in Fig. 7. The
performance is similar to that of the 𝑇 2 index. Fig. 8 shows
the results of the CVA approach by using 𝑇 2

𝑠 index. It can be
seen that the CVA approach is very sensitive to fault 2. The
fault 1 is also detected successfully. The detection results of
the fault 3 and 4 are not very satisfied. Similar performance
is observed by using the 𝑆𝑃𝐸𝑠 index.
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Fig. 6. Fault detection results based on PCA and 𝑇 2 index
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Fig. 7. Fault detection results based on PCA and 𝑆𝑃𝐸 index
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Fig. 8. Fault detection results based on CVA and 𝑇 2
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V. CONCLUSION

In this paper, the data driven fault detection problem for
the railway vehicle suspension systems are studied. A new
fault detection system is proposed where only the acceleration
signals are used for the detection purpose. Both PCA and
CVA based approaches are studied. For large magnitude faults,
both approaches achieves very good detection performance.
However, for weak faults, for instance, the 𝐾2 lost of 25% of
its value, both methods do not detect the faults obviously. This
means that both methods cannot detect early stage fault. New
strategy for improving the sensitivity of the data driven fault
detection methods are necessary. The final comment is that the
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Fig. 9. Fault detection results based on PCA and 𝑆𝑃𝐸𝑠 index

components nonlinearities are not considered in the simulation
study. They should be investigated in the future work.
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Abstract— A linear time invariant model-based robust fast 
adaptive fault estimator with unknown input decoupling is 
proposed to estimate aircraft elevator oscillatory faults. Since the 
robust fast adaptive fault estimator depends on system output 
error dynamics which are de-coupled from the unknown inputs 
(modeling uncertainty), the fault estimation signal generated by 
the designed fault estimator is robust to the estimated unknown 
inputs. To obtain a fast fault estimation speed, an adaptive fault 
estimator involves both proportional and integral components. A 
Lyapunov stability analysis of the robust fast adaptive fault 
estimator is given and the fault estimator dynamic response is 
achieved by pole assignment in subregions realized by LMIs. The 
proposed robust fast adaptive fault estimator is implemented on 
a high-fidelity nonlinear aircraft model to detect and estimate 
elevator actuator oscillatory faults.  

Keywords- adaptive fault estimator; unknown input ; fault 
estiamation ; linear matrix inequalities; Oscillatory Fault Case. 

I. INTRODUCTION  
The traditional approach to detecting and isolating faults in a 
flight control system makes use of hardware redundancy by a 
replication of hardware [1] (sensors, actuators or even flight 
control comp3ters). However, there is a growing interest in 
methods which do not require additional hardware redundancy, 
for easing the development of the future more sustainable 
aircraft (Cleaner, Quieter, Smarter and More Affordable). 
Highlighting the link between aircraft sustainability and fault 
detection, it can be demonstrated that improving the diagnosis 
performance in flight control systems allows the designers to 
optimize the aircraft structural design (resulting in weight 
saving), which in turn helps improve aircraft performance and 
to decrease its environmental footprint. Concretely, if the 
minimum detectable fault amplitude and/or the detection time 
can be decreased, the aircraft structural design will be 
improved and the aircraft will be made lighter [2]. 

As an alternative to hardware redundancy the model-based 
approach, often referred to as Fault Detection and Diagnosis 
(FDD) or Fault Detection and Isolation (FDI) makes use of 
analytical redundancy by generating redundant estimates of 
measured signals [3]. Although fault information generation 
via model-based FDD method for actuators (or sensors) 
generally increases the flight control system computational 
load, they can increase aircraft sustainability by improving 
fault diagnosis performance which leads to the possibility of 
optimizing aircraft structural design. All of which can help to 
achieve the challenges related to the “greening” of the aircraft. 
Model-based FDD has often been considered for fault detection, 

fault location and even diagnosis of fault severity in aircraft 
flight control systems [4, 5]. 

Many approaches to robust model-based FDD have been 
proposed in the past decades [4-8]. The major challenge is that 
the fault information signal should be robust to unknown inputs 
(UIs), used to represent a structured form of modelling 
uncertainty. To achieve the FDD robustness, different methods 
have been studied, e.g. the use of optimization methods [4], the 
unknown input observer (UIO) [6], the sliding mode observer 
[7] and geometric design approaches [8]. 

The method proposed in this paper is applied to a non-linear 
simulation of a generic aircraft provided by AIRBUS for a 
benchmark study within the ADDSAFE FP7 project [9, 10]. 
The benchmark is considered highly representative of the flight 
physics and aircraft handling qualities. One of the often 
considered fault scenarios is the oscillatory fault case (OFC) 
{sometimes referred to as the “oscillatory failure case”} which 
can be caused, for example by electronic system component 
faults. The moving flight surface of an aircraft can sometimes 
experience oscillation which may be generated in the servo-
loop control, i.e. between the flight control computer (FCC) 
and the actual control surface itself. The spurious sinusoidal 
signals can propagate through the FCC and hence the control 
surface, as shown in Fig.1 [11]. As the fault is a local 
phenomenon within a single actuator, it only has an impact on 
one control surface. This OFC scenario has been studied by [7, 
11] to detect the OFC fault.  

: OFC sources
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Actuator
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EHAHydraulic Servocontrol

Control surface sensor
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Control Law

(Command)
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Figure 1.  OFC source location in the control loop 

A well-known method for estimating fault signals uses a 
combination of proportional and integral action within a full 
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order identity observer [12]. However, these authors did not 
consider the robustness of the fault estimation to modeling 
uncertainty. The current work provides an extension to the 
work of [12] by using a UIO to take into account the effects of 
so-called UI signals. The estimator design problem is divided 
into two stages of (i) UI distribution matrix estimation followed 
by (ii) the actual fault estimation, with inclusion of 
proportional (not only integral) action to enhance to the fault 
estimation speed. The proposed approach is termed a Robust 
Fast Adaptive Fault Estimator (RFAFE) based on a 
combination of the UIO proposed in [6] and the Fast Adaptive 
Fault Estimator of [12]. The RFAFE is applied to the problem 
of estimating the oscillatory fault signal acting on an elevator 
of the ADDSAFE benchmark system. The benefit of the 
proposed RFAFE is that by making the output error of the 
observer insensitive to modelling uncertainty the fault 
estimation robustness is improved.  

The robustness of the fault estimation is defined to be the 
degree of comparison between the sensitivity of the estimation 
to the fault compared with the sensitivity to modeling 
uncertainty. The fault estimation must be accurate with relative 
insensitivity to modelling uncertainty. 

The nonlinear aircraft model is not available for publication 
due to confidential issues. However, the results in this paper 
have been generated by applying the new RFAFE fault 
estimation strategy to the fully non-linear aircraft system 
dynamics via the ADDSAFE project. Following a procedure in 
[6] the structure of the modelling uncertainty inherent between 
the nonlinear and linear time invariant (LTI) aircraft models are 
considered as UI terms in the linear models used for the 
development of the fault estimator. In stage (i) of the RFAFE 
design, the influences of the UIs are estimated by estimating 
the “directions” (i.e. distributions) of these terms into the state 
space model as described in [3, 13]. In stage (ii) the fault 
estimator is then applied directly to the fault residual signal. 
This study focuses on the problem of detecting OFC fault 
activity in one elevator actuator (referred to as the “left” 
actuator). 

The structure of the paper is as follows: In Section II, the 
proposed RFAFE design is formulated. In Section III, the LTI 
longitudinal aircraft model dynamics including elevator model 
dynamics are constructed. The RFAFE method is applied to the 
ADDSAFE benchmark system in Section IV to estimate 
various OFC faults. The conclusion is given in Section V. 

II. ROUBST ADAPTIVE FAULT ESTIMATION THEORY  
A. Fast adaptive fault estimation with UI decoupling  
A LTI system considering actuator faults (all sensors are 
assumed to be fault-free) and with modeling uncertainty, 
represented by the UI term »®($) is represented as: 

�̇($) = . �($) + /�($) + »®($)+¹��� ($)�($) = ² �($)                                                    �                (1) 

where � ∈ ℜ
 denotes the time-varying system state vector, � ∈ ℜW  and � ∈ ℜ� denote the input and measurement vectors, 
respectively and ® ∈ ℜ� is a vector of UIs.  �� ∈ ℜ� represents 
a vector of time-varying actuator faults. ., /, ² are known 

system matrices with appropriate dimensions. The matrix » ∈ ℜ
×�  represents the distribution matrix for the UIs. The 
columns of the matrix ¹� ∈ ℜ
×� denote the independent fault 
directions. It is thus considered that both »  and ¹�  act as 
system inputs.  

Following [3], a functional observer is constructed as: 

:̇($) = v:($) + �/�($) + `�($)+�¹��½�($)           �¾($) = :($) + ��($)                                                      �      (2) 

where �¾ ∈ ℜ
  is the estimated state vector and : ∈ ℜ
 is the 
observer state vector, and v , �, ` and � are design matrices.  

Definition 1: Observer (2) is defined as a robust fast adaptive 
fault estimator (RFAFE) for the system (1), if its state and fault 
estimation errors q{ = � − �¾  and q� = �� − �½�  approach zero 
asymptomatically, in the presence of the system UIs and faults. 

Assuming that » is known, the estimation error dynamics are 
governed by: 

q̇{($) = (. − �².− 	̀²)q{($) 

                       +[v − (. − �².− 	̀²)]:($) 

                          +[ �̀ − (. − �².− 	̀²)�]�($) 

                                     +[� − (z − �²)]/�($)            

+(�² − z)»®($)+�¹�q�($)               (3) 

where  

 ` =  	̀ + �̀                                      (4) 

If the following relations are satisfied:  (�² − z)» = 0                                                       (5) � = z − �²                                             (6) v = . − �².− 	̀² = .	− 	̀²          (7)  �̀ = v�                                                  (8) 

The state estimation error is then refined as: 

q̇{($) = vq{($)+�¹�q�($)                                (9)  q}($) = �q{($)                                                  (10) x($) = �($) − ²�¾($) = ²q{($) = q}($)      (11) 

Furthermore, if all eigenvalues of v are stable, x($) will 
approach zero asymptotically, i.e. �¾ → �  and �½� → �� . The 
observer (2) is an UI decoupling fast adaptive fault estimator 
for the system (1) when conditions (5) – (8) are satisfied. 
Therefore, this RFAFE design involves the solution of (4) to (8) 
whilst placing all the eigenvalues of the system matrix v to be 
stable. Meanwhile, v ,  � , `  and �  in (2) are designed to 
achieve the required fault estimation performance.  
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A particular solution to (5) can be calculated as follows: 

         � = »(²»)¿                                         (12) 

where: (²»)¿ = [(²»)�²»)]�	(²»)� denotes the Moore-
Penrose pseudo-inverse.  

Theorem 1. The necessary and sufficient conditions for the 
existence of RFAFE of system (1) are [3, 12]: 

(i) xB9Z(²») = xB9Z(»)  
(ii) xB9Z(²¹�) = xB9Z(¹�)  
(iii) xB9Z([» ¹�] = J + � 
(iv) (², .	) is a detectable pair 

 
Remark 1: Condition (i) denotes that the maximum number of 
independent UIs cannot be larger than the maximum number of 
independent measurements, i.e. the necessary condition for UI 
decoupling in the state estimation error dynamics is xB9Z(») ≤ � . If this condition is not satisfied, a rank 
approximation via a matrix »∗can be derived using Singular 
Value Decomposition (SVD) [14]. The details in [3] are 
addressed in Section B. 

Remark 2: (ii) expresses that the maximum number of 
independent faults cannot be larger than the maximum number 
of independent measurements, i.e. the necessary condition for 
fault estimation in the states error dynamics is xB9Z(¹�) ≤ �. 

Remark3: (iii) means that the UIs and faults are separable.  

Remark 4: (iv) is equivalent to the following two equations.  

(1) xB9Z ¤Pz − . »² 0¥ = 9 + xB9Z(») 

(2) xB9Z ¤Pz − . /² 0¥ = 9 + xB9Z(/) 

Lemma 1 is used to verify the RFAFE existence conditions: 

Lemma 1 [15]: Given a scalar � > 0 and a symmetric positive 
definite matrix D, the following inequality holds: 

2��� ≤  (1 � ⁄ )(��D�) + ���D�	�    �, � ∈  ℜ
           (13) 

Assume that ��̇ ≠ 0, e.g. a sinusoidal perturbation (as required 
for the OFC fault case). The derivative of q� is represented as: 

q̇� = ��̇ − �½̇�                                     (14) 

The system error dynamics can be guaranteed by Theorem 2. 

Theorem 2: With the assumption of Theorem 1, given the 
scalar �, � > 0 , if there exist symmetric positive definite 
matrices D ∈  ℜ
×
 , E ∈  ℜ
×
 , � ∈  ℜ�×� , and matrices _ ∈  ℜ
×�, v ∈  ℜ�×� such that the following conditions hold. 

ªDv + v�D −(1  �⁄ )(v�D�¹�)∗ −2(1 �⁄ )(�¹�)�D�¹� + (1  ��⁄ )�« < 0     (15) 

(�¹�)�D = u²                                    (16) 

 ∗  denotes the elements of a symmetric matrix, the UI 
decoupling fast adaptive fault estimator can be defined as: 

�½̇($) = Âu(ẋ($) + �x($))                       (17) 

(17) can be realized when x($) and q� are uniformly bounded 
functions.  Â ∈  ℜ�×� is a symmetric positive definite learning 
rate matrix.   

Proof: Consider the following Lyapunov function:  

Ã($) = q{�($)Dq{($) +  (1 �⁄ ) q��($)Â�	q�($)                 (18) 

Substituting (9) and (17) into (18), the derivative of Ã($) with 
respect to time is derived as: 

Ã̇($) = q̇{�($)Dq{($) + q{�($)Dq̇{�($) + 2(1 �⁄ ) q��Â�	q̇�($) 

           = q{�($)(Dv + v�D)q{($) + 2q{�($)D�¹�q�($) 

            −2(1 �⁄ ) q��($)u(ẋ($) + Äx($))   

−2(1 �⁄ ) q��($)Â�	�̇($)                                            (19) 

Using (16), the term −2(1 �⁄ ) q��($)uVẋ($) + Äx($)Y on the left 
hand side of (19) can be rewritten as:  

  −2(1 �⁄ ) q��($)uVẋ($) + Äx($)Y      
   = −2(1 �⁄ ) q��($)(�¹�)�DVq̇{($) + Äq{($)Y              (20) 

Substituting (9) and (20) into (19), Ã̇($) can be formulated as: 

                  Ã̇($) = q̇{�($)(Dv + v�D)q{($) 

 −2(1  �⁄ ) q��($)(�¹�)�Dvq{($) 

                         −2(1  �⁄ )q��($)(�¹�)�D�¹�q�($) 

−2(1  �⁄ ) q��($)Â�	�̇($)                                 (21) 

By using Lemma 1, the following inequality can be obtained: 

−2(1 �⁄ ) q��($)Â�	�̇($) ≤ (1 ��⁄ ) q��($)�q�($)    

+(� �⁄ )�	�T��{(Â�	��	Â�	)     (22) 

Substituting (22) into (21), Ã̇($) can be reformulated as: 

Ã̇($) = Å�($) Æ Å($) + �                        (23) 

where 

Å($) = ªq{($)q�($)«,    � = (� �⁄ )�	�T��{(Â�	��	Â�	), 

Æ = ªDv + v�D −(1 �⁄ )(v�D�¹�)∗ −2(1  �⁄ )(�¹�)�D�¹� + (1 ��⁄ )�« 
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�¹� is full column rank, under the condition of Æ < 0 , and � = T��
(−Æ), then: Ã̇($) < −�‖Å($)‖� + �                   (24) 

for  � < �‖Å($)‖�                   (25) 

Then, it follows that:  Ã̇($) < 0                           (26) 

In terms of Lyapunov stability theory, (26) indicates that q{($) 
and q�($) converge to a small set of �. This ends the proof. 

If the fault signal is defined as: 

��($) = Ç 0��($)             $ ∈ V0 $�Y$ ∈ V$� ∞Y                    (27) 

The fault estimation can be derived by (17) and given as:  

�½($) =  Âu(x($) + � ∫ x($)SS� ®É)                     (28) 

From (28), it can be seen that the fault estimation includes both 
proportional and integral parts. The proportional part enhances 
the fault estimator dynamic performance giving improved fault 
estimation speed. 

Remark 5 Although inequality (15) can be solved easily via 
the Matlab LMI tool box, the simultaneous solution of (15) and 
(16) is difficult to achieve using functions in the LMI tool box. 
However, the problem can be solved by reformulating (16) into 
(29), which leads to the solution of optimization problem:  

ª−�z (�¹�)� D − u²∗ −�z « < 0                    (29) 

The RFAFE derivation is complete with proof of stability. 

Apart from guaranteeing the observer stability, the observer 
dynamic response plays an important role in obtaining a 
qualified observer performance achieved by forcing the poles 
to lie within suitable complex plane subregions comprising 
either vertical strips, disks, conic sectors etc. (or their 
combinations) using LMIs optimization [16]. Here, disk and 
vertical strip LMI regions are employed as a further refinement 
to improve the fault estimator dynamics with LMIs defined as: 

Definition 2: v is defined as in (7). Let D be an LMI subregion 
with characteristic function in the left hand side of the complex 
plane as a disk of radius x and centre (−J, 0). Then there exists 
a symmetric matrix D such that: 

                Q−xD JD + v�D∗ −xD U < 0           D > 0             (30) 

Then, v is called D–stable. 

Definition 3: v is defined as in (7). Let D be a subregion which 
presents a Ê-stability region in the left-half plane. D is an LMI 
region with characteristic function, so that there exists a 
symmetric matrix D such that:  

v�D + Dv + 2ÊD < 0           D > 0              (31) 

Then, v  is called D –stable. Fig. 2 shows the RFAFE poles 
assignment within an subregion D of an intersection between a 
specified disk and vertical strip by solving (30) & (31). 

 
Figure 2.  D subregion (hatched)  

Consequently, a complete RFAFE with UI decoupling can be 
designed by solving (15), (29), (30), (31) and conditions (5)–(8) 
with the satisfaction of Theorem 2.  

B. UI distribution matrix estimation  
An augmented state observer is utilized to estimate the UI 
distribution matrix ». Assume that ®1($) = »®($) is a slowly 
time-varying vector, then the system model can be formulated 
in augmented form as [3, 13]: 

ª�̇($)®̇($)« = ¤. z0 0¥ ª �($)®1($)« + ¤/0¥ �($)                
�($) = [²� 0] ª �($)®	($)«                              (32) 

If the system inputs and outputs {�($), �($)} are available, an 
observer based on the model presented by (32) can be used to 
estimate the ®1($)  directly. The distribution matrix »  is 
calculated as the ratio of the elements of ®¾1($). The necessary 
condition for observability is given in Theorem 3:. 

Theorem 3 The system (32) is observable if and only if the 
following conditions are satisfied [6]. 

(i) xB9Z(²) = 9 
(ii) xB9Z(², .) is a observable pair 

Remark 6: Normally, the condition (i) could limit the 
application of this estimation approach. For a modern aircraft 
the states are available for measurement and this is also the 
case in the simulated non-linear system, so that the above 
observability and rank conditions are satisfied. Furthermore, 
the »  estimation is a state space problem, and hence 
independent of any measurement restrictions.  

For the RFEFA design, the necessary rank condition xB9Z(») ≤ � has been given in Theorem 1. If this condition 
is not satisfied, a sub-optimal matrix »∗can be computed as 
follows via an SVD expansion of » [3, 14]: 

» = ÍÎ��
                                    (33) 

where: 

q-
r

*

eR

mI
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Î = ª®�B�{Ä	,⋯,ÄÏ} 00 0«
                  

(34)
 Í and � are orthogonal matrices, Z is the rank, and Ä	,⋯,ÄÏ are 

the singular values of  » , respectively. A low rank 
approximation for » by minimizing ‖» − »∗‖Ð�  is given by: 

 »∗ = ÍÎ¾��                                  (35) 

where 

ÎÑ = ª®�B�{0, ⋯ ,0, ÄÏ��,⋯,ÄÏ} 00 0«
                 

(36)
 

J = xB9Z(»∗) ≤ � to satisfy Theorem 1 (for »∗ instead of »).  

III. LTI LONGITUDINAL AIRCRAFT MODEL DYNAMICS 
The proposed RFAFE is implemented on a global longitudinal 
LTI model derived from the ADDSAFE benchmark system. 
Two parts constitute the global aircraft LTI model: one is the 
aircraft body axis LTI model derived from an LPV realization 
of the benchmark system obtained by choosing the trimming 
parameters given in TABLE I. The other part comprises the 
locally linear aircraft actuator models representing the right and 
left elevators on the aircraft tail surface. The linearized aircraft 
actuator models are generated for the same trimming 
parameters as the aircraft body axis LTI model.  

TABLE I.  TRIMMING POINTS FOR LONGITUDINAL AIRCRAFT LTI MODEL 

Trimming parameter  value 
MASS (Net mass in Kg) 200000 
XG (Centre gravity of the aircraft in  % / 100) 0.30 
ZP (Altitude in feet) 20000 
VC (Calibrate aircraft speed in kts) 290 

 
The LTI local elevator model is represented by a first order 
system dynamic. For the longitudinal motion, the left and right 
elevator dynamics combined together have the structure:  

�̇�($) = .� ��($) + /��´($) ��($) = ²� ��($) + ���´($) �                    (37) 

where ��($) ∈ ℜ�×	 is the augmented state vector for both the 
left and right elevators. �´($) ∈ ℜ�×	 is the vector of elevator 
control inputs (the actuator input signals fed from the FCC), �� 
is the actuator output. .�, /�, ²�,�� are corresponding system 
matrices with proper dimensions.  

The LTI state space representation of the aircraft body axis 
dynamics can be expressed as: 

�̇Ò($) = .Ò �Ò($) + /Ó�Ò($) �Ò($) =  ²Ò�Ò($) + �Ó�Ò($) �                    (38) 

where �Ò = [ÃS�Ô, �, J, �]  and �Ò = [ÃS�Ô, �, J, �]  are the 
aircraft body axis states and outputs, respectively. �Ò is equal 
to ��. ÃS�Ô is the true air speed in m s-1, � is the angle of attack 
in deg, J is the pitch rate in deg s-1, � is pitch angle in deg. .Ò, /Ò,²Ò, �Ò  are the corresponding system matrices. 

The complete LTI longitudinal motion model is formulated as:  

ª�̇Ò($)�̇�($)« = ª.Ò /Ó²�0 .� « ª�Ò($)��($)« + ª/Ó��/� « �´($)            

ª�Ò($)��($)« = ª²Ò �Ó²�0 ²� « ª�Ò($)��($)« + ª�Ó���� « �´($)    (39) 

(39) can be rewritten as: 

�̇($) = . �($) + /�($) �($) = ² �($) + ��($) �                              (40) 

LTI system (40) with UIs and faults can be presented as: �̇($) = . �($) + /�($) + »®($)+¹��� ($)�(t) = ² �($) + ��($)                                  �        (41) 

IV. SIMULATION RESULTS 
In this paper, the RFAFE design is implemented on a generic 
AIRBUS aircraft model to estimate the left elevator OFC fault. 
Two types of OFC are classified, the “liquid” and “solid” faults. 
The liquid fault is considered as an additive fault which adds to 
the control command inside the control loop. The solid fault is 
considered as a ‘disconnected’ fault which substitutes the 
control command completely inside the control loop. Both of 
these two OFC faults lead to the control surface performing 
with a spurious control command. In this project, the OFC 
faults are simulated as sinusoidal signals within a range of 
magnitudes and frequencies. The estimated OFC fault signals 
are normalized into the entire interval [0, 1] according to the 
elevator control surface deflection range of operation. In this 
simulation result section, the OFC signals 0.016 and 0.33 (in 
normalized units) are estimated to (a) demonstrate the effect 
that the OFC has on the elevator operation and (b) the 
effectiveness of the RFAFE design.  

The first step of the RFAFE design is to estimate the UI 
distribution matrix as an off-line analysis. The modelling 
uncertainties between the nominal nonlinear aircraft model and 
the LTI aircraft longitudinal model are considered as UIs. The 
off-line design of the ASO for » estimation is made by running 
the ADDSAFE benchmark model. Six single fault-free cases 
(cruise phase, triggering of angle of attack protection, nose-up 
(abrupt longitudinal maneuver), triggering of pitch protection, 
coordinated turn and a “yaw-angle-mode” which roughly 
corresponds to an enhanced auto-pilot hold mode) are used to 
implement the estimation of the matrix  » . The lower rank 
technique via the SVD approach is applied to post-process the 
modelling uncertainty data, so that condition (i) in Theorem 1 
is satisfied. The second step of the RFAFE design is to 
construct the UI decoupling fast adaptive estimator in terms of 
the matrix » estimated in step 1. A set of conditions should be 
satisfied first and a group of LMIs should be solved as 
discussed in Section II. All the designs described in this paper 
use one aircraft longitudinal LTI model that corresponds to the 
operating point in TABLE I. The left elevator fault direction ¹� 
is the first column of / = [/Ö, /Ø], i.e. ¹� = /Ö .  
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Figs. 3&4 show the left elevator control surface position in 
two fault cases compared with the fault-free case, respectively. 
The control surface deflection is apparent, i.e. the OFC fault 
leads to unwanted control surface oscillation. 

 
Figure 3.  Left elevator control surface position (liquid OFC&fault-free cases) 

 
Figure 4.  Left elevator control surface position (solid OFC & fault-free cases) 

Fig. 3 corresponds to the liquid OFC. A sinusoidal signal is 
added to the normal control surface position. Fig. 4 shows the 
control surface movement trajectory is totally substituted by a 
sinusoidal signal for the solid OFC “disconnection” behaviour. 

 
Figure 5.  Left elevator fault estimation for the fault-free case  

 

Figure 6.  Left elevator fault estimation for the liquid OFC fault 

 

Figure 7.  Left elevator fault estimation for solid OFC  

Fig. 5 shows that in the fault-free case (left elevator) the 
estimates are in a noise level. In Figs. 6&7, the estimation of 
the so-called liquid OFC (0.016 OFC) and solid OFC (0.033 
OFC) are shown, respectively. For each fault scenario, the 
faults occur at 20s and the fault estimation signals track the 
actual fault signals in magnitude and frequency.  
The RFAFE design learning rate should be tuned to a suitable 
value to achieve accurate and fast fault estimation. It can also 
be seen that the fault estimation signal is not significantly 

affected by the modelling uncertainties, but is influenced by 
high frequency sensor noise. Hence, the fault estimation signal 
obtained is considered robust to modelling uncertainties.  

V. CONCLUSION 
In this paper, the RFAFE approach to fast fault estimation has 
been applied to an aircraft actuator OFC problem, taking into 
account modeling uncertainties through UI estimation. The 
UIs reflect the modelling mismatch between the linear and 
non-linear aircraft systems. The UI estimation considering a 
range of flight conditions provides a structured approach to 
robustness which leads to a robust fault estimation. The UI 
estimation with UI decoupling is utilized in the RFAFE design. 
The results show that the fault estimation signals track the 
actual fault signals accurately under both liquid and solid OFC 
faults in different magnitudes and frequencies, demonstrating 
the effectiveness and efficiency of  the RFAFE method. 
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A variable structure observer for unknown input estimation in sampled
systems

L. Orihuela, S. K. Spurgeon, X. G. Yan and F. R. Rubio

Abstract— This paper considers the design of a variable
structure observer for unknown input estimation and/or fault
reconstruction in systems where the process measurements are
sampled. It is well known that the principle of the equivalent
injection signal from the sliding mode domain can be used for
reconstruction of unknown inputs but much of the associated
theory is predicated on output sampling of infinite frequency.
Sample rate may be a physical constraint of the process and the
reconstruction properties of such continuous time sliding mode
observers degrade under this constraint. This paper explores
how a recently developed ultimately bounded stable variable
structure discrete time observer can be used for unknown input
estimation. The main novelty of the approach is that the design
of the observer is written as an optimization problem with linear
constraints with the output sampling incorporated explicitly in
the model used for observer design. The design methodology is
shown to have advantages in terms of reconstruction accuracy
when the performance is compared to that of a classical sliding
mode observer on a case study.

I. INTRODUCTION
Variable structure systems were perhaps originally best

known for their potential as a robust control method [1], [2],
[3]. They are characterised by a suite of feedback control
laws and a decision rule. The decision rule, termed the
switching function, has as its input some measure of the
current system behaviour and produces as an output the
particular feedback controller which should be used at that
instant in time. In sliding mode control, variable structure
control systems are designed to drive and then constrain the
system state to lie within a neighbourhood of the switching
function. The paradigm has several advantages: the dynamic
behaviour of the system may be specified by the choice of
switching function and the system is completely insensitive
to an important class of uncertainties. A disadvantage of
the methodology has been the fundamentally discontinuous
control signal which, in theoretical terms, must switch with
infinite frequency to provide total rejection of uncertainty.
Control implementation via approximate, smooth strategies is
widely reported, but in such cases total invariance is routinely
lost.

In contrast, the application of sliding mode methods to the
observer problem is less mature and has some fundamentally
different properties [4]. The discontinuous injection signals

L. Orihuela and F. R. Rubio would like to acknowledge CICYT (Grant
DPI2010-19154) for funding this work.

L. Orihuela and F. R. Rubio are with with Dpto. de Ingenierı́a de Sistemas
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S. K. Spurgeon and X. G. Yan are with the School of Engineering and
Digital Arts. University of Kent, United Kingdom S.K.Spurgeon,
X.Yan@kent.ac.uk

which were perceived as problematic for many control ap-
plications have no disadvantages for software based observer
frameworks. The ability to generate a sliding motion on the
error between the measured plant output and the output of
the observer ensures that a sliding mode observer produces
a set of state estimates that are precisely commensurate with
the actual output of the plant. Further, analysis of the average
value of the applied observer injection signal, the so-called
equivalent injection signal, contains useful information about
the mismatch between the model used to define the observer
and the actual plant [5]. This property has been employed
for general unknown input estimation as well as for fault
reconstruction [6], [7], [8]. The results obtained to date most
frequently require that an ideal sliding motion is attained
in finite time and the effects of sampling on the physical
measurements used to drive the observer are typically not
considered within the observer design frameworks. However,
in the presence of a sampled output, the ideal sliding
mode cannot be achieved. Indeed, the error dynamics in the
observer may become unstable if the sampling frequency
is reduced significantly. The effect of output sampling on
the performance of a sliding mode observer designed using
classical continuous variable structure control theory has
been discussed by several authors, see for example [9], where
the fast sampling required for fault reconstruction via such
a sliding mode observer on a motor experiment is reported.

In practice, the sample rate is not always a parameter
that can be selected by the designer and in this case con-
sideration must be given to developing design methods that
incorporate the sampling characteristics if good estimates are
to be obtained for the unknown inputs. Recent work has
considered the development of a sliding mode observer in the
presence of sampled output information and its application
to fault reconstruction by using the delayed continuous-time
representation of the sampled-data system, for which a set
of Linear Matrix Inequalities (LMIs) provide conditions for
ultimate boundedness of the solution [10]. An alternative
approach is to consider a discrete time observer design
methodology. Compared to the continuous time case, the
literature in this area is sparse. Several contributions develop
sliding mode observers for systems with a single output
[11], [12], [13]. More recently, [14] studied sliding mode
observers for a class of discrete-time multi-output systems,
but the design of the observer is largely heuristic, and
it is not possible to ensure a priori the stability of the
observer. A variable structure observer design framework for
discrete-time multi-output systems which uses Linear Matrix
Inequalities to constructively exploit the degrees of freedom

601

UKACC International Conference on Control 2012 
Cardiff, UK, 3-5 September 2012 

978-1-4673-1560-9/12/$31.00 ©2012 IEEE



within the design has been recently developed [15].
This paper extends this later framework to incorporate the

estimation of faults and/or unknown inputs as a design re-
quirement and assesses the degree to which the methodology
overcomes problems of sampled data implementation frame-
works for variable structure based signal reconstruction.

The paper is structured as follows. The problem is stated
in Section II. The variable structure observer is proposed
in Section III. The estimation of unknown inputs using
the discrete-time observer is studied in Section IV. Some
examples are presented in Section V. The paper ends with
conclusions and a discussion of future research directions.

II. PROBLEM STATEMENT
Consider the multi-output, discrete-time linear system de-

scribed by

x(k + 1) = Ax(k) +Dw(k), (1)
y(k) = Cx(k), (2)

where x ∈ Rn is the state, y ∈ Rp is the output and w ∈

Rm is the unknown input. Matrices A,D,C are known with
appropriate dimensions. It is assumed that the pair (A,C) is
observable. Note that no control input affects the system, as
the observer problem is the focus of this paper. The inclusion
of the control signal can be trivially dealt with, as both the
observer and the system are subject to the same input and
thus the control signal has no affect on the dynamics of the
error between the system and observer.

Assume that rank(CD) = m and the invariant zeros of
the triple (A,D,C) lie inside the unit circle. Then, there
exists a linear change of coordinates To (see [3]) such that
the system can be written as:

x1(k + 1) = A11x1(k) +A12z(k) +D1w(k), (3)
z(k + 1) = A21x1(k) +A22z(k) +D2w(k), (4)

y(k) = z(k), (5)

where z(k) ∈ Rp, x1 ∈ Rn−p and D2 ∈ Rp×m. Matrix A11

is stable and D2 has full column rank.
Unlike [10] and similar approaches, the disturbance pro-

cess or unknown input w(k) affects both dynamics. The
classical nomenclature used in sliding mode theory, namely,
unmatched and matched disturbances has been adopted (see
[3]). It is assumed to be bounded by

‖w(k)‖ ≤ ξ, ∀k,

where ξ is a known positive scalar.
The following section is devoted to the design of an

ultimately bounded variable structure observer for the system
(1), by driving the observation error e(k) to the vicinity of
the equilibrium point e(k) = 0 in finite time and maintaining
it in the neighbourhood thereafter. Due to the presence of the
disturbances, asymptotic stability is not possible. However,
the proposed observer reduces the ultimate bound on the
response when compared to classical observation strategies.
In Section IV, the properties of this observer will be used in
order to estimate the unknown input w(k).

III. VARIABLE STRUCTURE OBSERVER
The proposed variable structure observer for the multi-

output system (3)-(5) is defined as

x̂1(k + 1) = A11x̂1(k) +A12y(k) (6)
ẑ(k + 1) = A21x̂1(k) +A22ẑ(k) (7)

−(A22 −As
22)ez(k) + ν(k)

where ez(k) = ẑ(k) − y(k) and As
22 ∈ Rp×p is a design

matrix. The variable structure term ν(k) is defined by:

ν(k) = Bfsat(ez(k),Δ) = B

⎡⎢⎢⎢⎢⎢⎢⎣
sat

(
ez1(k)

Δ

)
sat

(
ez2(k)

Δ

)
...

sat
(

ezp(k)
Δ

)

⎤⎥⎥⎥⎥⎥⎥⎦ (8)

where Δ is a positive scalar and B ∈ Rp×p is also a design
matrix. The function sat(.) is defined as:

sat

(
ezi(k)

Δ

)
=

{
sgn(ezi(k)), |ezi(k)| > Δ

ezi(k)
Δ , |ezi(k)| ≤ Δ

It can be viewed as a set of p unidimensional switching
functions. Each one switches whenever the associated com-
ponent of the output observation error ezi, i = 1..., p crosses
the boundary of the region.

Let the state estimation errors be e1(k) = x̂1(k) − x1(k)
and ez(k) = ẑ(k)− z(k). It follows that the error dynamics
are

e1(k+1) = A11e1(k)−D1w(k), (9)
ez(k+1) = A21e1(k)+As

22ez(k)−D2w(k)+ν(k). (10)

where y(k) = z(k) in (5) is used to obtain the equations
above.

In order to study the stability of the observer, a Lyapunov
framework is used. Defining Δ as the ultimate boundedness,
the objective of this section is to design the variable structure
observer in such a way that Δ is minimized ensuring that
the forward increment of the Lyapunov function is negative
for all k such that |ez(k)| ≥ Δ. Consider the following
Lyapunov function:

V (k) = eT1 (k)P1e1(k) + eTz (k)P2ez(k), (11)

where P1, P2 are positive definite matrices of appropriate
dimensions.

Due to the presence of the saturation, ν(k) is a nonlinear
function. A linear representation of the saturation is intro-
duced which will be useful when designing the observer via
linear matrix inequalities. This idea was presented in [15].

Denote by Eβ the set of states such that

Eβ = {(e1(k), ez(k)) | e1(k) ∈ Rn−p, ez(k) ∈ Rp,

V (k) = eT1 (k)P1e1(k) + eTz (k)P2ez(k) ≤ β−1},

for a positive scalar β. The following lemma gives the
linear representation of the nonlinear dynamics.
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Lemma 1. [15] Given β > 0, assume that there exists
a matrix Hz ∈ Rp×p, such that |hziez| ≤ 1, for all
ez ∈ Eβ , where hzi denotes the i-th row of Hz . Then,
for (e1, ez) ∈ Eβ , the observation error dynamic system
(9)-(10) with switching function (8) admits the following
representation:

e1(k + 1) = A11e1(k)−D1w(k),

ez(k + 1) = A21e1(k) +As
22ez(k)−D2w(k)

+ B

2p∑
j=1

λj(k)Ajez(k),

where:

Aj = FjK + F−

j Hz, j = 1, .., 2p,

2p∑
j=1

λj(k) = 1, λj(k) ≥ 0, ∀k > 0,

K = diag{1/Δ, ..., 1/Δ},

with Fj a diagonal matrix with diagonal elements that
are either 1 or 0, and F−

j � Im − Fj , ∀j.

From Lemma 1, it can be concluded that the linear
representation for the saturation is valid only if the region
Eβ (defined by the parameter β) and a corresponding matrix
Hz can be found such that the error remains in Eβ for all
k. Hence, this must be an additional constraint in the design
of the observer.

The following theorem presents the main result of this
section.

Theorem 1. Given the disturbance bound ξ and the size
β of the set Eβ , if positive definite matrices P1, P2, matrices
As

22, B,Hz of appropriate dimensions and scalar τ > 0 solve
the following optimization problem

min
As

22,B,P1,P2,Hz,τ
Δ (12)

subject to (13)-(14), then the observation error dynamic
system (9)-(10) is ultimately bounded stable. The minimum
boundedness is Δ.

Proof. It is first proved that conditions (13)-(14) imply
that, given a positive Δ, the forward increment of the
Lyapunov function (11) decreases for all |ez(k)| ≥ Δ.

The inequalities (14) guarantee that |hziez| ≤ 1, (i =
1, ..., p) for all (e1, ez) ∈ Eβ . This results from the fact that
any error belonging to Eβ satisfies

βeT1 (k)P1e1(k) + βeTz (k)P2ez(k) ≤ 1

⇒ βeTz (k)P2ez(k) ≤ 1

Then, for (e1, ez) ∈ Eβ , the following inequalities

2 ≥ 1 + βeTz (k)P2ez(k) ≥ 2|hziez|

imply that |hziez| ≤ 1 for i = 1, ..., p. The latter inequality,
which can be written as[

1 ±eTz
] [ 1 hzi

∗ βP2

] [
1

±ez

]
≥ 0,

is satisfied by (14).
As the assumption of Lemma 1 is verified, the polytopic

description of the system given in that lemma holds. Using
this linear representation, the Lyapunov function (11) at k+1
for vertex j of the polytope is1

Vj (k + 1) =

= (A11e1 −D1w)
T
P1 (A11e1 −D1w)

+
(
A21e1+M2jez−D2w

)T
P2

(
A21e1+M2jez−D2w

)
,

where

M2j = As
22 +BFjK +BF−

j Hz .

The forward increment of the Lyapunov function will be

ΔVj(k)= Vj(k + 1)− Vj(k)

= −eT1 Q1e1 − 2eT1 A
T
11P1D1w + wTDT

1 P1D1w

+ eT1 A
T
21P2A21e1 + 2eT1 A

T
21P2M2jez

− 2eT1 A
T
21P2D2w + eTz (M2

T
j P2M2j − P2)ez

− 2eTz M2
T
j P2D2w + wTDT

2 P2D2w (15)

where −Q1 � AT
11P1A11 − P1. The positive term

τwT (k)w(k) can be bounded by:

τwT (k)w(k) ≤ τξ2 ≤
τξ2

Δ2
eTz (k)ez(k),

taking into account that ‖ez(k)‖ ≥ Δ. Therefore,

τξ2

Δ2
eTz (k)ez(k)− τwT (k)w(k) ≥ 0 (16)

From (15) and (16), it follows that

ΔVj(k) = Vj(k + 1)− Vj(k)

= −eT1
(
AT

11P1A11 − P1 +AT
21P2A21

)
e1 +

2eT1 A
T
21P2M2jez − 2eT1

(
AT

11P1D1 +AT
21P2D2

)
w

+eTz
(
M2

T
j P2M2j − P2

)
ez − 2eTz M2

T
j P2D2w

+wT
(
DT

1 P1D1 +DT
2 P2D2

)
w

+
τξ2

Δ2
eTz (k)ez(k)− τwT (k)w(k)

Then, the increment of the Lyapunov function can be written
in the following quadratic manner:

ΔVj(k) ≤ ζT (k)Ξjζ(k),

where the stacked state vector is

ζ(k) =

⎡⎣ e1(k)
ez(k)
w(k)

⎤⎦
and the symmetric matrix Ξj is given in equation (13).

The inequalities (13) imply that matrices Ξj are negative
definite for all the vertices of the polytope, and then, the
forward increment of the Lyapunov function will be negative
for all ζ(k) 	= 0 (see [16]), which ensures the asymptotic
stability of the system.

1The time script k has been removed for ease of exposition.
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⎡⎣AT
11P1A11 − P1 +AT

21P2A21 AT
21P2M2j −AT

11P1D1 −AT
21P2D2

∗ M2
T
j P2M2j − P2 + τξ2

Δ2 I −M2
T
j P2D2

∗ ∗ −τI +DT
1 P1D1 +DT

2 P2D2

⎤⎦ < 0, j = 1, ..., 2p, (13)

[
1 hzi

∗ βP2

]
≥ 0, i = 1, ..., p. (14)

where
M2j = As

22 +BFjK +BF−

j Hz .

Finally, it must be ensured that the state of the system
remains in Eβ . To demonstrate this, the fact that the set Eβ

is an invariant set is utilised so that from any initial condition
e1(0), ez(0) in Eβ , any error e1(k), ez(k) will belong to Eβ ,
for all k ≥ 0. The reason is clear as ΔV (k) is negative
definite, then V (k) ≤ V (0) ≤ β−1.

Finally, the optimization problem is introduced to
minimize the size of the ultimate boundedness Δ. This
concludes the proof. �

Theorem 1 does not give any insights into the design
of the observer. There are many unknown matrices that
must be designed: some related to the observer dynamics
As

22, B and some are needed for stability considerations
such as P1, P2, Hz . There are also constants Δ, β, τ to be
selected. In the following subsection some modifications on
the conditions of Theorem 1 are introduced in such a way
that some Linear Matrix Inequalities (LMIs) are obtained,
which can be efficiently solved using appropriate software
tools.

A. OBSERVER DESIGN VIA LMI
Assume that the matrices As

22 and Hz have been well
designed. Imposing a particular choice of As

22, define
the dynamics of the observation error when there are no
disturbances (see eq. (10)). The following lemma can be
used to design the observer.

Lemma 2. Given matrices As
22, Hz and scalars β, ξ, if

positive definite matrices P1, P2, matrix W of appropriate
dimensions and scalar τ > 0 solve the following optimization
problem

min
P1,P2,W,τ

Δ

subject to⎡⎢⎢⎢⎢⎣
−P1 0 0 AT

11P1 AT
21P2

∗ −P2 + τ ξ2

Δ2 I 0 0 Θj

∗ ∗ −τI −DT
1 P1 −DT

2 P2

∗ ∗ ∗ −P1 0
∗ ∗ ∗ ∗ −P2

⎤⎥⎥⎥⎥⎦ < 0,

j = 1, ..., 2p, (17)

[
1 hzi

∗ βP2

]
≥ 0, i = 1, ..., p. (18)

with

Θj = AsT
22 P2 +KTFjW

T +HT
z F

−

j WT ,

then the observation error dynamic system (9)–(10) is ulti-
mately bounded stable by taking B = P−1

2 W . Matrix hzi

denotes the i-th row of Hz .
Proof. See Appendix.
The optimization of scalar Δ can be easily carried out

by means of a bisection algorithm or similar. The condi-
tions are linear matrix inequalities with design parameters
P1, P2,W, τ , so the problem can be easily solved using
appropriate software.

IV. UNKNOWN INPUT ESTIMATION
This section is devoted to the unknown input estimation

properties of the variable structure observer designed pre-
viously. Specifically, the switching function ν(k) contains
useful information about the mismatch between the model
used to define the observer and the actual plant.

Let w̄(k) denote the estimate of the unknown input. From
the dynamics of the observation error (9), the actual error
can be estimated as

e1(k) = Ak
11e1(0) +

k−1∑
i=0

(Ak−1−i
11 D1w̄(i)).

As A11 is stable, the first term vanishes in some steps, so:

e1(k) ≈
k−1∑
i=0

(Ak−1−i
11 D1w̄(i)). (19)

Note that actual e1(k) depends on past values of w̄(k).
On the other hand, using the output error dynamics (10), and
assuming that slow disturbances will imply slow ez , then:

ez(k) ≈ ez(k + 1),

≈ A21e1(k) +As
22ez(k)−D2w̄(k) + ν(k).

As the observer is asymptotically stable when |ez(k)| >
Δ, it can be assumed that it is evolving inside the ball for
sufficiently large k. In that case,

ν(k) =
B

Δ
ez(k) ⇒ ez(k) = ΔB−1ν(k),

assuming nonsingular B. Substituting in the previous equa-
tion:

D2w̄(k) ≈ A21e1(k) + [Δ(As
22 − I)B−1 + I]ν(k).
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Fig. 1. Scheme of the inverted pendulum with cart

By least squares, the unknown input can be estimated
using the e1(k) given in (19) and the actual value of ν(k):

w̄(k) ≈ M
(
A21e1(k) + [Δ(As

22 − I)B−1 + I]ν(k)
)
,

where M = (DT
2 D2)

−1DT
2 . Here the matrix DT

2 D2 is
nonsingular because D2 has full column rank.

V. EXAMPLE: INVERTED PENDULUM

The problem of the inverted pendulum with a cart con-
stitutes a benchmark study for the application of nonlinear
design methods, [17]. The problem also lends itself to
assessment of linear frameworks, as linearization errors are
a motivation for control engineers to employ robust control
techniques and observers. Consider the inverted pendulum
with a cart shown in Figure 1. Using the same model given
in [3], the equations of motion are

(M +m)ẍ+ Fxẋ+ml(θ̈ cos θ − θ̇2 sin θ) = u, (20)
Jθ̈ + Fθθ̇ −mlg sin θ +mlẍ cos θ = 0, (21)

where the values of the physical parameters used are given
in Table I.

TABLE I
MODEL PARAMETERS FOR THE INVERTED PENDULUM WITH CART

M (kg) 3.2 Fx (kg/s) 6.2
m (kg) 0.535 Fθ (kg m2) 0.009
J (kg m2) 0.062 g (m/s2) 9.8
l (m) 0.365

To evaluate the performance of the proposed unknown
input observer, it will be compared with the continuous
sliding mode observer proposed in [3]. However, to make
an appropriate comparison, additional sampling will be in-
troduced between the plant and observer in this continuous
version to reflect the practical situation whereby signals from
the plant are sampled. In both cases, the system must be
linearised around the equilibrium point at the origin. Using
x, θ, ẋ and θ̇ as system states, and assuming that only θ, x

and ẋ are available as measured outputs, the discrete-time
model with sampling time Tm = 0.1s is given by the triple

A =

⎡
⎢⎣

0.1051 0 −7.4143 2.5489
−0.0003 1 −0.0119 0.0915
0.1053 0 2.2255 −0.3016
−0.0084 0 −0.2681 0.8447

⎤
⎥⎦, B =

⎡
⎢⎣

0.0435
0.0015
−0.0049
0.0293

⎤
⎥⎦

C =

⎡
⎣ 0 1 0 0

0 0 1 0
0 0 0 1

⎤
⎦

It is assumed that in both cases, the same control signal is
used. Specifically, a sliding mode controller is implemented.
Furthermore, it is assumed that the unknown inputs enter the
system through the same channel as the control input, that
is, D = B. Using Lemma 2 with β = 0.01 and ξ = 0.15, the
optimization problem leads a minimum bound of Δ = 0.02.
The variable structure observer is defined by

As
22 =

⎡⎣ 0.3000 0 0
0 0.2000 0
0 0 0.4000

⎤⎦ ,

B =

⎡⎣ −0.0062 0.0000 −0.0000
0.0000 −0.0042 0.0000
−0.0000 0.0000 −0.0088

⎤⎦
Figures 2 and 3 compare the results of both observers. The

simulations have been performed using the nonlinear model
for the pendulum given in equations (20)-(21). The sum of
two sinusoidal functions has been applied as the unknown
input.

Figure 2 shows that the proposed observer exhibits an
initial transient time after which a good estimate of the
unknown input is obtained. This is because some of the
assumptions made in Section IV are correct only if the
observation error is close to zero. Moreover, linearization
errors are more apparent at the transient, when the pendulum
is far from the equilibrium. However, after this transient time,
Figure 3 reveals that the discrete-time observer produces a
better estimate than its continuous counterpart. Comparing
the error in the steady state, the continuous observer has a
maximum absolute error of 0.0295 units whereas the discrete
observer achieves a maximum error of 0.0183. There is thus
a circa 60% difference in the error bound, with the proposed
observer providing the greater accuracy of reconstruction.

VI. CONCLUSIONS
Following the same framework as in [15], an unknown

input observer has been presented for sampled systems. The
proposed method has several advantages. On the one hand,
the design exploits all the degrees of freedom available in the
observer framework proposed in [15] in a positive way. On
the other hand, the quality of the estimate of the unknown
inputs is higher when compared with a classical continuous
sliding mode observer. In the nonlinear bench mark inverted
pendulum with cart example, a circa 60% improvement in
the error bound is achieved with the proposed synthesis. It is
clear that the current methodology relies upon knowledge of
the sample rate used for implementation and development of
methods which incorporate sampling of uncertain or variable
rate must now be considered.
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APPENDIX

It will be shown that the conditions given in Lemma 2
and in Theorem 1 are equivalent. The first set of inequalities
(13), Ξj < 0 can be rewritten as:

⎡
⎣ −P1 0 0

∗ −P2 + τ ξ2

Δ2 I 0
∗ ∗ −τI

⎤
⎦+

+

⎡
⎣ AT

21

M2
T
j

−DT
2

⎤
⎦P2

[
A21 M2j −D2

]
+

+

⎡
⎣ AT

11

0
−DT

1

⎤
⎦P1

[
A11 0 −D1

]
< 0,

for j = 1, ..., 2p. Using the Schur complement, the previous
inequalities are equivalent to

⎡
⎢⎢⎢⎢⎣

−P1 0 0 AT
11 AT

21

∗ −P2 + τ ξ2

Δ2 I 0 0 MT
2j

∗ ∗ −τI −DT
1 −DT

2

∗ ∗ ∗ −P−1

1
0

∗ ∗ ∗ ∗ −P−1

2

⎤
⎥⎥⎥⎥⎦ < 0,

for j = 1, ..., 2p. Pre- and post-multiplying the previous inequalities
by diag{I, I, I, P1, P2} and its transpose, conditions (17) are
obtained. Then, the proof is finished by direct application of
Theorem 1. �
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Abstract—The goal of this paper is to develop a new approach
for the Free Flight concept based on neighbouring Optimal
Control (NOC) that can deliver an aircraft to its designated
position safely and reliably when faced with conflicts, and to
have some form of recovery measure when the pilot is faced with
uncertainty that are due to wind and other uncertainties in the
FF environment. The benefits of the algorithm are that it reduces
fuel consumption, and it achieves optimal safe inter-aircraft
separation while maintaining near-optimality under disturbances.

Index Terms—NOC, Air Traffic Control, Fuel Consumption,
Conflict Detection, Separation Constraints.

I. INTRODUCTION

Recent advancements in navigation aids, communication
technologies, and computing power makes it possible for new
concepts of Air Traffic Control (ATC) to be implemented,
namely the Free Flight (FF), which is an environment where
pilots have the liberty to select their routes in real time, and
also define their own cruising altitudes and speeds for better
fuel efficiency [2]. The workload of ATC would be greatly
reduced, since pilots would be responsible for immediate
threat avoidance when encountered. ATC then would be
responsible for higher level tasks, such as monitoring traffic
flow, airspace control, sectorisation, and scheduling runways.
In the current centralised environment, ATC has to deal with
potentially thousands of aircraft spread over a vast geographic
area in order to ensure resolution of all possible conflicts
[2]. Furthermore, as the number of aircraft increases, the
complexity of conflict resolution grows and quickly becomes
computationally intractable. Similarly, the possibility that
a single failure could disable a significant portion of the
centralized system creates a highly undesirable risk.

One of the most important tasks for ATC is conflict
detection and resolution (CDR). Much of the current research
for automating ATC focuses on this problem. Solutions for
Conflict Resolution (CR) that are based on fixed rule sets
that dictate actions based on situational geometry has been
widely studied in both centralized and distributed algorithms.
Very few of these techniques incorporate free flight rules
in the algorithm, and that FF research has mainly been

focused on the concept rather than defining automation tools
for this concept. The goal of this paper is to exploit an
approach based on neighbouring Optimal Control (NOC)
to achieve a near-optimal FF air traffic control when faced
with conflicts, and to have some form of recovery measure
when the pilot is faced with uncertainty that are due to wind
and other uncertainties in the FF environment. In addition,
reduction in fuel consumption is desirable, and to achieve
near-optimal safe inter-aircraft separation while maintaining
near-optimality under disturbances.

The rest of the paper is organized as follows. Section
II presents the Free Flight concept and its associated rules
and conditions and some previous work that was carried out
will be described. Section III outlines a multi aircraft model
used, its associated constraints and a subsection also outlines
fuel efficient resolution maneuvers. Subsequent sections will
outline a derivation for Trajectory redirection using NOC
and it also shows that feasible trajectories exist when faced
with uncertainties that the pilot may experience. Finally a
simulation example with a worst case scenario will be shown.
A summary (Pseudo Code) of the algorithm is also shown on
Section V.

II. THE FREE FLIGHT CONCEPT

The following definition was defined in the Report of the
Radio Technical Commission for Aeronautics (RTCA) Board
of Directors’ Select Committee on Free Flight [2]. ”Free
Flight” was defined as :

”A safe and efficient flight operating capability under
instrument flight rules (IFR) in which the operators have
the freedom to select their path and speed in real time. Air
traffic restrictions are only imposed to ensure separation, to
preclude exceeding airport capacity, to prevent unauthorized
flight through special use airspace, and to ensure safety
of flight. Restrictions are limited in extent and duration to
correct the identified problem. Any activity which removes
restrictions represents a move towards free flight.”
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Sometimes the words ”Free Flight” are used for concepts,
which include direct routing but no airborne separation. ATC
will be overseeing traffic flow management (TFM) and inter-
vening only when there is a loss of separation.

A. Conditions and Rules of Free Flight

The FF definition used by RTCA roughly defines the
concept. To define the context, a more detailed definition and
rules are required. The following questions need to be clarified
after applying the RTCA definition:

1) What is the role & responsibility of ATC?
2) How is an alert zone and protected zone defined?

Based on the questions above, the following choices and
assumptions were made:

1) NO ATC: An inflexible proposition of FF is chosen
with no ATC on the ground. The idea behind this
concept is to explore the limits of the FF concept.

2) ALL AIRCRAFT FULLY EQUIPPED: All aircraft
are assumed to be set up with Automatic Dependent
Surveillance-Broadcast (ADS-B) transmitter & receiver
and CDR advisory modules. The transmitter sends the
aircraft’s position and intent information needed by the
CD module to all other aircraft. The ADS-B receiver
collects all the information of the traffic within a certain
range in the FF sector. The scenarios of mixed equipage
is not considered here even though it is required for the
transition to FF.

3) UPPER AIRSPACE ONLY: This work is limited to
the uppermost airspace only, in order to concentrate on
general conceptual problems. In other flight phases, a
transition to controlled flight is foreseen and required.
Where and how that transition should be implemented
is not addressed in this work, since more benefit is
attained when contemplating direct routing of aircraft(s)
through FF in the uppermost airspace, so the feasibility
for this airspace is a desirable result in itself.

4) PROTECTED ZONE: A conflict is defined in this work
as an intrusion of a protected zone. The protected zone
is defined using current ATC standards to be able to
relate to existing traffic densities, even though studies
have shown that the protected zone can be smaller.
The protected zone must not be entered by any other
aircraft. The task of the CD module is to predict
an intrusion of the protected zone. This protected
zone was chosen to reflect current ATC separation
standards, which is 5 nautical mile radius and a
height of 2000 feet (−1000𝑓𝑡 ⩽ 𝑎𝑙𝑡𝑖𝑡𝑢𝑑𝑒 ⩽ +1000𝑓𝑡).
This means the ratio diameter to height is about 30 to 1.

The following section outlines the aircraft model & objective
function formulation with its associated constraints.

III. MULTI AIRCRAFT MODEL & CONSTRAINTS

FORMULATION

Consider 𝐼 aircraft flying within an area of interest, their
continuous-time dynamics for level flight cruise is outlined in
[9]. An aircraft in level flight can be modelled as a four state
Point Mass Model (PMM). The states considered in this model
are the following

∙ horizontal position (𝑋) and (𝑌 )
∙ the true airspeed (𝑉 )
∙ flight path angle (𝜓)

The control inputs considered for the model are the engine
thrust (𝑇 ), and the bank angle (𝜙). Assuming a PMM, and
that the applied forces acting on the aircraft will lead to the
following equations of motion [9]:⎡⎢⎢⎢⎢⎢⎣

�̇�𝑖

�̇�𝑖

�̇�𝑖

�̇�𝑖

⎤⎥⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎣
𝑉𝑖 cos(𝜓𝑖)

𝑉𝑖 sin(𝜓𝑖)
−𝐶𝐷𝑖𝑆𝑖𝜌

2
𝑉 2
𝑖

𝑚𝑖
+ 1

𝑚𝑖
𝑇𝑖

𝐶𝐿𝑖𝑆𝑖𝜌𝑉𝑖
2𝑚𝑖

sin(𝜙𝑖)

⎤⎥⎥⎥⎥⎥⎦ = 𝑓(𝑡, 𝑥, 𝑢) (1)

for 𝑖 ∈ Υ ≜ {1, ....., 𝐼} and 𝑆 is the surface area of the wings,
𝜌 is the air density and 𝐶𝐷, 𝐶𝐿, are aerodynamic lift and drag
coefficients. Since we are considering commercial aircraft,
it is assume that the aircraft operates on a near trimmed
flight conditions [9]. Eurocontrol’s Base of Aircraft Database
(BADA) [9] manual defines this as Total Energy Model (TEM)
[9]. The TEM combines the rate of work done by all the
forces that is affecting the aircraft to the rate of increase in
its total energy (Potential and Kinetic).The aircraft motion has
four states (𝑋,𝑌, 𝑉, 𝜓) and two inputs (𝑇𝑖, 𝜙𝑖). For a specific
aircraft, the values of such bounds can be derived from the
BADA database [9]. There are many models available in the
literature when it involves predicting the current and future
positions of an aircraft. For example in [8], an interpolating
algorithm was developed to fit a vector field to the observed
velocities at aircraft positions and at given sample times. Worst
case techniques were used in [2] to estimate aircraft’s position.
Probabilistic modeling was covered and outlined in [1,3]. In
this paper we are using a four state point mass model to
estimate the aircraft’s position.

A. Velocity and acceleration constraints

Aerodynamics impose physical constraints on the minimum
and maximum speeds an aircraft can fly at each altitude. In ad-
dition, passenger comfort and other factors impose constraints
on the acceleration and the turning rate. These constraints can
be expressed in the following form:

𝑉𝑚𝑎𝑥 ⩾ 𝑉𝑖(𝑡) ⩾ 𝑉𝑚𝑖𝑛 (2)

∣�̇�𝑖(𝑡)∣ ⩽ 𝛿𝑉 (3)

∣�̇�𝑖(𝑡)∣ ⩽ 𝛿𝜓 (4)
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B. Maneuvering constraints

Considering enroute traffic, the speed range of an aircraft
is narrow. Passenger comfort is also taken into consideration
which requires smooth trajectories, so in this case additional
constraints are required for the maneuvers. The approach was
proposed in [2], and was also used in [8] where constraints are
imposed on speed changes that are bounded on a set around
the current aircraft speed. The possible changes is the convex
set of possible speed commands and can be described by a
combination of quadratic and linear constraints as follows:

∥𝑉0𝑖 + �̇�𝑖∥ ≤ 𝑉𝑚𝑎𝑥 (5)

(𝑉0𝑖 + �̇�𝑖)
𝑇 𝑉0𝑖

∥𝑉0𝑖∥ ≥ 𝑉𝑚𝑖𝑛 (6)

Values of 𝑉𝑚𝑎𝑥 and 𝑉𝑚𝑖𝑛 can be obtained from the BADA
database [15] but generally for most commercial aircraft
cruising at high altitudes it can be approximated by:

𝑉𝑚𝑎𝑥 − 𝑉𝑚𝑖𝑛

𝑉𝑚𝑎𝑥
≤ 0.1 (7)

C. Conflict Avoidance Constraints & Overall Cost Function

Conflict avoidance constraints can be mathematically for-
malised in numerous ways. Many authors express collision
avoidance constraints in terms of a given minimum miss
distance, and it appears to be the most attractive option
from a geometrical point of view, In this work, a time-based
separation criterion is considered. All aircraft should remain
separated at all times, by at least a minimum distance, which
is set to 𝑑𝑠 = 5𝑛𝑚 for cruising altitudes. This constraint can
be described as follows:∥∥∥[𝑋𝑖, 𝑌𝑖]

𝑇 − [𝑋𝑗 , 𝑌𝑗 ]
𝑇
∥∥∥
2
⩾ 𝑑𝑠 (8)

for all times 𝑡 > 0 and for all aircraft pairs 𝑖 ∕= 𝑗 , where
(𝑖, 𝑗) ∈ Υ. The constraint described by (8) is not convex and,
in order to be able to handle it computationally, it requires
tightening. One approach would be using the norm inequality
∥∙∥2 ≥ ∥∙∥∞ where ∥∙∥ is the euclidean norm, then the
so-called ”big-M” technique (Refer to the formulation in
[1]) can be used. This will ensure that at least one of the
inequality constraints is active, and consequently that the two
aircraft are separated by the required distance along at least
one of the axes. The problem with this approach is that a
model mismatch may be prevalent and there is a possibility
that aircraft will encounter a situation where a solution
satisfying both the dynamics and the separation constraints
may no longer exist.

So, in this case an alternative separation constraint which
was adopted in [8] is considered. For notational convenience,
let’s define 𝑃𝑖 = [𝑋𝑖, 𝑌𝑖]

𝑇 , 𝑃𝑗 = [𝑋𝑗 , 𝑌𝑗 ]
𝑇 which denotes the

aircraft position and 𝑃𝑖𝑗 = 𝑃𝑖 − 𝑃𝑗 is the relative position.
𝑉𝑖𝑗 = 𝑉𝑖 − 𝑉𝑗 is the relative speed and �̇�𝑖𝑗 = �̇�𝑖 − �̇�𝑗 is the
relative velocity 𝑃𝑖,0 and 𝑉𝑖,0 are the initial position and initial

speed of aircraft 𝑖 respectively. the constraint can be described
as:

𝑃𝑇
0𝑖𝑗(𝑉0𝑖𝑗 + �̇�𝑖𝑗) + ∥𝑉0𝑖𝑗 + �̇�𝑖𝑗∥

√
∥𝑃0𝑖𝑗∥2 − 𝑑2𝑠 ≥ 0 (9)

Non-convexity is also prevalent in the above formulation, so
a new slack variable is introduced 𝜑𝑖𝑗 where ∥𝑉0𝑖𝑗∥2 ≥ 𝜑𝑖𝑗

and 𝜑𝑖𝑗 ≥ 0 which leads to

𝑃𝑇
0𝑖𝑗(𝑉0𝑖𝑗 + �̇�𝑖𝑗) + 𝜑𝑖𝑗

√
∥𝑃0𝑖𝑗∥2 − 𝑑2𝑠 ≥ 0 (10)

It can be seen that the above constraints and cost function
form a non-convex quadratic program of the form

min ℎ𝑇𝑃0ℎ+ 2𝜉𝑇0 ℎ+ 𝑟0 (11)

𝑠.𝑡 ℎ𝑇𝑃𝑖ℎ+ 2𝜉𝑇𝑖 ℎ+ 𝑟𝑖 ≤ 0

Although the above quadratic program can be very dif-
ficult to solve in general, it has received a fair share
of research attention. Approximate solutions can be ob-
tained based on convex optimization. We also have 𝐻 =
[�̇�1, �̇�2, ....., �̇�𝑛, 𝜑12, ......, 𝜑(𝑛−1),𝑛]

𝑇 . If the optimal solution
𝐻 to the semi-definite relaxation has unit rank, then ℎ is the
solution. If not, then a form of randomization procedure must
be applied. If we consider a gaussian distribution with mean ℎ

and 𝑐𝑜𝑣(𝐻−ℎ ℎ
𝑇
) then samples can be chosen in accordance

to the distribution. As outlined in [8] a linearisation procedure
is required to pick the crossing pattern for each aircraft pair
by computing the following

𝐶𝑝 = 𝑠𝑔𝑛(𝑃0𝑖𝑗 × (𝑉0𝑖𝑗 + �̇�𝑖𝑗)) =
𝑃0𝑖𝑗 × (𝑉0𝑖𝑗 + �̇�𝑖𝑗)

∣𝑃0𝑖𝑗 × (𝑉0𝑖𝑗 + �̇�𝑖𝑗)∣
(12)

If 𝐶𝑝 = 1 the crossing pattern is then chosen to be counter-
clockwise and clockwise if 𝐶𝑝 = −1. We will assume that the
crossing pattern is clockwise in the very unlikely case when
𝐶 = 0. Subsequently, the corresponding convex optimization
problem can be solved using barrier methods.

D. Fuel Efficient Resolution Maneuvers

In this section, a formulation for fuel resolution maneuvers
outlined in [10] is considered. The strategic encounter is
concerned with minimizing the economics of a CR. Economics
defined in this context by considering direct operating cost
(DOC), which comprises of fuel and flight time costs involved
in maneuvering to avoid a conflict. Only trajectory solutions
that geometrically pass around the Protected Airspace Zone
of an intruder aircraft is considered. In the FF context, it is
assumed that the heading maneuver will consist of a series of
standard vectoring heading, and speed changes. in such a way
that straight line motion materialises in between heading, and
speed. The DOC penalty function used incorporates both fuel
and time elements. Included in the DOC are

1) The additional fuel required due to the increased drag
and flight path distance traveled during a maneuver [10].

2) The additional operating costs due to the additional time
required to execute the maneuver and return back to
course [10].
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𝐷𝑂𝐶 = 𝐶𝐹𝑢𝑒𝑙Δ𝑊𝐹𝑢𝑒𝑙 + 𝐶𝑇𝑖𝑚𝑒Δ𝑇 (13)

where 𝐶𝐹𝑢𝑒𝑙 is the cost of fuel, Δ𝑊𝐹𝑢𝑒𝑙 is the additional
fuel used in the maneuver, 𝐶𝑇𝑖𝑚𝑒 is the time dependent
aircraft operating cost and Δ𝑇 is the additional time used
in the maneuver. This DOC is investigated by [10], where
𝐶𝐹𝑢𝑒𝑙 = £0.10/𝑙𝑏 and 𝐶𝑇𝑖𝑚𝑒 = £15.22/𝑚𝑖𝑛. Another issue
that needs to be considered is the additional DOC incurred by
neighbouring traffic that may be affected by CR maneuvers;
however, it’s not considered here. The fuel burn equation is:

𝑑𝑊

𝑑𝑇
= 𝑇𝑅𝐶𝑗 (14)

where 𝑊 is the weight, 𝐶𝑗 is the specific fuel consumption,
and 𝑇𝑅 is the required thrust. The required thrust can be
described as:

𝑇𝑅 = 𝐷 + 𝑠𝑖𝑛(𝜓𝑠𝑠) (15)

where 𝐷 is the drag and 𝜓𝑠𝑠 is the steady state flight
path angle. The fuel consumption model varies linearly with
airspeed. The lift coefficient 𝐶𝐿, is described in terms of the
aircraft weight 𝑊 and speed 𝑉 as follows:

𝐶𝐿 =
2𝑊𝑐𝑜𝑠(𝜓𝑠𝑠)

𝑆𝑤𝑉 2𝜌
(16)

where 𝜌 is air density, and 𝑆𝑤 is the reference wing area. The
drag is described as:

𝐷 =
𝐶𝐷𝑉 2𝜌𝑊𝑆𝑤

𝑆𝑤𝑉 2𝜌
(17)

𝐶𝐷 is the drag coefficient which is approximated by:

𝐶𝐷 = 𝐶𝐷0 +𝐾2
𝐶𝐿 (18)

𝐶𝐷0 is the zero lift drag coefficient, 𝐾 = 1
𝐴𝑅𝑒𝜋 is the induced

drag factor, 𝑒 is Oswald’s efficiency factor, and 𝐴𝑅 is the wing
aspect ratio. Furthermore, the thrust specific fuel consumption
of a turbojet or turbofan engine increases nearly linearly with
Mach number [10]. For this reason, the fuel consumption can
be modeled as:

𝐶𝑗 = 𝜎𝑉 (19)

where 𝜎 is the coefficient. Next, these endurance equations
can be combined to obtain the fuel burn:

𝑑𝑊

𝑑𝑇
= −

[
0.5𝜌𝑉 2𝑆𝑤(𝐶𝐷0 +𝐾

(
2𝑊𝑐𝑜𝑠(𝜓𝑠𝑠)

𝜌𝑉 2𝑆𝑤

)2

+ (20)

𝑊𝑠𝑖𝑛(𝜓𝑠𝑠)

]
𝜎𝑉

Equation (20) is integrated to calculate the fuel burn, given the
geometry the previously defined heading maneuvers or speed
control maneuvers. For the acceleration case, the equation is
integrated numerically [10].

IV. TRAJECTORY REDIRECTION USING NEIGHBORING

OPTIMAL CONTROL (NOC)

Solving a nonlinear optimal control problem with a long
horizon is generally computationally expensive, especially
when FF concepts are considered, since there is limited
computation power onboard an aircraft. If a nominal optimal
solution is known, it is advantageous to approximate the
optimal control solution when the parameters of the optimal
control problem are slightly perturbed. The Neighbouring
optimal control (NOC) method provides a first order approx-
imation to the optimal solution corresponding to an initial
state perturbed from the nominal value. When a disturbance
significantly affect the forces on an aircraft, and modifies the
flight path, redirecting the trajectory may recover the aircraft.
Disturbances considered here may correspond to the wind
or cross track errors, so in this case the nominal states and
controls can be used to redirect the trajectory [11]. An off-
line optimal trajectory is always assumed to be found from a
feasible trajectory database. When a failure occurs, NOC is
used to determine its neighbouring feasible trajectory on-line.
If such a neighboring feasible trajectory exists, the aircraft
may then be recovered from that failure in real time [11]. The
formulation outlined in [11,4] is outlined in this section, and
they are applicable to the formulation of FF concepts.

A. Off-line trajectory optimization for the Shortest Path Eval-
uation

A shortest path problem can be used for the off-line optimal
trajectory search. To find the shortest path, several algorithms
can be used. In the free flight concept, Dijkstra’s algorithm [5]
is a reasonable choice since it guarantees to find an optimal
path by repeatedly selecting a vertex with the minimum
shortest-path estimate. The weight is defined by the mean
value of the angle of attack of the aircraft. The reader is
reffered to [5] for further information.

B. On-line trajectory optimization using NOC

Based on the off-line optimal trajectory, a small perturbation
is imposed on each state variable and new control can be
obtained by NOC. The aircraft can be recovered from the
disturbances. The NOC approach was outlined by Bryson and
Ho (1975) [4], Consider the following nonlinear system

�̇�(𝑡) = 𝑓(𝑡, 𝑥, 𝑢), 𝑥(𝑡0) = 𝑥0 (21)

where 𝑥(𝑡) are the state variables and 𝑢(𝑡) control inputs and
the cost function is defined as

min 𝐽(𝑢) = 𝜙(𝑡𝑓 , 𝑥𝑓 , 𝑢𝑓 ) (22)

s.t. Dynamical, Separation constraints, Velocity and
acceleration constraints.

”𝑓” denotes the final time. An assumption is made that the
optimal solution (𝑥∗(𝑡), 𝑢∗(𝑡)) can be determined, in which
the optimal control is 𝑢∗(𝑡) = 𝑔(𝑡, 𝑥∗(𝑡), 𝜆(𝑡)) under the
following constraints

𝑥𝑚𝑖𝑛 ≤ 𝑥∗(𝑡) ≤ 𝑥𝑚𝑎𝑥 , 𝑢𝑚𝑖𝑛 ≤ 𝑢∗(𝑡) ≤ 𝑢𝑚𝑎𝑥 (23)
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when small perturbations 𝛿𝑥(𝑡0) and small variations 𝛿𝜆
imposed on 𝑥0 and 𝜆, then the neighbouring feasible trajectory
𝑧(𝑡) and new optimal control 𝜈(𝑡) can be found by 𝛿𝑥(𝑡0, 𝛿𝜆)
and �̇�(𝑡). In order to ensure that a neighbouring trajectory
exists the following assumptions are made:

∙ Assumption 1. For the nonlinear system (22), 𝑓(𝑡, 𝑥, 𝑢)
is continuous.

∙ Assumption 2. The open loop optimal solution 𝑥∗(𝑡) and
optimal control 𝑢∗(𝑡) is well defined for system (22).

For a neighbouring feasible initial condition 𝑧(𝑡0) which will
be equal to 𝑥0, there will be a neighbouring feasible trajectory
𝑧(𝑡) and neighbouring optimal control 𝜈(𝑡) and satisfies

sup∥𝑧(𝑡)− 𝑥∗(𝑡)∥ ≤ 𝐾 (24)

Where 𝐾 is an upperbound. And when system parameters
varies from𝜆1 to 𝜆2 and 𝜆2 = 𝜆1 + 𝛿𝜆 then the neighbouring
feasible state trajectory 𝑧(𝑡) and neighbouring optimal control
𝜈(𝑡) is:

𝜈(𝑡) = 𝑢∗(𝑡) +𝐺(𝑡)(𝑍(𝑡)−𝑋∗(𝑡)) 𝑜𝑟 (25)

𝜈(𝑡) = 𝑢∗(𝑡) + 𝐺(𝑡)Δ𝑋(𝑡), (26)

Where 𝑍(𝑡) = [𝑧(𝑡), 𝜆2]
𝑇 , 𝑋∗(𝑡) = [𝑥∗(𝑡), 𝜆1], and Δ𝑋(𝑡)

is a deviation vector of the new state vector 𝑍(𝑡) from the open
loop nominal state trajectory 𝑋∗(𝑡), 𝐺(𝑡) is the feedback gain
matrix which is given by

𝐺(𝑡) = 𝛿𝑈(𝑡)𝛿𝑋
−1

(𝑡) (27)

Where 𝛿𝑈(𝑡) are the control errors caused by the perturbation
on the state vector 𝑋(𝑡) and 𝛿𝑋(𝑡) is a perturbation
matrix in the initial states 𝑥𝑡0 and initial system parameter
𝜆1. Since the control law can be put in the form of
𝑢 = 𝑔(𝑡, 𝑥, 𝜆) then system (22) becomes an unforced system
�̇� = 𝑓(𝑡, 𝑥, 𝜆), 𝑥(𝑡0) = 𝑥0, under the above conditions the
controller can satisfy the constraints in. In order to ensure
that that initial value problem does exist then theorem 3.5
outlined in [6] proves that the conditions are satisfied then in
this case perturbations can be imposed.

In the neighbourhood of 𝑥∗, the state vector 𝑧 can be defined
as 𝑧 = 𝑥∗ + 𝛿𝑥. It was mentioned above that the parameters
changed from 𝜆1 to 𝜆2 and 𝜆2 = 𝜆1 + 𝛿𝜆. Carrying out a
Taylor series expansion for 𝜈∗ is the following

𝜈∗ = 𝑔(𝑡, 𝑧, 𝜆2) = 𝑔(𝑡, 𝑥∗ + 𝛿𝑥, 𝜆1 + 𝛿𝜆) (28)

= 𝑔(𝑡, 𝑥∗, 𝜆1) +
∂𝑔

∂𝑥
∂𝑥+

∂𝑔

∂𝜆
∂𝜆+𝐻.𝑂.𝑇 (29)

= 𝑢∗ +
∂𝑔

∂𝑥
(𝑧 − 𝑥∗) +

∂𝑔

∂𝜆
(𝜆2 − 𝜆1) +𝐻.𝑂.𝑇 (30)

= 𝑢∗+

[
∂𝑔

∂𝑥

∂𝑔

∂𝜆

](⎡⎣ 𝑧

𝜆2

⎤⎦−
⎡⎣𝑥∗

𝜆1

⎤⎦)+𝐻.𝑂.𝑇 (31)

H.O.T denotes higher order terms. If the perturbation 𝛿𝑥 is
small enough or 𝑧 is in the neighbourhood of 𝑥∗ then the
higher order terms of 𝛿𝑥 and 𝛿𝑦 must be small as well.

Therefore the higher order terms can be neglected at this
point. The new controller now is 𝜈 = 𝑢∗ + 𝐺(𝑍 − 𝑋∗),
where 𝑍 ∈ ℝ𝑚×(𝑛+𝑝) and 𝑋∗ ∈ ℝ𝑛+𝑝. If closed loop system
was to be considered, the perturbations 𝛿𝑥 and 𝛿𝜆 will be the
measured deviations, in this case the gain matrix is defined
by:

𝐺 =

[
∂𝑔

∂𝑥

∂𝑔

∂𝜆

]
=

∂𝑔

∂𝑋
∈ ℝ𝑚×(𝑛+𝑝) (32)

The gain matrix 𝐺 can be calculated numerically at every
time 𝑡 ∈ [𝑡0, 𝑡𝑓 ]. The reason for this being is that no partial
derivatives will be evaluated. Now from the 𝑢 = 𝑔(𝑡, 𝑥, 𝜆)
and 𝑋 = [𝑥𝑇 , 𝜆𝑇 ]𝑇 , the differential of 𝑢 is 𝑑𝑢 = ∂𝑔

∂𝑋 𝑑𝑋 +
∂𝑔
∂𝑡 𝑑𝑡. For a known perturbation, the perturbation vectors are
𝛿𝑋 = 𝑋𝑝𝑒𝑟𝑡𝑢𝑟𝑏𝑒𝑑 −𝑋∗ and 𝛿𝑢 = 𝑢𝑝𝑒𝑟𝑡𝑢𝑟𝑏𝑒𝑑 − 𝑢∗. If a linear
approximation is used and also noting that 𝛿𝑡 = 0 for all
𝑡 ∈ [𝑡0, 𝑡𝑓 ], 𝛿𝑢 can be obtained by

𝛿𝑢 =
∂𝑔

∂𝑋
𝛿𝑋 +

∂𝑔

∂𝑡
𝛿𝑡 = 𝐺𝛿𝑋 (33)

Next an (𝑛 + 𝑝) × (𝑛 + 𝑝) square matrix is constructed for
𝛿𝑋 , and another for 𝛿𝑈 which is an 𝑚× (𝑛+ 𝑝):

𝛿𝑋 = [𝛿𝑋1.........𝛿𝑋𝑛+𝑝] ∈ ℝ(𝑛+𝑝)×(𝑛+𝑝) (34)

𝛿𝑈 = [𝛿𝑢1.........𝛿𝑢𝑛+𝑝] ∈ ℝ𝑚×(𝑛+𝑝) (35)

Where 𝛿𝑋𝑖, 𝑖 = 1, 2, ....., 𝑛 + 𝑝 and 𝛿𝑢𝑖, 𝑖 = 1, 2, ....., 𝑛 + 𝑝
are the 𝑖𝑡ℎ perturbation of 𝛿𝑋 and 𝛿𝑢 then equation () can be
expressed by the following:

𝛿𝑈 = 𝐺𝛿𝑋 (36)

If the perturbations are chosen to be linearly independent and
at the same time small enough, then 𝛿𝑋 can be guaranteed to
be invertible at every instance of time.

V. NOC APPLICATION TO THE AIRCRAFT TRAJECTORY

RETARGETING UNDER CONFLICT

It was shown above that a neighbouring feasible trajectory
exists when applying NOC to an aircraft [11,4]. Since we have
four states (𝑋,𝑌, 𝑉, 𝜓) and two control variables (𝑇, 𝜙). If 𝐶𝐿

and 𝐶𝐷 are the parameters that vary then a neighbouring solu-
tion exists. As mentioned above that a nominal optimal solu-
tion exists using Dijikstra’s algorithm [5] then a new controller
is calculated Ψ∗ then the perturbed controller is calculated as
Ψ𝑝𝑒𝑟𝑡𝑢𝑟𝑏𝑒𝑑 = Ψ∗+𝐺(𝑍−𝑋∗). Since it is required to enforce
the aircraft to meet a final time, then the state 𝑋 is chosen as
an independent variable. So five perturbations are used which
are 𝑉, 𝜓, 𝑌, 𝐶𝐿, 𝐶𝐷. Define 𝛿𝑋 = [𝑉 1 − 𝑉 ∗ − 𝜓1 − 𝜓∗𝑥1 −
𝑥∗𝐶1

𝐿1 − 𝐶∗
𝐿1𝐶

1
𝐷1 − 𝐶∗

𝐷1]
𝑇 ............[𝑉 5 − 𝑉 ∗, 𝜓5 − 𝜓∗𝑥5 −

𝑥∗𝐶5
𝐿1−𝐶∗

𝐿1𝐶
5
𝐷1−𝐶∗

𝐷1]
𝑇 and 𝛿𝛼 = [Ψ1−Ψ∗, ....,Ψ5−Ψ∗]𝑇

and 𝑛 = 1, ..., 5 which is the perturbation instances for each
state and parameter. Then the gain matrix can be evaluated as
𝐺 = 𝛿Ψ𝛿𝑋

−1
. The algorithm can be summarised below:
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Algorithm Free Flight Concept Exploiting NOC

Require: 𝑃𝑖0(𝑡) and 𝑃𝑖(𝑡) for all 𝑖 ∈ 1, ..., 𝐼

Require: 𝑇𝑖 and 𝜙𝑖 for the nominal shortest path

1: While ∃𝑖 𝑃𝑇
0𝑖𝑗(𝑉0𝑖𝑗 + �̇�𝑖𝑗) + ∥𝑉0𝑖𝑗 + �̇�𝑖𝑗∥√∥𝑃0𝑖𝑗∥2 − 𝑑2𝑠 ≥ 0 do

2: Solve the Optimisation problem (11)

3: Compute the matrix Gain 𝛿𝑋 and 𝛿𝑈 from (34),(35)

4: Compute the matrix Gain 𝐺(𝑡) from (36)

5: Measure new aircraft position 𝑝𝑖(𝑡)

6: End While

VI. SIMULATION

A conflict situation with five aircraft are initially located on
a circle of 400 km radius and are heading to mid air collision.
Without any corrective action, all aircraft would collide at the
center. Although unrealistic, this scenario allowed us to test
the effectiveness of our method. All conflict constraints are
enforced, and fuel consumption maneuvers are computed.

In order to differentiate between the nominal solution and
the perturbed on,the results are shown as a box-and-whisker
diagram in Figure 1 & 2. Qualitatively, both solutions are very
similar, except for the fuel consumption of the aircraft which
is outlined in Fig. 2, as the average fuel consumption in the
perturbed case is lower than the nominal case which is an
excellent demonstration of the ability of NOC to achieve near-
optimal results without resorting the need to recompute the
optimal solution. On the other hand, in both the nominal and
perturbed case one conflict occurred which was not detected
but resolved by the algorithm. However, there is a clear
disadvantage that introducing any additional constraint in this
formulation may impose restrictions when implementation
issues are considered since computational times becomes
higher, and intractability is also apparent sometimes in the
simplest of optimisation problems. While the fuel savings
is not very significant, the important point is that a near-
optimal conflict resolution that maintains separation has been
performed without increasing fuel use.

VII. CONCLUSION

A Free Flight formulation was presented to deal with
conflict detection and resolution. A point mass model for
aircraft dynamics was used that allowed a quadratic program
formulation for the problem. A new approach based on neigh-
bouring Optimal Control (NOC) that can deliver an aircraft
to its designated position safely when faced with conflicts and
uncertainties was outlined. A simulation example was provided
that illustrated the effectiveness of our approach. The benefits
of the algorithm are that it reduces fuel consumption, and
it achieves optimal safe inter-aircraft separation while main-
taining near-optimality under disturbances. Ongoing research
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Fig. 1. Fuel Consumption. Blue: No conflict and Red: Conflicting Aircraft

0 1 2 3 4 5 6 7 8 9 10
1100

1200

1300

1400

1500

1600

1700

1800

1900

2000

Aircraft

F
ue

l C
on

su
m

ed
 (

K
g)

Fuel Consuption per Aircraft  for Nominal and Pertrubed

 

 

Fig. 2. Fuel Consumption. Blue: Nominal (Dijkstra Algorithm) and Red:
Perturbed (NOC)

focuses on combining this algorithm with complexity metrics
that defines the level of disorder are being explored.
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Abstract—This paper presents an alternative approach of
designing a guidance controller for a small Unmanned Aerial
Vehicle (UAV) to achieve path following in the presence of wind
disturbances. The wind effects acting on the UAV are estimated
by a nonlinear disturbance observer. Then the wind information
is incorporated into the nominal path following controller to
formulate a composite controller so as to compensate wind
influences. The globally asymptotic stability of the composite
controller is illustrated through theoretical analysis and its
performance is evaluated by various simulations including the
software-in-the-loop. Initial flight tests using a small aircraft are
carried out to demonstrate its actual performance.

I. INTRODUCTION

The application of Unmanned Aerial Vehicles (UAVs) has
been found in various areas not limited to military operations,
but also in civil areas such as aerial photography and preci-
sion agriculture. Most of the UAV operations essentially are
composed of commanding UAVs to fly through a series of
spatial locations or paths either with or without a temporal
requirement. This requirement categories flight patterns into
two types, namely the trajectory tracking and path following
[1]. The former suggests that the UAV needs to be in a
particular position at a prespecified time, whereas the latter
requires the UAV to converge to a geometric path with any
feasible speed profile. In this paper, the path following problem
is considered because it is less likely to push UAVs to their
performance limits [2]. Moreover, with the influences of wind
disturbance the trajectory tracking ability of an UAV can be
easily compromised, which leaves the path following as an
effective way to execute a task.

Path following as one of the motion control problems has
been extensively studied especially for wheeled robots. In
the field of UAV application, although vehicle dynamics are
more complicated, the most recent micro aircraft are equipped
with autopilots that provide the inner-loop stabilisation. For
example, the UAV used in this study is installed with an
Ardupilot autopilot which implements three PID controllers
to achieve altitude-hold and airspeed-hold using elevator and
throttle and the coordinated turn using aileron and rudder,
which endows the UAV the ability to track the heading rate
demand from the guidance controller. This means that the out-
loop behaviour of the UAV in level flight can be abstracted at
a kinematic level by using a unicycle model. To this end, this
paper adopts a path following method stemmed from wheeled
robots [3], which has since been extended to 3-D case for

UAV applications [4]. But the main purpose of this study is
to improve path following accuracy under wind conditions.

In terms of the micro fixed-wing aircraft considered in this
paper, their light structure and limited power allows wind
disturbances to have a strong effect on them. A common
strategy to eliminate the influence of wind on path following is
to overlook the airspeed of an UAV and focus on the its ground
track [5], [6]. In this case, the ground velocity and flight course
are required in the feedback signals. This information can
be calculated from GPS position by differentiation or more
elaborately can be provided by an onboard inertial navigation
system (INS). However, for a micro UAV equipped with a
low-cost sensor suit, these flight data may be not of good
quality, whereas the fast dynamics of small vehicles are highly
susceptible to the low rate and delay of the GPS feedback
signal. It is therefore more convenient to use the smooth
airspeed measurement, magnetic heading and original GPS
position data to realise the guidance function.

Another approach to solve wind effects on an UAV is to
explicitly take them into account in path planning or control
algorithms [7]–[9]. The knowledge of wind conditions is there-
fore required in such applications. Following on this direction,
this paper adopts an alternative approach that exploits the
use of a nonlinear disturbance observer [10]. The disturbance
observer is designed to provide the estimates of external wind,
which are then incorporated into the nominal path following
controller. This results in a composite controller for UAV path
following. Note that the wind disturbances are assumed to be
near constant in the analysis because only these components
cause a steady state error. However, the ability of estimating
the varying wind are also demonstrated in the simulation
section. In addition, the disturbance observer can provide
estimates of disturbances other than wind gust such as aircraft
trimming errors, which cause the system to behave differently
from the nominal model [11].

The composite controller comprising the disturbance ob-
server and the nonlinear guidance law is shown to be globally
asymptotically stable by using the control theory on cascaded
systems [12]. This suggests that the proposed control system
can guarantee the path following accuracy in spite of wind
disturbances. The performance of the proposed controller is
demonstrated in the simulations as well as in real flight
experiments using our newly developed flight test platform.
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Fig. 1. Frame configuration

II. PROBLEM FORMULATION

The problem considered in this paper is the accurate path
following for UAVs in the presence of wind. The objective of
path following is to guide the UAV to converge to a desired
geometric path described by some parameters, e.g. the path
length. When wind disturbances are introduced to the system,
necessary actions need to be taken to prevent their effects on
the path following performance.

The kinematics of a fixed-wing UAV can be described using
the following unicycle model under the assumptions that the
UAV is in level flight with a near constant air speed:

ẋ = va cos(ψ) + wx

ẏ = va sin(ψ) + wy

ψ̇ = ω

(1)

where (x, y) is the position of the UAV in the inertial frame I,
ψ is the UAV heading angle, va is the airspeed, (wx, wy) is
the velocity of the wind disturbance in x and y directions,
respectively, and ω is the heading rate. By constructing a
control input ω, the position output should be able to follow a
prescribed path Pc(s) = [ xc(s) yc(s) ]T , which is a spatial
curve and parameterised by its length s.

The path following function can be achieved by controlling
the UAV to follow a virtual target running along the target path
[3], [4]. To this end, it is natural to present the generalised
error between the UAV and the virtual target in a moving
frame attached to this virtual target. In the inertial frame I,
let Q be the UAV position and P denote the point on the path
Pc(s) to be followed, i.e. the virtual target. A Serret-Frenet
frame F can be established on the point P as shown in Fig.1,
where the signed curvilinear abscissa is the path length s.
Then, the UAV position Q can be expressed in the frame I
as a vector q = [ x y ]T and in the frame F as a vector
r = [ s1 y1 ]T . Note that r = q−p is also the error vector,
where p denotes the position vector of P in I.

To minimise the error vector r, its dynamics in frame F
need to be investigated. First, by defining the heading rate of
the desired path ψ̇c = ωc, we have the following relations:

ψ̇c = ωc = cc(s)ṡ

ċc(s) = gc(s)ṡ
(2)

where cc(s) and gc(s) = dcc(s)
ds are the path curvature and its

derivative, respectively. Next, the velocity of P in I can be
expressed in frame F , such that:(

dp

dt

)
F

=
[
ṡ 0

]T
(3)

For the position q of the UAV, its inertial velocity can be
expressed in a moving frame such that:(

dq

dt

)
I

=

(
dp

dt

)
I

+RI
F

(
dr

dt

)
F

+RI
F (ωc × r) (4)

where × denotes the vector cross-product and RI
F is the

rotation matrix from frame F to I. Left multiplying its inverse
RF
I on both side of (4) yields

RF
I

(
dq

dt

)
I

=

(
dp

dt

)
F

+

(
dr

dt

)
F

+ ωc × r (5)

Using the relations (
dq

dt

)
I

=
[
ẋ ẏ

]T
(
dr

dt

)
F

=
[
ṡ1 ẏ1

]T (6)

and the expansion of ωc × r, (5) can be rewritten as

RF
I

[
ẋ
ẏ

]
=

[
ṡ(1− cc(s)y1) + ṡ1

ẏ1 + cc(s)ṡs1

]
(7)

Solving (7) for ṡ1 and ẏ1 and combining (1) yields the
dynamics of the path following error in the frame F at the
kinematics level:

ṡ1 = −ṡ(1− ccy1) + va cos(ψe) + wfx

ẏ1 = −ccṡs1 + va sin(ψe) + wfy

ψ̇e = ω − ccṡ

(8)

where ψe = ψ − ψc is the heading error,

wfx = cosψcwx + sinψcwy

wfy = − sinψcwx + cosψcwy

(9)

are wind disturbances expressed in the frame F , respectively.
The designed path following controller needs to regulate this
system to eliminate the state error under the wind disturbances.

It is intuitive to work out that if the wind elements are
known, the aircraft can fly into wind with certain trim angle
so that the projection of forward speed normal to the track can
be used to cancel the wind effect. This basic idea provides the
guideline for the designing our path following controller.

III. DISTURBANCE OBSERVER BASED CONTROL

To obtain the estimates of wind disturbances, a nonlinear
disturbance observer is first designed. This information is then
incorporated into controller design. This design methodology
is known as the disturbance observer based control (DOBC)
[10].
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A. Disturbance observer design

The UAV kinematic model (1) can be cast into a compact
mode:

ẋ = f(x) + g1(x)u+ g2(x)d (10)

where state x = [ x y ψ ]T , control input u = ω and
disturbance d = [ wx wy ]T . The system functions f(x),
g1(x) and g2(x) are derived from (1), such that:

f(x) =

⎡⎣va sinψva cosψ
0

⎤⎦ , g1(x) =

⎡⎣00
1

⎤⎦ , g2(x) =

⎡⎣1 0
0 1
0 0

⎤⎦
(11)

A disturbance observer is adopted to estimate wx and wy

under the assumption that they are near constant, i.e. ẇx ≈ 0
and ẇy ≈ 0. The disturbance observer follows the standard
design [10]:

d̂ = z + p(x)

ż = −l(x)g2(x)z − l(x)(g2(x)p(x) + f(x) + g1(x)u)
(12)

where d̂ = [ ŵx ŵy ]T is the estimate of wind disturbance,
z is the internal state of the nonlinear observer, p(x) is a
nonlinear function to be designed, and l(x) is the nonlinear
observer gain given by

l(x) =
∂p(x)

∂x
(13)

The estimation error in the above observer is defined as
ed = d − d̂ = [ ex ey ]T . Under the assumption that
the disturbance is slowly varying compared to the observer
dynamics and by combining (12)-(13) and the system function
(10), it can be shown that the estimation error has the following
property:

ėd = ḋ− ˙̂
d = −ż − ∂p(x)

∂x
ẋ = −l(x)g2(x)ed (14)

Therefore, the observer design problem is converted to chose
an appropriate observer gain l(x) such that (14) is globally
exponentially stable regardless of state x.

In this paper, since the function g2 is a constant matrix, the
observer gain can be simply chosen as

l(x) =

[
lx 0 0
0 ly 0

]
(15)

where lx and ly are positive constants to be tuned. Corre-
spondingly, the nonlinear function p(x) can be calculated by
integrating l(x) with respect to x based on (13).

B. Control synthesis

After the wind estimates are obtained, the next step is to
design a path following controller that regulates the error
system (8) to its origin. According to the design guideline, the
UAV can fly into wind with a trimming angle ψ0 so that the
side component of the forward velocity neutralises the wind
component that drives the UAV away from the desired path.

Given that the wind estimates are available, the estimated
trimming angle can be written as ψ0̂ = − sin−1 ŵfy

va
. Further-

more, the error dynamics (8) can be reformulated to facilitate
the control design:

ṡ1 = −ṡ(1− ccy1) + va cos(ψŵ + ψ0̂) + ŵfx + efx

ẏ1 = −ccṡs1 + va sin(ψŵ + ψ0̂) + ŵfy + efy

ψ̇ŵ = ω − ccṡ− ψ̇0̂

(16)

where ψŵ = ψe − ψ0̂, ŵfx and ŵfy are calculated from (9)
after ŵx and ŵy are estimated in (12), such that ŵfx + efx =
wfx , ŵfy + efy = wfy . Carrying out the differentiation of ψ0̂

with respect to time gives:

ψ̇0̂ =
1√

v2a − ŵ2
fy

(cosψcŵx + sinψcŵy)︸ ︷︷ ︸
ŵfx

ccṡ+

1√
v2a − ŵ2

fy

(sinψclxex − cosψclyey)

(17)

where the relations ˙̂w∗ = ẇ∗ − ė∗ = −ė∗ and ė∗ = −l∗e∗ are
used while ‘∗’ denoting x and y. Moreover, one can define
ψ̇0̂ = ψ̇0̃ + eψ , where

ψ̇0̃ =
ŵfx√

v2a − ŵ2
fy

ccṡ (18)

and
eψ = ψ̇0̂ − ψ̇0̃ =

sinψclxex − cosψclyey√
v2a − ŵ2

fy

(19)

At this stage, the problem of path following in the presence
of wind can be solved by driving the states of system (16) to
zero. This objective can be embodied in the Lyapunov function
candidate:

V =
1

2
k1s

2
1 +

1

2
k1y

2
1 +

1

2
ψ2
ŵ (20)

Its derivative can be calculated by invoking (16)-(19) as:

V̇ =− k1s1(ṡ− vacosψe − ŵfx − efx)

+ k1y1(va sinψe + ŵfy + efy )

+ ψŵ(ω − ccṡ− ψ̇0̃ − eψ)

(21)

where k1 is a positive constant. In the observation of (21),
a nonlinear control law is proposed for path following in
conjunction with the disturbance observer (12):

ṡ = k2s1 + va cosψe + ŵfx

ω = −k3ψŵ − k1y1
va sinψe + ŵfy

ψŵ
+ cc(s)ṡ+ ψ̇0̃

(22)

where k2 and k3, together with k1 are positive parameters to
be tuned in the controller. It also can be shown that:

lim
ψŵ→0

va sinψe + ŵfy

ψŵ
= va cos(

ψe + ψ0̂

2
) (23)

The closed-loop stability under the composite controller
needs to be investigated. In the following, we will first show
the stability with no estimation error, and the stability with the
disturbance observer.
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Proposition 1: Given the estimation error ed = 0, i.e. the
exact wind knowledge is available, the time-varying system
(16) under the control of (22) is globally asymptotically stable.

Proof: Consider the Lyapunov function candidate (20).
Substituting (22) into its time derivative (21) and using the
assumption that ed = 0 gives:

V̇ = −k1k2s
2
1 − k3ψ

2
ŵ ≤ 0 (24)

Thus, V is non-increasing, and this implies the states s1, y1
and ψŵ are bounded and V converges to some limited value.
According to Barbalat’s Lemma, V̇ converges to zero since it
is uniformly continuous. From the observation of (24), s1 and
ψŵ asymptotically converge to zero.

Furthermore, by inserting the control law (22) into the
system (16), it can be found that

ψ̇ŵ = −k3ψŵ − k1y1
va sinψe + ŵfy

ψŵ
(25)

As ψŵ approaches zero, ψ̇ŵ also tends to zeros according to
Barbalat’s lemma. Because

va sinψe+ŵfy
ψŵ

�= 0, y1 is shown to
converge to zero.

However, in practice the exact wind information is un-
known, and its estimates are provided by the disturbance
observer. Although the estimation error converges to zero
regardless of the system states, the transit period still needs to
be investigated. Thus, the stability of the overall system needs
to take into account the observer dynamics. Such a system can
be considered as a cascaded time-varying system:

ẋ1 = f1(t,x1) + h(t,x1,x2)x2 (26a)

ẋ2 = f2(t,x2) (26b)

where x1 = [ s1 y1 ψŵ ]T and x2 = [ ex ey ]T .
The upper system corresponds to the system (16) and the
lower system is (14), where function f1 and f2 represent
the corresponding terms in these equations, respectively. The
function h(t,x1,x2) can be explicitly written as

h(t,x1,x2) =

⎡⎢⎣ cosψc sinψc

− sinψc cosψc
− sinψclx√

v2
a−ŵ2

fy

cosψcly√
v2
a−ŵ2

fy

⎤⎥⎦ (27)

This cascaded system can be examined by using the Theo-
rems in [12], from which the following lemma can be drawn:

Lemma 2: [12] Consider the cascaded system (26). As-
sume that the upper system is globally uniformly asymptoti-
cally stable with a Lyapunov function of the form V (t,x) =
k ‖x‖p, for all k > 0 and p > 1, whose derivative only needs
to be negative-semi-definite and the lower system is global
exponentially stable. If the function h(t,x1,x2) satisfies

‖h(t,x1,x2)‖ ≤ θ1(‖x2‖) + θ2(‖x2‖) ‖x1‖ (28)

where θ1 and θ2 are continuous, then the cascaded system is
globally uniformly asymptotically stable.

Theorem 3: Assume the wind disturbances are bounded and
smaller than the airspeed va > 0, the error dynamics (16) of

the path following problem is globally uniformly asymptot-
ically stable under the control of the composite control law
(22) and (12).

Proof: The proof follows the Lemma 2 to verify all the
assumptions in it. First, from Proposition 1, the upper system
is globally uniformly asymptotically stable and the Lyapunov
function (20) satisfies the related assumptions. Then, the lower
system is exponentially stable by choosing the observer gain
according to (15). At last, the function ‖h(t,x1,x2)‖ ≤ (2 +
l2x+l2y
va

)
1
2 from its definition.

IV. SIMULATIONS AND EXPERIMENTS

A. Simulation results

The proposed path following controller based on the distur-
bance observer was first verified in simulation. A comparison
test is presented here to compare it with the nominal controller
without wind correction and two PID-like controllers based
on the cross-track error [13] and the cross-track angle [14],
respectively. In this test, the desired path is composed of line
segments connecting four waypoints. The UAV was flying at
a low airspeed of 5m/s with the wind condition wx = 1.5m/s
and wy = 2m/s, and the yaw rate is saturated at 0.5rad/s.
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Fig. 2. Simulation Results

The simulation results are given in Fig.2. It can be seen that
the proposed controller outperforms the others in terms of the
path following accuracy, although the wind speed is 50% of
the airspeed. The nominal controller without wind correction
is able to follow the path but with steady state error due to the
wind. The first PID controller based on the cross-track error
can provide a competitive result but it suffers practical issues
because noisy feedback signals [13]. The second PID control
is based on the cross-track angle so that it aims at the next
waypoint and converges to the path slowly. Note that all the
controllers exhibit large converging errors at the lower right
corner. This is because that the UAV heading deviated towards
negative y direction before the corner and need to fly into wind
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towards negative x direction after the corner, so that a large
heading change is experienced during the turning.

B. Software-in-the-loop test

Before applying this new algorithm on the real UAV, more
realistic tests need to be carried out to further evaluate its
performance and minimise the risk in flight experiment. The
software-in-the-loop (SIL) test is therefore performed to bridge
up the gap between the numerical simulation and the practical
experiment.

The structure of the SIL used in this study is shown in Fig
3. The test environment comprises three main components,
namely the proposed algorithm to be tested, the Ardupilot code
for the inner-loop stabilisation and the UAV dynamic model
with a flight environment. The path following controller is
implemented in the Simulink environment so that it can be
easily debugged and tuned during the test. The Ardupilot is
a commercial-of-the-shelf autopilot for inner-loop control of
the UAV dynamics. It is also an open source project with the
onboard code available in C/C++. Hence, its function can be
simulated by recompiling its source code on a virtual machine
based on a standard PC. On the other hand, although it does
not belong to a flight control function to be designed, the
UAV dynamic model plays an important role in the SIL test,
since it needs to replicate the behaviour of the real aircraft in
a software environment. To this end, the X-Plane software
is adopted due to its ability to simulate realistic aircraft
models and flight environment like wind conditions. The
three components are connected and synchronised through the
TCP/IP network connection and the flight data are transferred
using a dedicated protocol.
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Fig. 3. Software-in-the-loop configuration

In the SIL simulation, an aircraft model with a similar
dimension and power of the test UAV, which has a high fidelity
of dynamics, was adopted in the X-Plane environment as the
plant. The control gains in Ardupilot were then tuned to pro-
vide stabilisation for this aircraft. To mimic wind disturbances

in reality, the weather condition in X-Plane was set up such
that the wind was 6m/s towards north with the variances of
±2m/s on the speed and ±20deg on the direction.
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Fig. 4. SIL simulation result

One of the simulation results is presented in Fig.4. The
UAV was required to follow a circle path at the airspeed
of 15m/s, where the first circle was flown by the nominal
control, then DOBC was switched on. It can be seen that
the nominal control exhibits steady state error, whereas the
proposed DOBC is able to provide accurate path following in
spite of the varying wind disturbances. In addition to evaluate
the performance of the proposed algorithm, the SIL simulation
also verifies the integration of the high-level algorithm and the
inner-loop autopilot control. This process helps to find out the
potential software faults and mitigates the risk of applying the
new algorithm on real UAV platform.

C. Flight experiment
After the proposed algorithm has been tested thoroughly

in simulations, it can be applied on the test UAV equipped
with the Ardupilot hardware. In the flight experiment the
proposed algorithm is located on a ground station and is
implemented in Simulink with a sampling rate of 30Hz. The
ground station is equipped with the ZigBee communication
module connecting to the Ardupilot, so that the real-time fight
data can be transferred back to ground station and control
commands can be sent to Ardupilot. The flight experiment
configuration is shown in Fig.5

Initial fight tests have been conducted with some promising
results. Flight test results of using the nominal control and
the DOBC are given in Fig.6 and 7, respectively, which are
collected from the same test flight. The wind conditions during
testing were southerly at approximately 5m/s, whose influence
can be observed from Fig.6. In the flight test the DOBC
was turned on after 100s, and its performance can be seen
from Fig.7 where the path following accuracy was massively
improved. However, there also shows oscillations on the path
when the UAV flew into wind. This is because the light
airframe and limited power of the test UAV and it can be
alleviated by further tuning the inner-loop controller in the
future flight test.
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Fig. 5. Flight experiment configuration
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Fig. 6. Flight experiment without DOBC

V. SUMMARY

This paper describes a disturbance observer based design of
a path following controller for small UAVs in the presence of
wind. The proposed controller incorporates the wind estimates
into the nominal path following controller in an intuitive way
such that the UAV flies into wind with a trimming angle
to cancel the wind component perpendicular to the path.
The formulated composite controller including the disturbance
observer is proven to be globally asymptotically stable in
the theoretical analysis. Its performance is evaluated in the
simulation against some other control strategies and is shown
to be effective. The SIL simulation is then carried out to
verify its function in a more realistic environment. The initial
flight experiment is also performed and some promising results
are obtained. Future work following the proposed approach
include the extension to 3-D case and the incorporation of
UAV’s lateral dynamics.
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Abstract - This paper introduces the design of a charge 
blended energy management control system for use within 
a plugin hybrid electric vehicle. The approach taken 
extends the local cost function optimization routine 
associated with an Equivalent Fuel Consumption Method 
(EFCM) in which the charge-sustaining penalty factor is 
calculated online from an integrated PI controller rather 
than being derived from a pre-calibrated lookup table. The 
performance of the controller for a hybrid vehicle exercised 
over a number of different drive-cycles is presented. The 
powertrain model used to design and evaluate the system is 
derived from data logged onboard a number of different 
electric vehicles under real-world driving conditions. 

Plugin Hybrid Electric Vehicle (PHEV), Energy 
Management, Equivalent Fuel Consumption Medthod 
(EFCM) , Controller Optimization 

I. INTRODUCTION 
Within the automotive and road transport sector, one of the 

main drivers for technological development and innovation is 
the need to reduce the vehicle’s fuel consumption and the 
emission of Carbon Dioxide (CO2) [1]. Legislative 
requirements are motivating manufacturers and subsystem 
suppliers to develop new and innovative electric vehicles (EV) 
and hybrid electric vehicles (HEV) concepts. In recent years, 
plug-in hybrids (PHEV) have also attracted considerable 
interest from both academia and industry. 

A PHEV will typical have two primary modes of operation, 
namely a charge depleting mode (CD) and a charge sustaining 
mode (CS). Within a CD mode the vehicle operates as a zero 
emissions vehicle and the battery is depleted until it reaches a 
lower threshold. Conversely within a CS mode, an internal 
combustion engine (ICE), or equivalent is used to maintain the 
battery state of charge (SoC) within the required range. For a 
given journey that exceeds the zero emissions range of the 
vehicle, a number of publications describe a PHEV operating 
initially in its CD mode until the battery has depleted and then 
transitioning to the CS mode until the vehicle has reached its 
destination. Research published in [2] advocates a third mode 
of operation, the charge blended (CB) mode in which both the 
ICE and the electrical subsystems are optimally used 
throughout the entire journey. Because the ICE is able to 

operate in its most efficient region for comparatively longer, 
simulation results presented in [2] demonstrate an overall 
reduction in CO2 for the journey.  

The aim of this paper is to design and evaluate a CB energy 
management strategy for a PHEV. The instantaneous power 
split between the electrical subsystems and the ICE is 
calculated using the established Equivalent Fuel Consumption 
Method (EFCM) of local cost function optimization. However, 
the ECFM is extended by means of integrating it with a 
Proportional plus Integral (PI) controller in order to obtain the 
required SoC trajectory for the high voltage (HV) battery 
throughout the trip. In order to benchmark the performance of 
this new approach, the resulting powertrain efficiency is 
compared against that achieved from both a conventional 
EFCM controller and a thermostat strategy  in which the ICE is 
only activate during the CS mode of vehicle operation. 

This paper is structured as follows; Section II describes the 
derivation of the PHEV plant model employed as the 
foundation of this study. Sections III and IV present the design 
of the different energy management control systems for the 
PHEV. Section V describes the method of comparison used to 
simulate and evaluate the different control systems. Section VI 
presents the Results and Discussion. Conclusions and Further 
work are discussed in Section VII. 

II. DEVLOPMENT OF THE PHEV POWERTRAIN MODEL  

A. Model Aims and Structure 
In order to support the evaluation of the different energy 

management techniques, a powertrain model for the PHEV is 
required of appropriate fidelity to facilitate vehicle simulations 
over the different drive-cycles. With simulation times in excess 
of 2000 seconds, a pseudo steady-state model is required in 
which the primary elements of the powertrain are represented 
by their non-linear efficiency characteristics. The powertrain 
model is designed to be an enhanced backward-facing model. 
Power calculations flow from the wheels to the main system 
components. However, forward-facing constraints are imposed 
to ensure that none of the component power ratings are 
invalidated. The simulation terminates if the required velocity 
trace cannot be met. 
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B. Data Source 
Parameterization of the electrical subsystems is based on 

the real-world vehicle usage data obtained from the Smart 
Move 2 Electric Vehicle Trail. As part of this program, 7 Smart 
Electric Drives (Smart EDs) were employed as the test 
vehicles. A full description of the vehicle trail is provided in 
[3] and will therefore not be repeated here. Over the course of 
4268 km of driving, values of battery current (ib), battery 
terminal voltage (vt), vehicle speed (v) and inverter current (im)  
were recorded from the vehicle’s Controller Area Network or 
CAN bus. As presented below, this data forms the basis for the 
derivation of the efficiency maps for both the electrical 
machine and HV battery. The remainder of this section 
describes the three main elements of the  PHEV powertrain 
model, namely the vehicle mass, the electrical architecture and 
the ICE.  

C. Vehicle Mass 
A vehicle coast down curve was experimentally obtained 

for the Smart ED. The coast down curve defines the resistive 
force (Fr) within the powertrain as a function of vehicle speed. 
The equation below defines the 3rd order polynomial best-fit 
approximation to the test data. The final term of 146.8 N 
represents the tire rolling resistance of the vehicle. The slope of 
the terrain (α) during the test was calculated using the 
measured height data obtained from the onboard GPS. 

  (1) 

The associated wheel power (Pw) for the vehicle is given 
below: 

                         
                            (2) 

The mass of the vehicle (Mv) was measured as 1036 kg.  

D. Electrical Architecure 
1) Electrical Machine Model and Efficiency 

The Smart ED employs a 50 kW brushless DC machine. 
For the PHEV model, the electric machine and the associated 
inverter have been considered as a single integrated system.  
Equation (3) was employed to calculate the efficiency of the 
electrical drive system : 

                                   
                                       (3) 

The values of vt and ib were recorded during the EV 
evaluation trail under a number of different driving conditions 
[3]. Fig.1 shows the mean efficiency for the electrical machine 
as a function of both shaft torque  and rotor velocity . 

2) Battery Model and Efficiency 

The Smart ED employs a 16.5kWh Lithium Ion battery, 
with a peak power rating of 30kW during discharge and 10kW 
for charge. A steady-state, equivalent circuit model is 
employed to represent the efficiency of the HV battery. This 
method is widely reported within the literature [4]. Fig.2 

presents the circuit, which comprises of a controlled open 
circuit voltage (voc) in series with a non-linear variable 
resistance (R). 

 

 
Fig. 1: Measured efficiency of the electrical drive system  

 
Fig. 2: Battery model 

The value of voc was estimated using the data recorded from 
[3]. The data was analyzed and the points in which ib is zero 
were noted. Under these conditions voc = vt . Fig.3 shows the 
results of this exercise and presents the estimated voc as a 
function of measured pack temperature and recorded SoC.  
From Figs. 2 and 3, it is possible to derive an expression for the 
efficiency of the HV battery : 

                                                                         (4) 

                        

        
 

Fig. 3: Estimated battery open circuit voltage 

Fr = 8×10−5( )v3 + 0.0241( )v2 + 0.1456( )v +146.8cos α( )

Pw = M v
dv
dt

+ Fr + sin α( )

ηe( )

ηe = Pw

vtib

τm( ) ωm( )

ηb( )

ηb = vocvib

vtib
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As reported in [5] above 20% SoC, the internal resistance 
of lithium cells is largely insensitive to variations in battery 
SoC. However, battery efficiency does varies considerably due 
to changes in ambient temperature. Fig. 4 presents the 
efficiency of the battery system as a function battery current 
and SoC. For the purpose of this study, battery pack 
temperature was assumed constant at 20 0C. 

E. The ICE Model and Efficiency 
When considering the design of an ICE model there are 

various levels of possible fidelity. As reported in [6], for a 
backward facing model in which the emphasis is on fuel 
economy estimation rather than transient load prediction, the 
ICE is often represented as a steady-state look-up table. This 
map defines the instantaneous mass flow rate of fuel and Best 
Specific Fuel Consumption (BSFC) line for the ICE. Fig. 5 
presents the engine BSFC map employed within this study. The 
map defines the steady-state performance for a 0.7 liter 
naturally aspirated 4 cylinder spark ignition engine with a 
maximum power of 46kW. The characteristics of this ICE are 
typical of the low power ICE variants often employed as a 
“range-extender” or Auxiliary Power Unit (APU) within a 
PHEV.  

 
Fig. 4: Estimated battery efficiency as a function of SoC 

F. Summary of Model Equations 
Given the non-linear parameterization data and efficiency 

characteristics given above, for the battery discharge 
conditions, equations (5)-(16) summaries the PHEV plant 
model employed within the control study discussed in the 
proceeding sections. 

Based on the input drive-cycle, the wheel power (Pw) can 
be calculated directly from (1) and (2). Taking into account the 
efficiency of the electrical drive system including the 
efficiency of the final drive, the  power on the HV bus can be 
calculated as follows: 

 

 

 
Fig. 5: Engine and Generator. 

(a) Brake Specific Fuel Consumption Map (b) Best Fuel 
Consumption Operation Line (c) Target for engine controller 

 

                                       
      PB = Pw

ηe

                                        (5) 

                                       ηe = f n τm,ωm( )                             (6) 

                                                                            (7) 

                                        
                                     (8) 

The term rw defines the rolling radius of the wheel. All 
other parameters are as previously defined. Given the power on 
the HV bus, the total battery power can be calculated as 
follows: 

                                                         (9) 

The term Paux defines an average auxiliary power demand 
for the vehicle and PICE the power contribution from the ICE. 
Given PBat, it is possible to calculate the required values of 
battery current (ib) and battery SoC: 

τm = Frrw

ωm = v
rw

PBat = PB + Paux + PICE
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                                (10) 

                                                             (11) 

                 
                     (12) 

                                 
                                     (13) 

                                                                 (14) 

where Q defines the manufacturers rated battery capacity, 
RBat  defines the equivalent value of battery internal resistance 
derived from Fig. 4, t represents simulation time and finally, 
SoCic the initial conditions for the battery SoC at the start of the 
simulation. All other parameters are as previously defined.  

The required power from the ICE is a function of the 
energy management strategy and will be discussed in the 
following Section. With respect to Fig. 5, given PICE, the 
instantaneous mass flow rate of fuel (g) and the total fuel 
consumed over the cycle (gtotal) can be calculated as shown 
below: 

                                                                    (15) 

                               
                                 (16) 

Numerical simulations and validation of the above model is 
provided in [5] and will therefore not be repeated again here.  

III. DESIGN OF A THERMOSTATE ENERGY MANAGEMENT 
STRATEGY 

When designing a thermostat energy management strategy, 
there is relatively little analytical work that can be undertaken. 
The lower and upper thresholds for the strategy are defined that 
determine when the ICE / APU is switched on to replenish 
battery SoC and turned off respectively. Additional rules are 
often added to the heuristic control system to prevent the APU 
from rapidly switching, thereby causing unwanted noise, 
vibration and harshness (NVH) or driveability concerns within 
the vehicle. For the purpose of this study a simple thermostat 
strategy is employed in which the upper and lower SoC 
thresholds are defined in addition to a hysteresis function to 
prevent excessive cycling of the APU.  

Within industry, much of the effort when integrating a 
thermostat approach relates to the calibration of the upper 
threshold. The significance of this parameter for achieving a 
low value of CO2 is discussed further in Section VI. Fig. 6 
presents the sensitivity for the final CO2 output of the PHEV 
over the New European Drive-Cycle (NEDC), for a lower 
threshold of 25% SoC to a range of different upper thresholds. 
Since there is an inherent coupling between the physical size of 
the energy storage medium, the useable SoC range and the 
characteristics of the journey profile (distance or kWh demand) 
the final CO2 is highly variable and non-deterministic. 

For the purpose of this study, two calibrations for the 
thermostat controller have been employed; the first relates to a 
strategy that has been optimized for use over the NEDC. The 
second, relates to a modified calibration that is optimized for 
each route under investigation. Fig. 6, shows the controller 
calibration options for a controller tuned specifically to achieve 
the best Tank to Wheel (TTW) emissions from the vehicle over 
the legislative, NEDC, drive-cycle. 

 
Fig. 6: Calibration of the thermostat controller (lower SoC 

threshold set to 25%) 

IV. DESIGN OF A  EFCM ENERGY MANAGEMENT STRATEGY 
The EFCM is a real-time, local optimization technique that  

was first proposed in [8] and has been subsequently refined and 
extended in a number of further publications, for example [7]. 
The technique has also been applied to a wide range of 
different HEV powertrain architectures, each employing 
different degrees of hybridization and subsystem technologies. 

A. Derivation of the EFCM Strategy 
The aim of this section is to present the structure, cost 

function and constraints associated with the proposed EFCM.  

The primary function of the energy management controller 
is to ascertain the optimized value of PICE. For a given value of 
PB, at each time-step, the strategy calculates the power 
demands to be sent to both the ICE and the electrical machine: 

                                     
                             (17) 

where β  represents the power split ratio. A controller 
sample rate of 100 ms was selected. Given this constraint, 100  
unique values of β  are computed for each iteration of the 
controller. The normalized values of β are calculated such that 
the following constraints are not invalidated: 

                        
               (18) 

 

The locally optimized value of β that provides the most 
efficient power split between the ICE and electrical machine is 

ib(t −1) =
PBat
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calculated at each time-step, by minimizing the following cost 
function (J): 

                          
                             (19) 

where g is calculated from (15), gequiv represents the 
equivalent fuel consumption of the energy sunk and sourced 
from the HV battery taking into account the battery efficiency 
presented in Fig. 4. Finally ζ defines the charge-sustaining 
penalty function: 

                                0 ≤ ζ ≤ ζmax                                       (20) 

In the majority of published research, ζ represents a static 
look-up table that is either a linear or sigmoidal function of 
SoC. For the purpose of this study, two approach’s to the 
definition of ζ have been investigated. The first is to define ζ  
as a linear function of SoC that weights the use of the electrical 
subsystems for progressively lower values of  SoC (similar 
approaches have been discussed in [7,9]). The second is to 
employ a  time varying  value of  ζ(t), in which the value is 
calculated from an outer PI control loop. Fig. 7 presents the 
structure of the integrated PI-EFCM control system.  

 

 
Fig. 7: Integrated PI–EFCM energy management approach  

In order for this technique to be successfully applied to a 
PHEV as part of a CB energy management strategy, the desired 
set-point trajectory of SoC across the trip (SoCref) must be 
known in advance.  

V. METHOD OF EVALUATION FOR CONTROL SYSTEM 
PERFORMANCE 

The aim of this Section is to introduce the method of 
control system evaluation employed within this study. Three 
drive-cycles have been used; the NEDC, the Artemis cycle and 
a real-world mixed urban-highway cycle that has ben logged as 
part of the evaluation of the Smart Move 2 trail. The  speed 
profile of this latter cycle is 29.83 km long, it has a top speed 
of 28 ms-1 and a number of start-stop events. Further 
information is presented in  [3]. For each drive-cycle, four sets 
of simulations have been undertaken and the CO2 output of the 
PHEV recorded for each study: 

Study 1: A thermostat controller with an SoC range 
optimized for each specific cycle under investigation. 

Study 2: A thermostat controller with an SoC range of 25 - 
34% (i.e.: tuned for the NEDC) used on each cycle. 

Study 3: A controller based on the EFCM in which the 
target SoC is fixed at 25% 

Study 4: A controller based on the EFCM and the target 
SoC is managed across the cycle to facilitate a CB strategy. 

In order to draw the final comparisons between a CB 
strategy and the different forms of a CD-CS strategy, the final 
energy content of the HV battery is equalized back to the initial 
SoC value. Using a value of CO2 equal to 594 gCO2 / kWh for 
the UK electrical grid mix, the total CO2 output of the 
powertrain can be calculated: 

                  
                 (21) 

VI. RESULTS AND DISCUSSUION 
Table 1 presents the CO2 output for each of the four studies 

introduced above. For each drive-cycle and control method, the 
Table shows the overall well-to-wheel (WTW) CO2 value. In 
addition, Table 1 also presents how this value is broken down 
into the corresponding TTW CO2 and the CO2 contribution 
from the electrical supply network. The final SoC of the HV 
battery is also shown for completeness.   

 Study 1 Study 2 Study 3 Study 4 

 Thermostat Thermostat 

(tuned 
controller) 

EFCM 

(CS-
Mode) 

EFCM 

(CB-Mode) 

NEDC 

WTW CO2km-1 143.47 143.47 143.95 141.87 

TTW CO2km-1 59.87 59.87 58.10 57.30 

Whkm-1 123.10 123.10 127.4 125.48 

Final SoC (%) 27.15 27.15 24.81 25.85 

ARTEMIS 

WTW CO2km-1 169.08 168.04 177.13 168.44 

TTW CO2km-1 52.97 48.27 54.76 47.32 

Whkm-1 179.84 188.41 189.87 189.96 

Final SoC (%) 28.75 25.65 25.12 25.09 

REAL-WORLD ROUTE 

WTW CO2km-1 123.37 122.36 122.25 121.71 

TTW CO2km-1 59.87 58.00 56.99 56.53 

Whkm-1 89.24 91.25 93.07 93.06 

Final SoC (%) 27.86 26.39 25.04 25.04 

Table 1: PHEV efficiency results for different energy 
management techniques 

For the real-world drive-cycle, Fig. 8 presents the 
simulation results from studies 2-4. The figure shows the 
vehicle speed profile, the instances in which the PHEV is 
operating as an EV or  when additional power is supplied from 
the ICE. From Table 1, given the variations in the TTW CO2 
values obtained, one of the main drawbacks of the thermostat 
approach are highlighted.  For a PHEV, final CO2 achieved for 
the trip or drive-cycle, is highly dependent on the nature of the 
journey (distance, level of driver demand), the physical size of 
the battery (kWh) and the upper turn-off threshold for the 
controller. The ideal calibration for the control system is one 
that ensures the battery at its lowest allowable SoC point at the 
end of the journey.  

J = MIN g + gequivζ( )

CO2 = CO2 ICE( )+CO2 grid − kwh( )
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Fig. 8: Drive-cycle results for the PHEV 

 
From Table 1, the primary conclusion that can be drawn is 

that the CB strategy, designed using an EFCM, consistently 
results in a PHEV powertrain system with the lowest WTW 
CO2km-1 values. For each cycle, this is true even when 
compared against a thermostat strategy that has been calibrated 
to optimize the performance of the vehicle over that cycle.  
Even though the differences presented here are marginal (in the 
order of 1-2%) two points should be noted. Firstly, this 
improvement is achieved simply by adopting a new control 
methodology. No change to the physical design of the vehicle 
has been assumed. The second point to note, is that if 
consideration is restricted to the TTW analysis, then the 
differential between the different control methods is 
considerably greater. The CO2 reduction possibilities are in the 
order of 4-10%. While the TTW comparisons do not take into 
account the residual energy content of the HV battery, this 
method of evaluation is inline with current EU fuel economy 
measurement processes for PHEVs [10]. Within Regulation 
101, two fuel economy metrics are cited, the CO2km-1 from the 
vehicle over the cycle and separately a Whkm-1

 is also 
published representing the energy required from the grid to 
replenish the battery. Currently within the UK only the former 
is employed when setting vehicle taxation levels and to 
alleviate congestion charges. 

The improvement in efficiency when comparing either a  
CS or CB control system using EFCM can be seen from Fig. 8. 
When a closed-loop CB control system is employed, the ICE is 
consistently used more to support the high power demands 
from the driver and hence more power is fed directly to the 
road wheels. With a CS strategy, in which the ICE is used only 
when the battery SoC has depleted to its lower threshold, the 
ICE is forced to operate for longer periods within it’s more 
inefficient low power regions.  

VII. CONCLUSIONS AND FURTHERWORK 
A PHEV powertrain model has been developed to support 

the design and optimization of a CB energy management 
control system. The electrical subsystems within the model 
have been calculated from data logged from a Smart ED 
vehicle under real-world usage conditions.  

The energy management technique extends a conventional 
EFCM controller by integrating it with a closed loop PI control 
system. The output of the PI controller is a time-varying charge 
sustaining penalty function that allows for a more robust 
control of the battery SoC, irrespective of the nature of the 
drive-cycle or the physical size of the battery.  

In order to implement this CB control system, it has been 
assumed that the control system knows the distance of the 
journey that the vehicle is traversing. This assumption is valid 
for a number of applications such as public transportation or 
vehicle fleet operation. In order to support the wider 
application of this control method, research is currently 
ongoing to investigate the accuracy of on-line estimation 
techniques in which the required SoC trajectory for a CB 
strategy across a trip can be calculated as a function of the 
different road types, traffic congestion levels and the differing 
energy demands from with the driver. 
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Modelling Channel Flow over Riblets: Calculating the Energy Amplification
Aditya Kasliwal, Stephen Duncan and Antonis Papachristodoulou

Abstract— Riblets have been considered as a passive method
for drag reduction. Riblets are structures on a surface that
run parallel to one another, which are aligned longitudinally
to the flow. It has been shown experimentally that when the
shape, spacing and height of the riblets are optimized, the drag
coefficient over the surface can be reduced by up to 10%.
These results have also been confirmed by direct numerical
simulation studies. Although the benefits of riblets have been
known since the early 1980’s, the mechanism of drag reduction
is still not fully understood. This paper examines the effect
of riblet structures on the amplification of background noise
within channel flow between two parallel plates (Poiseuille
flow), where riblets are present on the surface of one of
the plates. A linearized version of the Navier-Stokes equation
about the steady flow is developed and through a coordinate
transformation, the boundary conditions associated with the
riblets are transferred into the partial differential equations.
Previous work has used spectral methods to discretize these
equations, leading to a large-scale state space model, and the
energy amplification was calculated for the streamwise con-
stant component of the flow from the controllability gramian.
However, solving the associated Lyapunov equation can be
computationally prohibitive, which limits the density of the
discretized grid. This paper shows how the problem can be
transformed to decouple the system, so that the gramian can
be obtained by solving a set of smaller Lyapunov equations,
which has the potential to allow the energy amplification to be
calculated for systems with a dense discretization grid.

Index Terms— Fluid flow, drag reduction, Lyapunov equa-
tion, energy amplification, riblets

I. INTRODUCTION

One approach that has been considered in the past that
results in a significant reduction in the drag caused by a fluid
flowing past a body is the introduction of riblet structures on
the surface of the body [1], [2], [3]. Riblets are structures that
run parallel to one another, that are positioned longitudinally
to the flow and usually have a triangular cross-section in
the transverse direction. By contrast with approaches such
as suction/blow mechanisms, riblets can be regarded as a
passive drag reduction mechanism [4]. Previous research has
shown that riblet structures can be optimized to produce a
reduction in the drag coefficient of up to 10% [2]. It is
believed that the mechanism responsible for this level of drag
reduction is the interaction of the riblets with the structure
of the boundary layer, which leads to a reduction in drag,
despite the significant increase in the area of the modified
surface that is in contact with the flow compared to a
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smooth surface. This drag-reduction mechanism is observed
widely in nature, for example on shark skin and scallop
shells [5], [6]. Static riblet structures (often in the form of
films that cover the surface) have been used in a number
of fields and in the 1990’s tests on a scale model of an
Airbus A320 cruising at Mach 0.7 have shown reductions
in viscous drag of 4.85% [7], [8]. However, despite these
benefits, there has not as yet been a satisfactory explanation
for the mechanism of drag reduction using riblet structures.
Experimental and Computational Fluid Dynamics (CFD)
studies have suggested that riblets induce streamwise vortices
that sit within the riblets [9], [10], although recent work has
shown that riblets induce spanwise vortices close to the riblet
surface and it is these that change the drag over the surface
[11], [12].

The results presented here build on previous work [13],
[14] that combines ideas from control theory and aerody-
namics, by extending an existing direct numerical simulation
of the flow between two parallel plates (Poiseulle flow),
where riblets are present on the surface of one of the
plates. The model uses concepts from linear control theory to
determine the transient growth of background noise energy
amplification in the linearized Navier-Stokes equations [15],
[16]. We investigate how the transient growth in energy
alters with the introduction of riblet structures by using the
model to predict how the shape and positioning of the riblets
affect this transient energy growth. The model calculates
the amplification of background noise energy, together with
the drag on the surface of the plates, for a given riblet
geometry, by using a transformation of coordinates that will
‘passes’ the non-uniformity of the boundary associated with
the riblet structure on one of the walls, into the equations of
motion. Once this equation is obtained, a numerical model
is developed using a Chebyshev discretization approach in
the wall-normal direction and a Fourier representation in
the streamwise and spanwise directions and estimates of
the reduction in energy amplification are obtained as a
function of different geometries. Previous work [13], [14]
has modelled the flow at relatively low Reynolds numbers
due to the computational complexity of the problem, because
in order to find the energy amplification, it was necessary
to solve a high dimension Lyapunov equation, which is a
computationally intensive step. However, by exploiting the
inherent structure of the problem that is associated with the
Fourier representation in the spanwise direction, it is possible
to decompose the problem into a set of decoupled Lyapunov
equations of lower dimension. This has the potential to allow
the flow to be modelled at higher Reynolds numbers and
reduced riblet spacing that require denser discretization grids,
which is where the benefits of the riblets structures are
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observed. It will also allow comparison with experimental
results and with CFD simulations that have been reported in
the literature.

The paper is organized as follows. Section II develops the
equations describing the channel flow and uses a coordinate
transformation to convert the boundary conditions associated
with the riblet structures into a uniform domain. In Section
III, the equations describing the linearized flow about the
steady flow are derived. Section IV shows how Fourier meth-
ods can be used to create a large-scale, finite-dimensional
state space model and describes how the structure of the
model can be exploited to calculate the amplification of the
energy associated with background noise in a computation-
ally efficient manner. Section V gives the results for the
effect on the energy amplification of introducing riblets for
a specific flow regime and Section VI concludes the paper.

II. TRANSFORMING THE EQUATIONS OF MOTION

We consider channel flow between two stationary plates
with the geometry of the problem as shown in Fig. 1, where
x̃, ỹ and z̃ are the coordinates of the streamwise, wall-normal
and spanwise directions, respectively. The upper wall is a flat
plate, while the lower wall is a plate with riblets aligned with
the streamwise direction. The dimensions of the problem are
normalized, so that the upper boundary of the flow occurs at
the plate positioned at ỹ = 1, while the lower boundary is at

ỹ = −1 + f(z̃) (1)

where f(z̃) describes the “shape” of the riblets. The analysis
will be restricted to riblets that are aligned with the stream-
wise direction and are independent of x̃.
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Fig. 1. Three-dimensional view of computational domain showing riblet
structure on lower wall of channel. U(ỹ, z̃) denotes the direction of the
steady, streamwise flow.

The streamwise, wall-normal and span-wise components
of the flow in the coordinate system (x̃, ỹ, z̃) are denoted
by u(x̃, ỹ, z̃, t), v(x̃, ỹ, z̃, t) and w(x̃, ỹ, z̃, t) respectively,

and the non-dimensionalised Navier-Stokes equations in this
coordinate system are given by(

∂

∂t
+ u

∂

∂x̃
+ v

∂

∂ỹ
+ w

∂

∂z̃

)
u = −∂p

∂x̃
+

1

Re
Δ̃u

(2)(
∂

∂t
+ u

∂

∂x̃
+ v

∂

∂ỹ
+ w

∂

∂z̃

)
v = −∂p

∂ỹ
+

1

Re
Δ̃v

(3)(
∂

∂t
+ u

∂

∂x̃
+ v

∂

∂ỹ
+ w

∂

∂z̃

)
w = −∂p

∂z̃
+

1

Re
Δ̃w

(4)
∂u

∂x̃
+

∂v

∂ỹ
+

∂w

∂z̃
= 0 (5)

where p is the pressure, Re is the Reynolds number and

Δ̃ =
∂2

∂x̃2
+

∂2

∂ỹ2
+

∂2

∂z̃2
(6)

For the smooth wall at ỹ = 1, the boundary conditions are

u(x̃, 1, z̃) = v(x̃, 1, z̃) = w(x̃, 1, z̃) = 0 (7)

together with

∂v

∂ỹ

∣∣∣∣
ỹ=1

= 0 (8)

while for the riblet wall at ỹ = −1 + f(z̃), the boundary
conditions are

u(x̃,−1 + f(z̃), z̃) = v(x̃,−1 + f(z̃), z̃)

= w(x̃,−1 + f(z̃), z̃) = 0 (9)

with

∂v

∂n

∣∣∣∣
ỹ=−1+f(z̃)

= 0 (10)

where n is the normal to the surface of riblets.
We now apply a change of coordinates

x = x̃
y = F (ỹ, z̃)
z = z̃

(11)

where

y = F (ỹ, z̃) =
2ỹ − f(z̃)

2− f(z̃)
(12)

which has the effect of mapping ỹ ∈ [−1 + f(z̃), 1] to y ∈
[−1, 1].

The Navier-Stokes equations in the new coordinate system
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then become [14]
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∂y
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where
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∂x2
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∂ỹ
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∂y2
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∂
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III. LINEARIZED EQUATIONS

The steady state flow, (U, 0, 0), satisfies

U
∂U

∂x
= −∂P

∂x
+

1

Re
Δ̃U (18)

0 = −∂F

∂ỹ

∂P

∂y
(19)

0 = −∂P

∂z
− ∂F

∂z̃

∂P

∂y
(20)

∂U

∂x
= 0 (21)

Since we are restricting our attention to the case of straight
riblets aligned with the streamwise direction, so that f(ẑ)
does not depend upon x̂, then P = P (x) and U = U(y, z),
where U(y, z) is the solution of

Δ̃U = −2Re (22)

We now redefine the streamwise flow as u(x, y, z, t) +
U(y, z), where u(x, y, z, t) denotes the flow relative to the
solution of steady flow problem, U(y, z), and the pressure
as p(x, y, z, t) + P (x), where p(x, y, z, t) is the pressure
relative to P (x). Linearizing about this steady solution
and applying the change of coordinates, the Navier-Stokes

equations become(
∂

∂t
+ U

∂

∂x̃

)
u+ v

∂U

∂ỹ
+ w

∂U

∂z̃
= −∂p

∂x̃
+

1

Re
Δ̃u

(23)(
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∂x̃

)
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∂ỹ
+
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Re
Δ̃v

(24)(
∂

∂t
+ U

∂

∂x̃

)
w = −∂p

∂z̃
+

1

Re
Δ̃w

(25)
∂u

∂x̃
+

∂v

∂ỹ
+

∂w

∂z̃
= 0 (26)

Introducing

η =
∂u

∂z̃
− ∂w

∂x̃
(27)

and rearranging, we obtain(
∂

∂t
+ U

∂

∂x̃

)
η − ∂U

∂z̃

∂v

∂ỹ
+

∂U

∂ỹ

∂v

∂z̃
+ v

∂2U

∂ỹ∂z̃
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∂2U

∂z̃2

=
1

Re
Δ̃η (28)

The flow is now described by equations that depend upon v,
η and w. To eliminate w, define

η =
∂u

∂z̃
− ∂w

∂x̃
(29)

which leads to

w = −
(

∂2

∂z̃2
+

∂2

∂x̃2

)−1 (
∂η

∂x̃
+

∂2v

∂ỹ∂z̃

)
(30)

We now assume that the flow is streamwise constant, so
that v, η and w are independent of x̃, and ∂

∂x̃ = ∂
∂x = 0,

and following some lengthy manipulations (details are given
in [13], [14]), the linearized flow can be described by

∂

∂t
Δ̃v =

1

Re
Δ̃Δ̃v (31)

∂

∂t
η = C̃v +

1

Re
Δ̃η (32)

where

C̃ =
∂U

∂z̃

∂

∂ỹ
−∂U

∂ỹ

∂

∂z̃
− ∂2U

∂ỹ∂z̃
+

∂2U

∂z̃2

(
∂2

∂z̃2

)−1
∂2

∂ỹ∂z̃
(33)

IV. REPRESENTATION IN SPATIAL FOURIER DOMAIN

Using (17), the expression for Δ̃ and Δ̃Δ̃ can be expressed
in terms of the steady-state flow U and the partial differ-
entials of F (ỹ, z̃). In order to obtain expressions for these
operators, we require

y = F (ỹ, z̃) =
2ỹ − f(z̃)

2− f(z̃)
(34)

and because z̃ = z, then

ỹ = y +
f(z)

2
(1− y) (35)
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so that
∂F

∂ỹ
=

2

2− f(z)
(36)

∂F

∂z̃
=

(y − 1) f ′(z)
2− f(z)

(37)

where f ′(z) denotes the differential of f(z) with respect to z.
The higher partial derivatives of F (ỹ, z̃) can also be derived,
but the resulting expressions for the transformed operators
are rather cumbersome and are omitted from this paper. Full
details are given in [14].

The operator Δ̃ can be written as

Δ̃ = K1(y, z)
∂

∂y
+K2(y, z)

∂2

∂y∂z
+K3(y, z)
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∂y2
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(38)

with
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(39)

K2(y, z) = 2
∂F

∂z̃
(40)

K3(y, z) =

(
∂F

∂ỹ

)2

+

(
∂F

∂z̃

)2

(41)

The operators in (31) and (32) depend upon the steady state
profile U(y, z). Because the flow is taken to be periodic in
the z̃ direction with period 2π, and since z̃ = z then

U(y, z) = U(y, z + 2π) (42)

the spanwise component of the flow can be approximated
by a linear combination of Galerkin trial functions, einz for
n ∈ Z, so that

U(y, z) =
∞∑

n=−∞
Ûn(y)e

inz (43)

The riblet structure is also taken to be periodic in the z̃ (and
z) direction, so that f(z) can be expressed as

f(z) =
∞∑

n=−∞
f̂ne

inz (44)

However, assuming that there are an integer number of
riblets, P ∈ Z+, in the region z ∈ [0, 2π], then f̂n = 0
for all n �= mP , where m is an integer. When the spacing
between riblets is small, as is usually the case for flow with
high Reynolds numbers, then P is large, which means that
only coefficients f̂n for values of n that are multiples of P
are non-zero, and this sparsity is exploited in the solution of
the problem.

The expression in (36) and (37) can be simplified by
defining

g(z) =
1

2− f(z)
(45)

Expanding g(z) as a linear combination of powers of f(z)

g(z) =
1

2− f(z)
=

1

2

(
1 +

1

2
f(z) +

1

4
[f(z)]2 + . . .

)
(46)

then this is periodic and can be expressed as

g(z) =
∞∑

n=−∞
ĝne

inz (47)

where ĝn = 0 for all n �= mP . Since the expressions in (36)
and (37) and the higher derivatives are periodic, the terms
K1(y, z), K2(y, z) and K3(y, z) can also be expressed in
terms of Fourier series of the form

K1(y, z) =
∞∑

n=−∞
k̂(1)
n (y) einz (48)

K2(y, z) =

∞∑
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k̂(2)
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k̂(3)
n (y) einz (50)

Because both f̂n and ĝn are non zero when n is an exact
multiple of P , then this will also be true for the coefficients,
k̂
(1)
n , in these expansions.
Using these expansions in the flow equation (22) gives

∞∑
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)

+
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n=−∞

∂2Ûn(y)

∂z2
einz = −2Re (51)

Defining an inner product as

〈p(y, z)q(y, z)〉 =
∫ 2π

0

p(y, z) q(y, z)dz (52)

then taking the inner product of the expression in (51) with a
Galerkin trial function, ei$z and exploiting the orthogonality
of the trial functions with respect to z

2π

∞∑
m=−∞

k̂
(3)
$−m(y)

d2Ûm

dy2
+

[
k̂
(1)
$−m(y) + imk̂

(2)
$−m(y)

] dÛm

dy

−m2Ûm(y) = b$ for @ ∈ Z (53)

where

b$ =

{ −4πRe for @ = 0
0 for @ �= 0

(54)

If U(y, z) is approximated by its projection onto a finite
basis, then the summation is limited to 2M+1 terms, and (53
reduces to 2M+1 coupled second order, ordinary differential
equations. The values of Ûm(y) can be solved numerically at
the Chebyshev points on y ∈ [−1, 1] by stacking the values
of Ûm(y) at K sample points for each @ into a vector Û ∈
R

(2M+1)K , so that

Û =
[
Û−M . . . Û−1 Û0 Û1 . . . ÛM

]T
(55)
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where Ûm ∈ R
K are the samples of Um(y) at the K

Chebyshev points [17], [18]. The discretised version of the
coupled ODE’s in (53) take the form

EÛ = b (56)

where b ∈ C(2M+1)K contains the terms b$. The E ∈
C(2M+1)K×(2M+1)K consists of a series of blocks [E]$,m ∈
CK×K , that satisfy

[E]$,m = diag
{
k̂
(3)
$−m

}
D2

K + diag
{
k̂
(1)
$−m + im k̂

(2)
$−m

}
DK

− diag
{
m2

}
(57)

where DK ∈ R
K×K and D2

K ∈ R
K×K are the first and

second Chebyshev differentiation matrices respectively, and
k̂
(1)
$−m ∈ CK , k̂(2)

$−m ∈ CK , k̂(3)
$−m ∈ CK and k̂

(4)
$−m ∈ CK are

vectors obtained by sampling k̂
(1)
$−m(y), k̂

(2)
$−m(y) and k̂

(3)
$−m(y)

at the K Chebyshev points.
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Fig. 2. Structure of E matrix (a) before reordering and (b) after reordering

The key point is that because k̂
(1)
$−m(y), k̂

(2)
$−m(y) and

k̂
(3)
$−m(y) are only non zero when @−m is an exact multiple

of P , the E matrix has the structure shown in Figure 2(a),
where each of the individual blocks has dimension K by K.
By rearranging the order of the terms in Û, the structure
of the E matrix can be arranged into the block diagonal
form shown in Figure 2(b), which consists of P blocks,
each of dimension [2(M/P ) + 1]K by [2(M/P ) + 1]K.
This structure can be exploited to solve the overall problem
as a set of P individual sub-problems, which has two
advantages. Firstly, solving P smaller problems reduces the
computational load by a factor of P , and secondly, the
problem can be implemented as P sub-problems, which can
be solved separately.

Remark 1. For the case shown in the Figure 2, the first
block has dimension [2(M/P ) + 1]K by [2(M/P ) + 1]K,
but the subsequent blocks have dimension 2(M/P )K by
2(M/P )K. This is a consequence of using 2M +1 terms in
the finite Galerkin expansion in (43). To ensure that all blocks
are of equal size, it is necessary to restrict the expansion to
2M terms so that m ∈ {−M + 1, . . . ,−1, 0, 1, . . . ,M},
although this makes the indexing of the matrices more
complicated.

Remark 2. To solve the steady state problem, it is only
necessary to solve the sub-problem associated with the first
sub-block, because the elements of the b vector associated
with the other sub-problems are all zero. However, this will
not be the case when solving the full linearised problem.

The linearised equations for the flow in (31) and (32) can
be expressed in terms of Fourier series for

v(y, z, t) =

∞∑
n=−∞

v̂n(y, t)e
inz (58)

η(y, z, t) =
∞∑

n=−∞
η̂n(y, t)e

inz (59)

We discretize the problem using a Chebyshev grid in the
y direction, which reduces the differential operators in (31)
and (32) to matrices [19]. Because of the orthogonality of
the Galerkin approximation in the z direction, the problem is
reduced to a decoupled set of state space models of the form
(the procedure is the exactly the same as in the derivation of
(57) for the steady state solution, although the expressions
are cumbersome, so details are given in [20])

d

dt

[
v̂$

η̂$

]
=

[
L̂$
11 0

L̂$
21 L̂$

22

] [
v̂$

η̂$

]
(60)

where L̂$
11, L̂$

21 and L̂$
22 are the matrices obtained by

discretizing the operators for each Fourier coefficient. The
states are not functions of the streamwise position x as it is
assumed that the flow is streamwise constant.

The amplification of the energy at the output of the system
resulting from the addition of Gaussian white noise at each
sampling position in the Chebyshev grid can be found by
solving the Lyapunov equation to find the controllability
gramian, X̂$ of the (discretized) system associated with each
Fourier mode

Â$X̂$ + X̂$Â$ T + Q̂$ = 0 (61)

where A matrix is block diagonal

Â$ =

[
L̂$
11 0

L̂$
12 L̂$

22

]
(62)

and Q̂$ is the covariance matrix of the white noise, which
has the structure

Q̂$ =

[
Q̂$

11 0

0 Q̂$
22

]
(63)

where Q̂$
11 and Q̂$

22 are diagonal. The structure of the
problem can be exploited to break it into three separate
equations [15], each of which can be solved efficiently using
Cholesky factorizations [14].

The total amplification of the noise energy is given by the
trace of CX̂$CT, but the maximum amplification is given
by the mode associated with the largest eigenvalue of this
matrix, where C is the discretization of the output operators
that relate û$(y, t) and ŵ$(y, t) to v̂$(y, t) and η̂$(y, t). In
practice, it is more efficient to exploit the structure of the
problem by finding the largest singular value of CR, where
R is the Cholesky decomposition of X̂$ in (61). The mode
associated with the largest amplification is then given by the
corresponding singular vector [13].
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V. RESULTS

As an initial study, the effects of including a sinusoidal
riblet for the linearised flow at a Reynolds number Re =
4200 are investigated. The u(ỹ, z̃) component of the mode
associated with the maximum amplification when riblets with
peak to peak separation of 2π/8 and amplitude 0.15 are
introduced onto the lower wall in the channel flow is shown
in Fig. 3. It can be seen that in this component, the flow is
raised up above the riblets and the largest component of this
flow occurs in the upper half of the channel. This has the
effect of reducing the flow in the lower half of the channel,
which in turn, reduces the gradient of the shear stress at
the riblet wall. It should be emphasised that this models the
linearised flow; in practice, it is likely that the nonlinear
effects will have a more important role at this Reynolds
number.

z
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Contour Plot of u(y,z) Amp = 0.15; Re=4200
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Fig. 3. Contour plot of streamwise velocity u(ỹ, z̃) component of mode
associated with maximum amplification for the case with riblets on lower
wall.

VI. CONCLUSION

This paper has developed a linearized model of the channel
flow between two plates, where one of the plates has a riblet
structure. The boundary conditions associated with the riblets
are transferred into the partial differential equations describ-
ing the flow by applying a transformation of coordinates.
The number of components in the flow equations are reduced
by restricting attention to streamwise constant variations. By
expressing the model in terms of spatial Fourier components
in the spanwise direction, the structure of the resulting large-
scale, finite-dimensional state space model can be exploited,
allowing the amplification of noise energy to be obtained by
calculating the controllability gramian via a set of decoupled
Lyapunov equations. The model shows that for flow at
low Reynolds numbers, the inclusion of riblets reduces the
maximum amplification of the noise energy and it appears
that this reduction in energy amplification may be associated
with the presence of counter-rotating vortices at the peaks

of the riblet structures. Current work is using the model to
examine the effect of riblets on the energy amplification in
flows at a range of Reynolds numbers and for a range of
riblet amplitudes and separations.
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Abstract— this paper studies the key issue of fault tolerance for 
actively controlled railway wheelsets. It assesses failure modes in 
such systems, with a focus on actuator failures, and consequence 
of those hardware failures. It seeks to establish the necessary 
basis for control reconfiguration to ensure system stability and 
performance in the event of a faulty, without the need for 
hardware redundancies. A number of control schemes (with and 
without faults) are included in the study. Both analytical and 
simulation results are presented. 

Keywords-Railway; Wheelset; Active control; Stability; 
Actuator; Fault tolerance. 

I.  INTRODUCTION 
Conventional wheelset for the railway vehicle is composed of 
the two coned (or profiled) wheels rigidly fixed to a common 
axle to rotate at the same angular velocity. When an 
unconstraint wheelset rolling along the track it is displaced 
laterally due to track irregularities, the rolling radii therefore 
are different because of the profiles of these two wheelset. 
Consequently, different forward speeds obtained for each 
wheelset due to the difference rolling radii to provide a natural 
centering/curving action. However, an unconstrained wheelset 
also presents a problem of kinematic instability known as the 
“Kinematic Oscillation” or wheelset “hunting” [1,2]. 

Traditionally the wheelset is stabilized by using passive 
suspensions on conventional rail vehicle, but such additional 
stiffness affects the pure rolling action of the wheelset around 
the curve. It has been theoretically proven that to this design 
conflict between stability and curving performance can be 
solved by applying active control instead of conventional 
passive components within the primary suspension of railway 
vehicle [2].  

 Passive components in the primary suspensions can be 
designed in such a way not to fail in order to maintain the 
stability and steering performance of railway vehicle and they 
are generally accepted as “safe” in railway industry. However, 
any new technology must prove that it can cope with any 
failures to demonstrate that any component faults would not 

lead to the system failure such that passenger safety is not 
compromised under such conditions.  From a practical point of 
view, any active control scheme must be also able to maintain 
an effective operation of a rail system in order to meet the 
necessary standard of reliability [3]. Hardware redundancy 
technique may be used in the system to guarantee safety 
operation of such a system. Whilst it may be acceptable to 
apply the above technique in sensors due to their relatively 
low cost, it is far more difficult to justify the use of multiple 
actuators in a cost effective manner for redundancy or 
accommodate those within the limited space of railway bogie 
[3]. There are two main approaches for fault tolerant control 
systems. The first philosophy relies on the existing system 
redundancies to achieve acceptable performance in the event 
of component failures. In this type of systems, once the 
controllers designed, it will remain stable. It should be noted 
that the redundancies in such a system are usually in hardware 
forms. The second methodology takes a completely different 
approach to achieve fault tolerance. It involves such 
procedures as real-time fault detection, isolation, and control 
system reconfiguration.  The redundancy in such a system 
may be an analytical form [4] and help to minimize the use of 
the hardware redundancies in order to keep the overall cost 
down [5].  

The object of this study is to develop the fault tolerance 
approaches without using redundant actuators to provide 
stability across a range of operation conditions with different 
failure modes. It investigates the possibilities/feasibilities of 
re-configuring the controller based on the use of remaining 
actuator(s) in the system.  For this study, the paper will review 
first a number of different control methods for railway 
wheelsets in the normal condition to understand how control 
for stability and/or curving performance is achieved. A 
thorough assessment of failure modes and adverse effect of the 
faults on the system stability and performance is then carried 
out, followed by an investigation into control re-tuning/re-
configuration for fault tolerance. The paper is organized as 
following. The mathematical dynamic model of railway 
vehicle is presented in Section §. Consideration of basic 
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control scheme is given in section ¨. Section V demonstrates 
the different fail modes of railway vehicle with the actuator 
faults and re-configuration of the controller based on the 
remaining actuator Finally, conclusion and future work will be 
discussed. 

 

II. MATHEMATICAL MODEL OF THE RAIL WAY VEHICLE 
 

A railway vehicle mainly consists of a vehicle body and 
two bogie frames, and each bogie frame consists of a bogie 
frame and the two wheelsets. The wheelsets are connected to 
the bogie frame with springs and dampers in the longitudinal 
and lateral directions. For this study, only the plan-view 
dynamics of a half vehicle is used to analysis stability and 
steering performance of the vehicle, which is the accepted 
practice in railway industry [6]. Fig.1 gives a plan-view 
diagram of the half body vehicle model used for this study. 
The equations of motion for a railway vehicle when running 
along a track are mainly determined by the creep forces 
between wheel and rail contact patches.  In this paper, a linear 
model has been considered, which is justified as the active 
control tends to reduce the effect of non-linearity in the 
wheelsets [7].  The linear model of the motion contains seven 
degrees of freedom, i.e. the lateral and yaw motions for each 
wheelset and for the bogie frame, and a lateral displacement 
for the vehicle body defined by (1) to (7).  The model is 
therefore 14th order in total, and can be represented in the 
state space model by (8) [6]. 
 
 

 
The input vector u represents the control inputs to the 

wheelsets, and the vector μ is used to represent the inputs from 
the railway track, including the lateral displacement, cant, and 
curvature. The lateral track displacement is a random input, 
which represents track irregularities along the path track, 
whereas the track curvature and cant are the deterministic 
inputs [6]. More details of the vehicle parameters in the 
equations are provided in the Appendix A. 
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                             Figure 1: Plane-view of the vehicle  
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III. BASIC WHEELSET CONTROL SCHEMES 
The railway wheelset can be stabilized by using either 

passive suspension or through the use of active control. For 
active approaches, it is possible to achieve this by applying 
either a yaw torque or lateral force between the bogie and the 
wheelset, but the yaw control is preferred as it also tends to 
improve the ride quality experienced by passengers [8]. 
Therefore, this study only discusses approaches that apply 
control in the yaw direction to provide desired damping to 
stabilize the system. The review of the control strategies is to 
provide a background for the study of fault tolerant control 
issues and more detail of the controls can be found in the 
references provided [9,6,10]. The suspension/control schemes 
are considered in the study are: 

• Passive Suspension that uses conventional passive 
yaw stiffness in the primary suspensions.  

• Active Yaw Damping where the two wheelset of the 
bogie are controlled by applying a yaw torque proportional to 
the lateral velocity of the wheelset. 

• Sky-hook Yaw Stiffness where the control output of 
each actuator is set to be proportional to the absolute yaw 
motion of each wheelset 

• Optimal Control where the controllers for the two 
inputs (actuators) are designed with the use of full state 
feedback (from either direct measurements or through the use 
of an estimator). 

The track input used in the simulation, to study the control 
performance on curves for both active controllers and passive 
suspension, represents a curved track with radius of 1250m 
connected to straight track via a transition of 2sec. The curved 
track is canted inward by 6 degrees to reduce the lateral 
acceleration experienced by the passengers (a normal features 
of railway track). The vehicle speed of 50m/s is used – 
parameters of the vehicle are provided is Appendix A.  The 
simulation result in Fig.2 and Fig.3 clearly illustrates that 
active control can provide good curving performances to 
reduce the longitudinal and lateral creep forces, compared with 
passive suspension, when both leading and trailing actuator 
functioning normally.  
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                Figure 2: Passive Longitudinal/ Lateral creep forces  
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             Figure 3: Active control Longitudinal/ Lateral contact forces 

 
However, the active controllers are designed based on the 

assumption that both actuators function as expected and extra  
measures (possibly through the use of fault tolerance) will be 
needed in order to maintain the stability and if possible 
curving performance if one of the control channels fails to 
deliver. Therefore, it is essential to establish first a full 
understanding how the fault(s) affect the bogie dynamics in 
the system and then define what corrective actions can be 
taken [3]. 

 

IV. CONTROL ANLYSIS IN FAULT CONDITIONS 
In the normal condition with both actuators functioning, 

the bogie is designed to be stable. Fig.4 shows the minimum 
damping ratio of the wheelset modes with the different 
controllers where the stability is achieved across a wide range 
of speed with a critical speed of over 100m/s in the three of 
controllers except active yaw damper [3].  
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               Figure 4: Comparison of different control scheme 

 
However, this is expected to change dramatically, when 

one of the actuators fails. In this study, two failure modes are 
considered – one is fail-hard and the other fail-soft, 
representing an actuator jam and free-motion respectively.    
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The aim of fault tolerance for actively control system is to 
preserve stability conditions and maintain the current curving 
performance close to desired ones (or at least not worse than 
the passive system in the normal condition) in the presence of 
actuator faults. In this study, the full state feedback is 
considered as a start point and a control gain matrix is 
designed to control the remaining actuator in order to explore 
the fault tolerant control possibilities. 

 

A. Fail-Hard
In the fail hard mode, one of the actuators is assumed to be 

blocked and can be simulated as a spring with very high 
stiffness between the bogie frame and the axle. The bogie 
stability at different speed for the selected active control 
schemes are compared in Figs.5a and 5b, where the fail hard 
occurs in the leading and trailing wheelset respectively. In 
Figs.5a and 5b, the critical speed is reduced to 62m/s for the 
active sky-hook control scheme with the malfunction of the 
leading actuator and around 75m/s if the trailing actuator fails-
hard respectively. A fault in the trailing actuator would result in 
an even lower critical speed for all three active control schemes. 
However the fail-hard condition poses a more problem for the 
curving performance of the bogie.  

 
Figure 5: Stability of different control schemes with leading/trailing fault 

 

The simulation result in Fig.6 and Fig.7 indicate clearly that 
when fail hard occurs in the leading and trailing control input 
respectively, the original controller will not be able to provide 
the ‘right’ control effort as the contact creep forces at the both 
leading and trailing wheelset increase significantly on the 
curved track, delivering a poor steering condition. The 
objective of the fault tolerance in the fail-hard case is therefore 
is to try and minimize the adverse impact of the actuator failure 
on the curving performance. It can be seen that the curving 
performance is more under risk when fail-hard occurs for the 
leading actuator. The simulation results in Fig. 6 and 7 suggest 

that the contact forces with the original controller are even 
worse than that with the passive suspension (Fig.2). However, 
retuning of the control gains for the remaining actuator does  
seem to provide a solution to improve curving performance of 
the bogie in the event of fail-hard in the leading or trailing 
actuator as evidenced by results in Fig.8 and Fig.9 respectively.              
The simulation results in Fig.8 and 9 in comparison with Fig.6 
and 7 of the original controller indicate that the re-tuned 
optimal controller for the remaining actuator can reduce the 
contact forces and maintain curving performance close to that 
of the passive suspension. In this approach optimal controllers 
are tuned manually by choosing different values for weighting 
factor. Although the stability is guaranteed with the optimal 
control design, the re-design of the other active control 
schemes is less straight-forward and the research is ongoing to 
ensure such designs will meet both stability and performance 
requirements, e.g. by applying optimization technique to search 
for the best control structures and control gains.  
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Figure 6: Original controller optimal controller /Leading Fail Hard 
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Figure 7: original optimal controller/Trailing Fail Hard 
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            Figure 8: Retune manually optimal controller/ Leading fail Hard 
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Figure 9: Retune manually Optimal Controller/ Trailing Fail Hard 

 

B. Fail-Soft
The second type of the actuator malfunction is known as 

fail-soft, which is when one of the actuator is unconstraint 
from its control input. Control torque for the failed actuator in 
this scenario is zero and therefore not able to stabilize the 
kinematic mode of the wheelset. Figs.10a and 10b compares 
with the stability of the bogie with different active control 
schemes when one of the actuators fail-soft [3]. In Figs.10a 
and 10b, the critical speed is reduced to approximately 10m/s 
for all three active control schemes in the event of an actuator 
fault. Clearly, in the event of fail-soft condition the active 
controller would not able to stabilize the system and the 
operation speed of the system will have to be reduced very 
quickly to a very low level to avoid potentially dangerous 
situation if no other corrective actions are taken [3].        

Therefore, in this scenario, the priority of fault tolerance 
for the active control systems is to preserve stability control in 
the presence of actuator fail-soft, with the curving 
performance a secondary design issue. 
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Figure 10: Stability of the different controller with leading/trailing actuator     
 

In the event of fail-soft, the bogie stability is guaranteed if 
the number of control input is reduced from two actuators to 
one, and therefore more feedbacks are available for more 
sophisticated control design to provide desired control torque 
through the remaining actuator [3].  Fig.11 clearly reveals the 
bogie stability across a wide range of speed through re-
designing of the optimal controller with one control input.  It 
is also necessary to assess performance of redesign controller 
around the curve. Fig.12 gives the lateral and longitudinal 
contact forces at the wheel-rail contact points for the leading 
and trailing wheelset in the event of fail soft at the trailing 
actuator. The simulation result indicates clearly when the 
controller is re-designed with one control input (representing 
the remaining actuator), the perfect steering condition is 
achieved on the curved track, where the longitudinal contact 
forces at both leading and trailing wheelset are zero and the 
lateral contact forces of the two wheelsets are equal [13]. 
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V. CONCLUTION AND FUTURE WORK 
 

This paper has studied the fundamental fault tolerant 
control issues for actively controlled railway vehicles through 
analytical redundancy to guarantee controllability of the 
system in the event of actuator fault. A reconfiguration based 
strategy for managing both soft and hard faults has been 
investigated, focusing on solving instability and curving 
performance issues respectively. The design reconfiguration 
controller has been evaluated by their performance capability 
as evidenced in simulation results.  

Research is ongoing to develop optimization technique to 
search for the best control gain and control structure in the 
event of fail-hard in such a way that ensure both stability and 
curving performance.  However, there is clearly scope for 
extending the work other failure modes with different actuator 
configurations. 
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 APPENDIX A   
 

Vehicle symbol and parameter in the simulation  
Symbols Parameters 

vgww yyyy ,,,
21

Lateral diplacement of leading, trailing wheelset,   
bogie frame and vehicle body                  

gww ��� ,,
21

 
yaw diplacemet of leading, trailing  and bogie 
fram 

sV  Vehicle forward speed (50m/s) 
 

ww Im ,  
wheelset mass (1250 kg) and yaw inertia (700   
kgm2),   respectively 
 

vg II ,  
Half guage of wheelset(0.7 m), half spacing of   
axle(1.225 m) 
 

4,0r  wheel radius(0.45 m), and conicity (0.2) 
 

gg Im ,  
Bogie frame mass(6945 kg), and Yaw inertia   
(3153 kgm2) respectively. 
 

scsc CK ,  
Secondary Lateral and longitudinal  stiffness (511  
kNm-1), and  damping(37 kNsm-1) respectively. 
 

ss CK ,  
primary Lateral  stiffness (4750 kNm-1), and  
damping  (7705 N sm-1 ) respectively. 
 

vm  Half vehicle mass (15000kg) 
 

2211, ff  
Longitudinal and lateral creepage coefficient   
(10MN). 
 

21, RR  
Radius of the curved track at the leading and 
trailing  Wheeslet(1250 m). 
 

21
, cc ��  cant angle of the curved track at the leading 

and    trailing  wheelset (6°) 

21
, tt yy  Track lateral diplacement for leading and trailing 

wheelsets, respectively 

21
, ww ==  

 Controlled torque for leading and trailing weelset   
respectively. 
 

g  Gravity (9.8 m/s2)    
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Abstract— Thermocouples are the most widely used and most 
widely misunderstood temperature sensor in industry. This 
paper will begin with an introduction to thermocouples, how they 
work and the different types of thermocouple. The commonest 
and most misunderstood source of uncertainty, thermoelectric 
homogeneity, will be described. The paper will then discuss the 
concept of measurement traceability and new calibration 
methods that can give <1 YC uncertainty up to 1500 YC. The 
paper will conclude by describing some thermocouple 
innovations; a) industrial versions of pure thermoelement types 
(Pt/Pd) and b) self-validating “smart-sensors” which enable 
thermocouples to remain in calibration even when operating at 
extreme temperatures e.g. tungsten rhenium (W-Re) refractory 
metal types (e.g. type C) above 2200 YC. 

Keywords- energy efficiency, industrial process, process control, 
smart sensors, high temperatures, thermocouples, calibration, 
traceability, uncertainty 

I.  INTRODUCTION 
Thermocouples are used extensively in industry for process 

control. The reliable manufacture of, for example, iron and 
steel, glass, semiconductors, carbon and carbon composites, 
ceramics, refractory metals and nuclear fuel is dependent upon 
thermocouples. However thermocouples drift and degrade with 
use. If this drift can be ameliorated or reduced then the 
processes would run more optimally, so reducing energy 
consumption and improving product quality. New 
developments in thermocouples in particular, improved 
calibration, a new thermocouple type and  approaches to self-
validation at very high temperatures will lead to improved 
thermometry for more effective industrial production.  

Most thermocouples in common use are identified by a 
letter designation. Thermocouples for industrial process control 
at high temperatures fall broadly into three categories, 
dependent upon the wires used for the thermoelements. Below 
1300 YC base metal (nickel alloy) type K and increasingly, due 
to better stability, type N are used. Above those temperatures 
and up to about 1700 YC noble metal thermocouples (based on 
Pt and/or Pt/Rh alloys) are used; these are designated type S, R 
and B. Then finally, at still higher temperatures refractory 

metal thermocouples (based on alloys of tungsten (W) and 
Rhenium (Re)) are used up to approximately 2300 YC. 

The foundation of reliable temperature measurement is 
traceability to an internationally recognized temperature scale. 
This is currently the International Temperature Scale of 1990 
(ITS-90) [1]. All temperature measurement should be traceable 
to ITS-90 to ensure equivalence. This means that sensors 
should be calibrated to this temperature scale. In practice (and 
in particular) base metal thermocouples are manufactured to a 
specified tolerance and should, at least when new, give reliable 
temperature measurement. The wires or cables are batch tested 
before thermocouples are manufactured to ensure that they 
meet the required specification. Calibration is generally 
performed against reference thermometers in an isothermal 
calibration environment. The noble metal thermocouples, 
which are often the reference sensors, are calibrated against 
fixed points of known temperature. Recent innovations in the 
approach to thermocouple calibration, and in particular the 
advent of completely new fixed points, have meant that lower 
uncertainty and more reliable calibrations can be performed – 
at least to 1500 YC - for noble metal thermocouples. 

In addition, it is known that type S, R and B thermocouples 
drift due to the alloy nature of one or both of the 
thermoelements. The recently developed pure thermoelement 
robust thermocouple based on platinum and palladium wires 
(the Pt/Pd thermocouple) is not subject to this source of drift 
and can give considerably more reliable results than the 
traditional noble metal thermocouples to 1500 YC. 

At higher temperatures, and in particular above 1700 YC, 
refractory metal thermocouples (based on alloys of W and Re) 
are used for process control. However this type of 
thermocouple can experience significant drift in use leading to 
non-optimal control. Very recent work, particularly at NPL, 
has led to the development of self-validation where 
thermocouples such as these can be continually calibrated in 
process leading to a factor 10 or more improvement in their in-
use performance.  

Beginning with a short introduction to the temperature scale 
and the calibration of thermocouples this paper will describe 
how new high temperature fixed points (HTFPs) have 
improved thermocouple calibration to 1500 YC, how the 

637

UKACC International Conference on Control 2012 
Cardiff, UK, 3-5 September 2012 

978-1-4673-1560-9/12/$31.00 ©2012 Crown



 

 

innovation of robust Pt/Pd thermocouples opens up the 
possibility of better temperature sensing and control to that 
temperature and how the implementation of self-validation at 
very high temperatures will make a step change improvement 
in the practice of high temperature contact thermometry. 

II. THE INTERNATIONAL TEMPERATURE SCALE OF 1990 
(ITS-90) AND CALIBRATION 

A. The ITS-90 
The ITS-90 is the current temperature scale in use 

throughout the world, and all reliable temperature measurement 
is established through traceability to it. The ITS-90 ranges from 
0.65 K above absolute zero, or -272.50 YC, to the highest 
temperatures (>3000 YC) for practical thermometry. The 
purpose of the ITS-90 is to define procedures by which certain 
specified practical thermometers can be calibrated in such a 
way that the values of temperature obtained from them are 
precise and reproducible, while at the same time approximating 
the corresponding thermodynamic (ideal) values as closely as 
possible. The “specified practical thermometers” are platinum 
resistance thermometers (PRT) from about 13.8 K (-259.4 YC) 
to the freezing point of pure silver (961.78 ºC) and radiation 
thermometers at higher temperatures. These thermometers are 
calibrated against a series of fixed points which are generally 
either triple points (e.g. argon, mercury, water), freezing points 
(e.g. silver, zinc, tin, indium) and in one case (gallium) a 
melting point. These have defined temperatures, formally with 
zero uncertainties. Below the silver point a calibration 
essentially determines the resistance ratio of the PRT at a 
specified set of fixed points relative to the water triple point. At 
and above the silver point the ITS-90 is established by non-
contact thermometry using Planck’s law in ratio form. A 
blackbody of either Ag, Au or Cu is used to provide the 
foundation for the ITS-90 in that range. The interested reader 
should consult references [1, 2] for further information about 
the ITS-90. 

B. The calibration of thermocouples 
 Calibration as applied to temperature measurement can be 
defined as 'the set of operations which establish, under specified 
conditions, the relationship between values indicated by a 
thermometer and the corresponding known values of 
temperature' adapted from [3].  

 

There are two principal types of calibration: comparison 
calibration, and fixed-point calibration. In a comparison 
calibration, the environment may be a variable-temperature bath 
or furnace which can be controlled at the desired uniform 
temperature. The thermometers to be calibrated are inserted into 
the environment along with standard thermometers which are 
calibrated in terms of the ITS-90, and measurements are made 
in an appropriate sequence. In this way the readings of the 
thermometers under calibration are related to the temperature as 
determined by the standards. 
 

Fixed-point calibrations are generally more precise and 
demanding than comparison calibrations. Typically the fixed-
point temperature is given by the freezing points (except 
gallium where the melting point is used) of pure materials, 
whose temperatures are defined in the ITS-90 (see Section II.A 
above). Generally the metallic fixed-points are in a state of near-
equilibrium between the liquid and solid phases of a pure 
substance at a pressure of one standard atmosphere. The only 
exception to this is the mercury fixed-point where the triple 
point is realised. The freezing point technique requires heating 
the cell to about 5 to 10 YC above the melting temperature, 
insertion of a monitoring thermometer which indicates when the 
metal ingot is completely melted. The ingot is then slowly 
cooled while continuously logging the output of the monitoring 
thermometer. After an initial supercool the temperature rises to 
the freezing-point. The calibration measurements are made in 
the ensuing flat portion, or plateau, of the freezing curve, so 
giving the calibration of the thermometer at the freezing point. 
Typical fixed point materials used in the calibration of 
thermocouples are zinc (419.527 °C), aluminium (660.323 °C), 
silver (961.78 °C) and copper (1084.62 °C). 

A discussion of what thermocouples are and how they work 
is deferred until Section IV. 

III. HIGH TEMPERATURE FIXED POINTS, HTFPS 
For the purpose of clarity HTFPs are those that operate 

above the freezing point of Cu (1084.62 YC) and are based on 
various types of binary alloys of metal (or metal-carbide) and 
carbon [4, and references therein]. These are new fixed points, 
under development in the last 10 years, and as such they have 
not yet had formal temperatures assigned to them. Table 1 lists 
the reported fixed-points to date, with their nominal transition 
temperatures.  

The performance of HTFPs has been well characterised, 
particularly the repeatability and the reproducibility of their 
realised temperatures. A typical melt and freeze curve for a 
HTFP (Co-C) is given in Fig. 1.  

Repeatability is a measure of how repeatable the 
temperature of an individual HTFP is when realized in quasi-
identical conditions. That is, if a HTFP was melted in a furnace, 
then immediately frozen and melted again in the same furnace, 
repeatability is a measure of the agreement between the two 
melt temperatures. It is clear that individual HTFPs are highly 
repeatable, of the order of 0.02 YC even at the highest 
temperatures [4].  

Reproducibility is a more exacting criterion than 
repeatability. It is a measure of the agreement in the melting 
temperature of two samples of HTFP material, especially if 
manufactured by two different suppliers. Good reproducibility 
is attainable when impurities in the metal of the ingot are 
carefully controlled.  For example it has been shown that for 
Co-C, Pt-C and Re-C reproducibility of better than 0.1 YC can 
easily be achieved [5]. 
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TABLE 1: METAL-CARBON, METAL-CARBIDE-CARBON AND 
METAL-CARBIDE-CARBON PERITECTICS WITH NOMINAL 
TEMPERATURES [6] 

Eutectic Approximate
temperature / K 

Approximate
temperature/ ºC

Metal-carbon 

Fe-C 1426 1153 

Co-C 1597 1324 

Ni-C 1602 1329 

Pd-C 1765 1492 

Rh-C 1930 1657 

Pt-C 2011 1738 

Ru-C 2227 1954 

Ir-C 2565 2292 

Re-C 2747 2474 

Metal-carbide-carbon 

B4C-C 2659 2386 

ª(MoC)-C 2856 2583 

TiC-C 3032 2759 

ZrC-C 3155 2882 

HfC-C 3458 3185 

Metal-carbide-carbon peritectic  

Mn7C3-C 1604 1331 

Cr3C2-C 2099 1826 

WC-C 3022 2749 

 
Figure 1: Melting and freezing curve of an NPL Co-C point as measured 

by a Pt/Pd thermocouple. The x-axis is time in hours:minutes.. 

 

The main use of HTFPs to date has been comparing high 
temperature scales for radiation thermometry [e.g. 5] and the 
calibration of thermocouples to 1500 YC. NPL now has fully 
implemented ISO 17025 calibration of noble metal 
thermocouples using HTFP ingots of Co-C and Pd-C. The 
accredited uncertainty of noble metal thermocouple 
calibrations is 0.5 YC (k=2) at 1324 YC (the Co-C point) and 
0.7 YC (k=2) at 1492 YC (the Pd-C point). To obtain the lowest 
uncertainty calibration for industrial customers accredited 
laboratories are beginning to implement HTFPs within their 
calibration process as well [7]. 

IV. THERMOCOUPLES 
In this section we describe briefly what thermocouples are, 

how they work and the various types. The common and often 
largest source of uncertainty, that due to inhomogeneity is 
discussed. Then the pure thermoelement thermocouple based 
on Pt and Pd will be introduced and its superior performance 
described. 

A. Thermocouples what they are and how they work 
Thermocouples are made of two dissimilar wires joined 

together at the measurement junction. As the wires pass 
through a region where the temperature changes (i.e. where 
there is a temperature gradient) they generate an emf, or 
thermovoltage. This is the Seebeck effect, named after its 
discoverer, and its magnitude, typically about 10-40 «V/°C, 
depends on the Seebeck coefficients of the thermocouple wires 
and the temperature difference along the total length. The emf 
can be measured by connecting the wires to a voltmeter. 
However, it depends on the temperature at the cold end, so for 
the most accurate measurements the wires are connected to 
copper leads and placed in melting ice to form the ‘reference 
junction’, and the copper wires are then connected to the 
voltmeter.  Fig. 2 is a schematic circuit diagram of a 
thermocouple of wires a and b measuring temperature t1, with 
reference junctions connected to copper wires at temperature 
tref, generating an emf , E. 

It is important to remember that the emf is not generated at 
the measurement junction but in the region where the 
thermocouple experiences a temperature gradient. So for 
example when a thermocouple is being calibrated in a furnace 
most of the emf is generated in the region where the 
thermocouple emerges from the furnace, not in the isothermal 
part where the measuring junction is [8].  

This is such an important point it is worth discussing in 
detail. The emf generated at any point along the wire can be 
written as the product of the Seebeck coefficient, S(t) and the 
temperature gradient at that point dt. The total emf is found by 
adding the emfs S(t)dt generated at all points along the length, 
starting from the reference junction and continuing to the 
measuring junction. Mathematically this is expressed as 
integrating S(t)dt from tref to t1. As what is measured is the 
difference between the emfs generated in the two wires of the 
thermocouple, with different Seebeck coefficients Sa and Sb, 
the total emf, E, is the difference between two integrals (1):  
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In the simple case where the two Seebeck coefficients are 
independent of temperature, the equation reduces to (2) 

  � �� �refba ttSSE ��� 1                       (2) 

so the emf is just the product of the difference in the two 
Seebeck coefficients and the temperature difference between 
the ends of the wires. This does not mean that the emfs are 
generated at the junctions but, as we have emphasized, the two 
junction temperatures are just the start and finish of the 
integration, or summation of emfs in the circuit. 

Note that in the circuit of Fig. 2, the two copper wires, c, 
ideally produce equal and opposite emfs, so they do not 
contribute to the total result. Note also that, rather than use ice, 
these days an automatic electronic ice-point is often used. More 
commonly, however, the thermocouple wires are directly 
connected to instrumentation that has automatic ‘cold-junction 
compensation’.  

 
Figure 2: Schematic circuit diagram of a thermocouple being used to 

measure t1, from [9]. The letters a and b represent two different types of 
thermoelement, letter c represents the copper wires and tref the reference 
temperature – usually the ice point. 

 

Provided that the junctions are isothermal, i.e. that there are 
no temperature gradients near them, the way in which they are 
made is not important; they can be twisted, clamped, soldered 
or welded together. The important point is that they must be 
isothermal and sufficiently robust to keep the wires connected 
together thus completing the circuit.   

B. Types of thermocouples 
There are many types of thermocouple, and several are 

standardized and recognized by a letter designation. They also 
fall into three broad categories depending upon the metal the 
thermoelements are made from; these are base metal, noble (or 
precious) metal and refractory metal.  

In base metal types for relatively low temperature 
applications, designated type T, J and E, the thermoelements 
are made of copper or copper-nickel alloys. For example the 
type T has a positive thermoelement of pure Cu and a negative 
thermoelement made of copper alloyed with about 45% nickel. 
This thermocouple is known as the copper-constantan 
thermocouple. Base metal types for higher temperature 
applications, up to 1300 YC, are designated types K and N. 
Here the thermoelements are based on nickel alloys. The type 

N positive thermoelement is Nicrosil from an alloy of Ni, Cr 
and Si, the negative thermoelement is Nisil, made from an 
alloy of Ni, Si and Mg.  

Noble metal thermocouples (generally for high temperature 
applications) can be used continuously in oxidizing 
atmospheres up to about 1600 °C. They are designated types S, 
R and B and the thermoelements are based on pure platinum 
and varying proportions of Pt-Rh alloy. For example the type R 
thermocouple has a positive thermoelement of Pt alloyed with 
13%Rh and a negative thermoelement made of pure Pt. There 
is also the pure thermoelement thermocouple Pt/Pd (see 
Section IV:D below) which has superior performance to other 
the noble metal alloy types, in particular circumstances, but its 
top temperature is limited to 1500 YC. 

Refractory metal thermocouples are generally used above 
1300 YC where noble metal thermocouples are too expensive 
for the application, and above 1600 YC to approximately 
2300 YC where no other thermocouples are available for use. 
They are designated types C, G and D and the thermoelements 
are constructed from tungsten and/or various alloys of tungsten 
and rhenium. The most common refractory metal thermocouple, 
type C, is made from W5%Re (positive thermoelement) and 
W26%Re (negative thermoelement). 

Thermocouples are manufactured to different tolerance 
classes depending on how closely they match the specified emf. 
The best is tolerance class I ranging to tolerance class III for 
some thermocouples. More details can be found elsewhere [10] 
but for illustrative purposes a tolerance class I type R 
thermocouple has a tolerance value of ±1 YC in the temperature 
range 0 YC to +1100 YC. 

The purpose of this section was to give an introduction to 
the operation of thermocouples and the standard thermocouple 
types. More information can be found in classic texts such as 
Kinzie [8] or at [9, 10, 11]. The rest of this section will 
describe a common source of uncertainty, often the largest, and 
often not identified, the thermoelectric inhomogeneity and will 
conclude by describing the construction and performance of the 
non-letter designated Pt/Pd thermocouple. 

C. Uncertainty arising from thermoelectric inhomogeneity  
As discussed in Section IV:A the thermovoltage from a 

thermocouple is generated where it experiences temperature 
gradients. In industrial applications this means that the 
thermovoltage is usually generated when the thermocouple 
passes through a furnace wall to the outside environment.  

The manufacture of thermocouple wires is carefully 
controlled so that when new the wires are homogenous 
(uniform) in alloy and (particularly noble metal types) are 
generally annealed so that strain is removed. However in use 
several things happen to disturb the freshly constructed state. 
Examples are; non-uniform contamination of the wires from 
the external environment, movement of the alloying materials 
within the wires and crystal growth within the wires. These 
effects mean that after use the wires are no longer 
homogeneous in composition, and the effect of this is 
magnified when used at high temperatures. 
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The consequence of the wire being non-uniform in 
composition or crystal structure (or both) is that the Seebeck 
coefficient varies with position along the wire. This means that 
if the affected part of the thermocouple is where the 
temperature gradient is, the generated thermovoltage will be in 
error with a consequent error in the measured temperature. This 
effect can be quite severe, in base and refractory metal 
thermocouples, >10 YC errors are not uncommon.  

Finally the problem of inhomogeneity means that it is not 
appropriate to remove base metal thermocouples for re-
calibration. Unless the thermocouple experiences the same 
thermal environment as in use, a recalibration will fail to 
properly account for inhomogeneities. To effect a proper re-
calibration the thermocouple should be calibrated in-situ with a 
freshly calibrated thermocouple brought alongside in the same 
thermal environment. However it is usually more cost effective 
to replace the used thermocouple with a new one of the same 
type and tolerance classification according to a set maintenance 
schedule. 

D. Pt/Pd thermocouples 
A relative newcomer is a thermocouple based on 

thermoelements of pure platinum and palladium, the Pt/Pd 
thermocouple [12]. Although this has been around for some 
time it has not been widely used outside the laboratory 
environment because the measurement junction has up to now 
been made using a stress relieving coil of very fine platinum 
wire (typically 0.1-0.2 mm diameter) to accommodate the 
dissimilar thermal expansivities of the thermoelements. If this 
had not been allowed for, unacceptable strain would have been 
introduced into the thermocouple leading to a failure of the 
measurement junction. The introduction of the coil was gave 
access to the full performance of the thermocouple but its 
drawback was that it made the thermometer very fragile and 
unsuited to industrial applications. 

Recent innovations in design, without the stress-relieving 
coil, have been trialed and demonstrate similar performance to 
the original versions [e.g. 13]. This development opens up very 
interesting application possibilities for these sensors that were 
not possible previously. It can be envisaged that in the near 
term these robust thermocouple versions will act as scale 
transfer devices from National Measurement Institutes to 
accredited laboratories – but with lower uncertainties than are 
possible with current type S, R or B thermocouples. It can also 
be envisaged that they will be used as the high temperature 
scale comparison device of choice between NMIs to 1500 YC. 
In the longer term it is envisaged that use of Pt/Pd 
thermocouples in industry may well become widespread as the 
lower sensor cost and improved process control overcome 
industries’ inertia to change.  

To take full advantage of the performance of this 
thermocouple a means had to be found to calibrate it at the 
highest temperature of operation (about 1500 YC). Until HTFPs 
became available this was not possible because there were no 
fixed points that could be used, but, with the advent of fixed 
points of Co-C (1324 YC) and Pd-C (1492 YC) Pt/Pd 
thermocouples can now be calibrated with low uncertainties 

over their whole operating range, as described in the preceding 
section, with remarkably low uncertainties.   

A study of robust Pt/Pd thermocouples in an industrial 
laboratory environment showed that they exhibited no 
significant drift, compared to type R thermocouples, from their 
as-new calibrated state, even when experiencing over 300 
hours of high temperature exposure (to 1300 YC) [14].  

V. SELF VALIDATION OF THERMOCOUPLES AT 
VERY HIGH TEMPERATURES 

It is well known that thermocouples drift significantly at 
high temperatures. For example Fig. 3 shows the drift of a W-
Re thermocouple (type C) when exposed to temperatures near 
2000 YC over a number of hours [15]. There is a dramatic shift 
of about 90 YC in the first 5 hours but even after that large shift 
there is still an erratic output – e.g. the step upwards in output 
of about 20 YC at about 30 hours. 
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Figure 3. The emf of a new type C thermocouple as a function of time at 

temperature > 1950 °C.  An emf shift is about 90 °C after about only 5 h is 
clearly observable.  

This large and often undetected drift can be very 
detrimental to the control of an industrial process, particularly 
in terms of energy efficiency and product quality. The self-
validation of temperature sensors has been implemented at 
lower temperatures for a number of years [16], but this was not 
really possible at higher temperatures until the advent of 
HTFPs. Here we introduce the principles of self-validation and 
then how this is implemented in practice with W-Re 
thermocouples. 

A. The principle of self-validation 
Refractory metal thermocouples are the only practical 

contact temperature sensor above 1700 YC. However there are 
several problems with their implementation that currently 
limits their attainable uncertainty. When new the standard 
tolerance of such thermocouples is 1%, that is 20 YC at 2000 YC 
[17]. Removal for recalibration is not possible for two reasons. 
Firstly on use the thermoelements become very brittle: if the 
sensor was then removed it would almost certainly break. 
Secondly when used the W-Re thermocouple experiences 
strong inhomogeneity growth rendering, as described above, 
any calibration except in-situ calibration of little or no use. 
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It is clear that the W-Re thermocouple is beset with major 
performance limitations. One way to overcome all of these is to 
implement self-validation. That is to incorporate within the 
thermocouple a reference of known temperature. Then every 
time the sensor passes through the melting point of the 
temperature reference its thermovoltage is calibrated allowing 
the whole output of the thermocouple to be normalized. In this 
way the thermocouple performance is optimized even at the 
very highest temperatures. 

B. Application of self-validation to high temperature 
thermocouples 

 
Self-validation of high temperature thermocouples requires 

the application of high temperature stable references. The 
HTFPs described in earlier sections are ideal for this 
application. Miniature fixed points of Co-C, Pt-C, Ru-C and Ir-
C have been produced; these are shown in Fig. 4.  

 
Figure 4: Cross-sectional diagram of a mini HTFP ingot used in self-

validation studies of W-Re thermocouples [15]. 

These miniature HTFP ingots are then incorporated with 
the measurement junction of a metal-sheathed (usually 
tantalum) W-Re thermocouple (Fig. 5).  

 
Figure 5:  Incorporation of mini HTFP ingot with a metal sheathed 

tungsten rhenium (W-Re) thermocouple [15]. 

The test thermocouples are then placed in a furnace and 
raised in temperature to the melting point of the HTFP ingot. 
Each time the melting and freezing plateau was observed. For 
illustrative purposes see Fig. 6, but similar results have been 
obtained for all the HTFPs tested (up to the Ir-C point, 2292 YC) 
[18]. 

 
Figure 6: Typical Pt-C melt and freeze of the miniature HTFP (nominally 

1738 YC), measured with a type C thermocouple [18]. 

It is clear that this transition can be used to normalize the 
thermocouple output and so maintain optimum control of a 
process. It has been shown [15, 18] that by implementing self-
validation for type C thermocouples, instead of having to 
assign the manufacturing tolerance of 1% of temperature, the 
uncertainty could be about 2 YC – a potential factor of ten 
improvement in performance.  

It should be noted that type C thermocouples generally 
operate in a vacuum or inert environment so there are no 
compatibility issues with the HTFP graphite crucibles, which 
are also compatible with the thermocouple tantalum sheathes. 

In this section we have shown the possibility of improving 
high temperature thermometry in industry through proof of 
concept studies of self-validating W-Re thermocouples at high 
temperatures. However it is well known that there are a wide 
variety of unaddressed high temperature measurement 
problems in industry. Some of these are being tackled in a joint 
European Metrology Research Programme 1  (EMRP) project 
discussed briefly in the next section.  

VI. THE HITEMS PROJECT 
 HiTeMS, High Temperature Metrology for Industrial 

Applications, is a three-year, fifteen partner, research project 
part funded by the EMRP [19]. The objective of the research is 
to develop a suite of methods and techniques that will 
significantly improve the practice of industrial high 
temperature non-contact and contact thermometry, up to at 
least 2500 YC. Special emphasis is given to facilitating in-situ 
traceability, i.e. ensuring traceability to the International 
Temperature Scale of 1990 (ITS-90) directly within the 
industrial process. This is often lost when industrial 
thermometry is performed due to (for example) unknown 
sensor drift or (for radiation thermometers viewing through 
windows) unquantified transmission changes.  

The following outstanding problems with high temperature 
measurement will be addressed by this research:  

 Non-contact thermometry: 
                                                           

1 Information about the EMRP can be found at: 
http://www.euramet.org/index.php?id=publicity 
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• Emissivity and reflected radiation, with the target of 
achieving in-situ traceability 

• Corrections for varying window/path transmission, to 
approximately 2500 ºC 

• Real time traceable temperature measurement in laser 
materials processing 

Contact thermometry: 

• Lifetime assessment of base metal and drift 
measurements of base and noble metal thermocouples  

• Self-validation and demonstrated in-situ validation for 
temperature sensors to at least 2000 ºC 

• Facility for determination of reliable reference 
functions for high temperature non-standard thermocouples 
(demonstrated by determining a better reference function for 
the Ir-60%Rh/Ir thermocouple) 

HiTeMS started in September 2011 and will conclude in 
Aug 2014. It is anticipated that by the end of the project many 
of the common problems encountered in industrial high 
temperature thermometry will have been addressed. More 
information about the project can be found at the HiTeMS 
website [20]. 

VII. SUMMARY 
An introduction to the international temperature scale of 

1990 and temperature calibration has been given with special 
emphasis on traceability.  

New high temperature fixed points were introduced and 
their significance in improving high temperature measurement 
described. 

An overview of thermocouples has been given, how they 
work and their different types. This was followed by a 
description of inhomogeneity, the most common and least 
understood uncertainty, and the new thermocouple type based 
on pure thermoelements of Pt and Pd.  

The use of the principle of self-validation in making step 
change improvements in high temperature thermometry was 
outlined.  

Finally a brief description of the EMRP project HiTeMS 
was given and its chief objectives described. 

In summary the developments reported here show that a 
step change improvement in the practice of high temperature 
and in particular thermocouple thermometry is underway.  
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Abstract—In this paper, an integrated backstepping and sliding 
mode tracking control algorithm is developed for three-
dimensional tracking control of unmanned underwater vehicles 
(UUV). The proposed control strategy combines with a kinematic 
controller and dynamic controller together. The kinematic 
controller integrates a bio-inspired model with the basktepping 
method while the dynamic controller uses robust sliding mode 
control. Unlike the traditional backstepping method suffering 
from the speed jump problem, the application of bio-inspired 
model can generate smooth and continuous velocity signal even in 
the large initial errors. Therefore, a smooth control signal can be 
obtained by dynamic controller without thruster control 
saturation. The effectiveness and efficiency of the proposed 
control strategy are demonstrated through simulations and 
comparison studies. 

Keywords-Unmanned underwater vehicles, tracking control, 
backstepping, bio-inspired model. 

I.  INTRODUCTION  
Unmanned underwater vehicles (UUV) have been wildly used 
as a platform employed in risky missions such as 
oceanographic observations, bathymetric surveys, ocean 
floor analysis, military applications, recovery of lost 
man-made objects, etc [1]. This requires a more precise 
control behavior which has motivated an intensive 
research in the last decade. As a consequence, several 
different control approaches have been applied to the 
UUV motion control such as the adaptive control 
techniques [2-3], sliding-mode control [4-6], backstepping 
control algorithms [7-8], fuzzy-logic and neural network 
methods [9-12], etc.  

The underwater vehicle dynamics is strongly coupled and 
highly nonlinear. In order to deal with the uncertain nonlinear 
parts in the underwater vehicle’s dynamics, many researchers 
concentrated their interests on the applications of sliding mode 
control. Sliding mode method [4-5] is usually used for 
dynamic tracking control for the outstanding characteristic 
including insensitivity to parameter variations, and good 
rejection of disturbances. So sliding mode control is 
extraordinary suitable for robust tracking control of 
underwater vehicle. However, one major drawback of the 
sliding-mode approach is the high frequency of control action 
(chattering). To eliminate/reduce chattering, various methods 
have been proposed to reach a continuous robust control. For 
example, S. Serdar proposed a chattering-free sliding-mode 

control method with an adaptive estimate term [6]. 
The backstepping control algorithms [7-8] is the commonly 

used approach for tracking control. However, the disadvantage 
for backstepping method is quite obvious. The velocity control 
law is directly related to the state errors, so large velocities 
will be generated in big initial error condition and sharp speed 
jump occurs while sudden tracking error happens. It means 
that the required acceleration and forces/moments exceed their 
control constraint even infinite values at the velocity jump 
points, which is practically impossible. 

To resolve the impractical speed jump problem of large 
initial velocities resulted from the backstepping technique, 
some fuzzy control methods [9-10] and neural network control 
algorithms [11-12] are proposed. The fuzzy rules based 
tracking control approaches can solve the problem of large 
initial vehicle velocities, but it is very difficult to formulate the 
fuzzy rules, which are usually obtained by trial and error based 
human knowledge. As neural networks are characterized by 
flexibility and an aptitude for dealing with non-linear 
problems, they are envisaged to be beneficial when used on 
underwater vehicles. For examples, a neural network adaptive 
controller is proposed by Li [11] for autonomous diving 
control of an UUV using adaptive backstepping method when 
the smooth unknown dynamics of a vehicle is approximated 
by a neural network. Anyhow, the existing neural networks 
based tracking control algorithms for underwater vehicle 
require either on-line learning or off-line training procedures 
which could be computational complicated. 

This paper focuses on the problem of speed jump and the 
thruster control constraints for UUV, and the a 
kinematics/dynamics cascaded control system integrating 
backstepping technology and sliding mode control with bio-
inspired neural dynamics model (bio-inspired model) [13-14] 
is presented for three-dimensional (3D) tracking control of 
OUTLAND1000 UUV. Due to the shunting characteristics of 
bio-inspired model, the output of the bio-inspired model is 
bounded in a finite interval and smooth without any sharp 
jumps when inputs have sudden changes. In addition, the 
novel tracking controller proposed can meet on-line navigation 
of an UUV because no learning procedures are needed in the 
bio-inspired neural dynamics model.  

This paper is organized as follows: In the second section, 
the basic kinematics and dynamics of the UUV. In the third 
section, an integrating backstepping and sliding mode tracking 
control algorithm based on bio-inspired model is presented. In 
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the fourth section thruster configuration and force allocation 
for OUTLAND1000 UUV are introduced. To illustrate 
effectiveness and efficiency of the proposed method, 
simulation examples are given in the fifth section. Finally, 
some concluding remarks are made. 

II. BACKGROUND  
In this section, two coordinate systems for UUV control are 
first briefly presented. Then the kinematic and dynamic model 
of UUV is provided. Finally the tracking control problem is 
briefly stated. 

A. Kinematic model  
In a three-dimensional (3D) Cartesian workspace shown in 
Fig. 1, two coordinate frame systems are defined: the inertial 
frame system { }O XYZ−  and the body-fixed frame system 

0 0 0 0{ }O X Y Z− . The coordinate systems illustrated in Fig. 1 
obey the right-hand rule and the Z-axis points to the 
downward. 

0O

 
Fig. 1.  Coordinate systems 

The kinematic models are formulated as below. Let 
[ ]Tx y z φ θ ψ=η be the generalized coordinates 

representing the position ( , , )x y z  and the orientation 
( , , )φ θ ψ  with respect to the inertial frame and 

[ ]Tu v w p q r=q  be the translational velocities 
( , , )u v w  and the rotational velocities ( , , )p q r  with respect to 
the body frame attached at the vehicle. Then, the kinematic 
model relating the body-fixed frame to the inertial frame can 
be expressed in a compact vector form as follows[24]: 

( )J η=�η q                                 (1) 

where n nJ R ×∈ is the spatial transformation matrix between the 
inertial frame and the UUV’s body-fixed frame. 

B. Dynamic model  
The dynamic equation of UUV can be presented as a compact 
vector form [15]: 

( ) ( ) ( )+ + + =� η τMq C q q D q q g                 (2) 

where n nR ×∈M -inertia matrix including the added mass 
effects  n nR ×∈C -the matrix of Coriolis and centrifugal 
terms (including added mass caused by hydrodynamic effect)

 n nR ×∈D - the hydrodynamic damping matrix  nR∈g -

gravity and buoyancy forces; nR∈τ  is the control forces and 
moments acting on the UUV centre of mass.  

As mentioned earlier, the system dynamics are not exactly 
known. The system dynamics can be divided into two parts: 
estimated dynamics τ̂  and unknown dynamicsτ	 :  

ˆ= + 	τ τ τ                                    (3) 

where ˆ ˆ ˆˆ
∧

= + + +�τ Mq Cq Dq g , = + + +		 	� 		τ Mq Cq Dq g , ˆ ˆ ˆ, , ,
∧

M C D g  
are estimated terms, , , ,		 	 	M C D g are the unknown terms.  

In this paper, the mainly research focuses on the model of 
OUTLAND1000 UUV. The thruster configuration and force 
allocation of OUTLAND1000 UUV will be described in detail 
in section 4. It has only four degrees of freedom (DOF) 
( , , , )u v w r  to conduct motion control, 0p q= = . So the 
simplified dynamic model in this paper’s simulation is given 
as follows [16]: 

( )u u uu Xm X u mvr X u X u u τ− − − − =� �                  (4) 
( )v v vv Ym Y v mur Y v Y v v τ− − − − =� �                        (5) 
( )w w ww Zm Z w Z w Z w w τ− − − =� �                          (6) 
( )z r r rr NI N r muv mur N r N r r τ− + − − − =� �         (7) 

where , , ,u v w rX Y Z N� � � �  is the added mass effect, , , ,u v w rX Y Z N is 
the linear drag and , , ,uu vv ww rrX Y Z N is the quadratic drag. 

C. Tracking control problem   
The UUV is usually required to move at a low forward speed 
and a low rotational speed when it executes investigation tasks. 
This needs a precious tracking control. Consider that the 
UUV’s major movement is in four degrees of freedom (DOF): 
surge, sway, heave, yaw, so in this paper, only the four DOF 
tracking control problem is represented. The controller design 
problem can be described as follows. The desired state of 
UUV is defined as 

[ ]T
d d d d dx y z ψ=η                         (8) 

where [ ]T
d d d d dx y z ψ=η is the desired state of UUV in the 

inertial frame, ( , ,d d dx y z ) is coordinate of desired path in 

the inertial frame, dψ is the counter-clockwise rotation angle 
of UUV along the Z-axis. 

The desired forward and angular velocities can be deduced 
by  

2 2

cos sin
( sin ) cos

d d

d d d d d

d d d d d

d d d d
d d

d d

u x y
v x y

x y x y
r

w z

x y

ψ ψ
ψ ψ

ψ

= +
= − +

−
=

=

=
+

� �
� �

� �� �� ��
� �

�               (9) 

             
The actual state of UUV is represented by 

[ ]Tx y z ψ=η , [ ]Tu v w r=q . As the objective of 
the path tracking controllers is to make UUV follow the 
known path by controlling the velocity and angular velocities, 
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so the tracking error [ ]T
d x y ze e e eψ= − =η ηe converges 

to zero. Here e
 
is the tracking error in the inertial frame. A 

detailed model of tracking control problem is given in Fig. 2. 
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Z
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w
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Fig. 2. Tracking control problem 

III. CONTROL ALGORITHMS 
The basic control architecture of the system is illustrated in 
Fig. 3. The design of the hybrid control strategy consists of 
two parts: (1). an outer loop virtual velocity controller by 
using position and orientation state errors; (2). an inner loop 
sliding-mode controller by using velocity state vector.  

�ητ

 
Fig. 3.  The cascaded controller of UUV 

A. Virtual velocity controller  
Backstepping method for nonholonomic mobile robot has 
been designed a lot for velocity tracking [12-13]. But the UUV 
in this study is a holonomic system, so the backstepping 
control law for the mobile robot is not fit for this control 
system. For this reason, a new backstepping control law is 
designed for UUV and makes it possible to follow a given 
reference posture with stability.  

The virtual velocity controller based on the backstepping 
approach can be defined as: 

( cos sin ) ( cos sin )

( sin cos ) ( sin cos )
x y d dc

x y d dc
c

c d z z

c d

k e e u e v eu
k e e u e v ev

w w k e
r r k e

ψ ψ

ψ ψ

ψ ψ

ψ ψ
ψ ψ

+ + −� �� �
� �� � − + + +� �� �= = � �� � +� �� �
� �+� �� � � �

q  (10) 

where , ,zk k kψ are constant coefficients, [ ]T
d d d d du v w r=q is 

the desired velocity in the body-fixed frame, cos sind du e v eψ ψ−  , 
sin cosd du e v eψ ψ+ represents the desired velocity frame 

transformed to the actual velocity frame seen in Fig. 2. 

B. Bio-inspired velocity controller  
In-depth analysis of (10), the virtual speed can be found 
directly related to the tracking errors. In order to resolve the 
speed jump and control constraint problem, a bio-inspired 
model is added in the controller to design the virtual velocity. 

Bio-inspired neural dynamics model was first developed by 
Grossberg [17]. It can describe an on-line adaptive behavior of 
individuals. It was originally derived based on the membrane 
model proposed by Hodgkin and Huxley [18] for a patch of 
membrane using electrical elements. The dynamics of voltage 
across the membrane mV  can be described in the membrane 
model using state equation technique as 

( ) ( ) ( )m
m p m p Na m Na k m k

dV
C E V g E V g E V g

dt
= − + + − − +

     
(11) 

where mC is the membrane capacitance. The 
parameters kE , NaE  and pE are the Nernst potentials for 
potassium ions, sodium ions, and passive leak current in the 
membrane, respectively. kg , pg and Nag  are the conductance 
of potassium, sodium and the passive channels are functions 
of input signals that vary with time. 

To simplify the equation, a shunting equation is obtained as 
  ( ) ( ) ( ) ( )V AV B V S t D V S t+ −= − + − − +�

         (12) 

where V is the neural activity of the neuron. Parameters BA,  
and D are respectively the passive decay rate, the upper and 
lower bounds of the neural activity. The variables S + and 
S − represent the excitatory and inhibitory input, respectively. 
The shunting dynamic of an individual neuron can be modeled 
by this equation. The neutron dynamics are restricted to a 
bounded interval [ , ]D B−  and an automatic gain control. So 
we can infer the shunting equation to the following form 

( ) ( ) ( ) ( )i i i i i iV AV B V f e D V g e= − + − − +�        (13) 

where ( ) max( ,0)i if e e= , ( ) max( ,0)i ig e e= − , , ,A B D are 
positive constants. For a system with appropriate chosen 
inputs, various desirable functional properties such as 
competitive, short memory, upper bound and lower bound can 
be derived from the model. The systems output V is 
guaranteed to stay in a region ],[ BD−  for any excitatory and 
inhibitory inputs.  

So the proposed virtual velocity controller can be given as 

( cos sin ) ( cos sin )

( sin cos ) ( sin cos )
x y d dc

x y d dc
c

c d z z

c d

k V V u e v eu
k V V u e v ev

w w k V
r r k V

ψ ψ

ψ ψ

ψ ψ

ψ ψ
ψ ψ

+ + −� �� �
� �� � − + + +� �� �= = � �� � +� �� �
� �+� �� � � �

q  (14) 

where , ,zk k kψ  are the same parameters of (13). Due to the 
shunting characteristics of bio-inspired model, the output of 
the bio-inspired model is bounded in a finite interval and 
smooth without any sharp jumps when inputs have sudden 
changes. So the controller performance is significantly 
improved. 

C. The adaptive sliding-mode controller 
After the velocity controller generates the virtual velocity of 
the underwater vehicles, a sliding-mode controller is used to 
generate the control forces and moments [ ]T

X Y Z Nτ τ τ τ=τ . 
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Then the control inputs τ  will be applied to the UUV dynamic 
model to produce the actual velocity in surge, sway, heave and 
yaw ( [ ]Tu v w r=q ) in the body-fixed frame respectively. 
So it will be easy to get the actual underwater vehicle's states 
( [ ]Tx y z ψ=η ) in the inertial frame by J=�η q .   

As a rule, sliding-mode control can be divided into two 
parts. First, define a sliding manifold s . Second, find a control 
law to move toward the sliding manifold. The sliding manifold 
is defined as[8]  

22c c ce e e= + Λ + Λ ��s                      (15) 

where c c= −e q q is the velocity error between the virtual 
velocity and the actual velocity, Λ  represents a strictly 
positive constant, s  is a 4 1×  vector. Derivation of (15), then 

2 22 2 ( )c c c c c c= + Λ + Λ = + Λ − + Λ� �� � �� � �s e e e e q q e      (16) 

When the system is operating on the sliding surface, (11) 
equals zero, i.e.  

2 22 2 ( ) 0c c c c c c= + Λ + Λ = + Λ − + Λ =� �� � �� � �s e e e e q q e      (17) 
Substituting (2) into (17), then 

1 22 ( ( )) 0c c
−+ Λ − − − − + Λ =�� � τe q M Cq Dq g e      (18)

 So the equivalent control law can be concluded as  

ˆ ˆ ˆ( )
2 2

c
eq c

∧ Λ= + + + + +
Λ
���τ c
e

M q e Cq Dq g           (19) 

where ˆ ˆ ˆ, , ,
∧

M C D g are estimated terms. Considering the 
difficulty of computing c��e  in (19), a feedback control input of 
acceleration error is introduced 

c ck= −�� �e e                                 (20) 

where k  is a constant scalar representing the strictly positive 
constant that determines the rate of acceleration error. 
The conventional sliding-mode can be designed as 

sgn( )eq k= +τ τ s                           (21) 

To eliminate chattering problem caused by the discontinuous 
term, an adaptive term [8] is added in the control law to 
replace the switching term  

ˆ
( )

2ad est K= + +
Λ

	τ τ C s                      (22) 

where est	τ  is an adaptive term that estimates the lumped 
uncertainty vector defined in (3), K is also a constant scalar 
representing the strictly positive constant related to the 
convergence rate of the controller. The estimation of the 
lumped uncertainty vector is proposed to follow: 

est = Γ�	τ s                                    (23) 

where Γ  represent the strictly positive constant that 
determines the rate of adaption.  

The total control law can be defined as 
ˆ

( )
2eq ad eq est
CK= + = + + +
Λ

	τ τ τ τ τ s             (24) 

IV. FORMULATION OF THE CONTROL ALLOCATION 
PROBLEM 

The OUTLAND1000 is used to demonstrate the performance 
of the proposed bio-inspired cascaded tracking control 
approach. It has four fixed direction thrusters; three horizontal 
thrusters denoted as , [1,3]iHT i ∈ , and one vertical thruster 
denoted as 1VT . The OUTLAND1000 and the thruster’s 
configuration enables direct control of surge, yaw and heave, 
as indicated in Fig. 4, 5. 

   In this paper the four degree motion control is discussed. 
Each thruster exerts thrust (force) F and torque Q. The 
position vector [ ]i i i T

x y zr r r=i r determines the position of 
the point of attack of the force F. The orientation of the 
thruster is defined by the unit vector [ ]i i i T

x y ze e e=ie . 
The force F also generates the moment Q =r×F. The vector 
of forces and moments can be written as [19]: 

2 2 2
1 2, ,i i i i i i i iF k n ku n k u Q r ku= = = = × , 1,2,3,4i =        (25) 

where 2
1 2k kλ =  is the thruster motor control parameter, iu  is 

the control voltage of ith  thruster, in  is the rotational speed 
of ith  thruster. 

    

x

y

 
Fig. 4 OUTLAND1000                Fig. 5 Configuration of the thrusters 

 
The total vector of propulsion forces and moments �  in the 
horizontal plane are considered: 
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λ λ λτ

� �� � � �
� �� � � �
� �� � � �= = = ⋅� �� � � �
� �� � � �− − � �� �� � � �� � � �

   (26) 

where � are represented as the motions of surge, sway, heave 
and yaw respectively, and / 2 13.3aλ λ= , ( 21) 7b λ λ− =  
(from Fig. 5), Each component of the control vector is limited 
by constraint:  

,m i m m i mu u u n n n− ≤ ≤ − ≤ ≤ , 1, 2,3,4i =          (27) 

where mu  is the thruster maximum control variable, mn  is the 
thruster maximum rotational speed . From (25) and (26): 

2 22 2 2 /Xm m m Ym mF u uτ λ λ τ= = 6 =                       (28) 
2 2/Ym m m Ym mF u uτ λ λ τ= = 6 =                              (29) 
2 2/Zm m m Ym mF u uτ λ λ τ= = 6 =                              (30) 

2 2 2 2/ 2 ( 21) 20.3 20.3 /Nm m m m Nm ma u b u u uτ λ λ λ λ τ= + − = 6 =  (31) 
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Finally, the general constrained control allocation problem for 
the OUTLAND1000 can be formulated as: For given 
normalized τ , find u feasibility such that  

B uτ = ⋅                                  (32) 

where 31 2 41 [ ] 1T

m m m m

uu u uu
u u u u

− ≤ = ≤ , 1 1τ− ≤ ≤ , 

[ ]TNX Y Z

Xm Ym Zm Nm

ττ τ ττ
τ τ τ τ

= , 

1/ 2 1/ 2 0 0
0 0 1 0
0 0 0 1

0.655 0.655 0.345 0

B

� �
� �
� �=
� �
� �−� �� �

. 

V. SIMULATION 
In this paper, the two methods were simulated for tracking 
control problem: the proposed backstepping method and the 
bio-inspired method. The backstepping method given in (10) 
was used as a case study to illustrate the performance of the 
proposed control strategies. From the simulation results, the 
proposed controller can reach a robust control while the speed 
jump and thruster saturation problem can be solved 
successfully. 

The hydrodynamic parameter of OUTLAND1000 UUV is 
given in Table I by estimation through the comparison of the 
similar UUV model [16]. To reflect uncertainties of the 
vehicle dynamics, 20% model inaccuracies were incorporated 
into the controller’s dynamic model. It means that in the 
following simulations, the parameters in Table I will be set as 
the actual value, while the estimated value is 80% of the actual 
value. The parameter setting of the cascaded controller is 
shown in Table II. 

Table I.   Hydrodynamic Parameters of OUTLAND1000 UUV 

34uX =�  =6uX  18uuX =  

75vY =�  10vY =  4vvY =  

33wZ =�  7wZ =  4wwZ =  

62rN =�  14rN =  14rN =  

A typical case to track a spiral line is studied. The UUV 
starts at Posture (0, 0, 1, 0), while the desired initial robot 
posture is (0, -2, 0, 0). Thus the initial posture error is (0, -2, -
1, 0). Time varies from 0 to 20s. The desired state of UUV 
is ( ) 2sin(0.5 )dx t t= , ( ) 2cos(0.5 )dy t t= − , ( ) 0.1dz t t= ,

( ) 0.5d t tψ = . The parameter setting of the hybrid controller is 
shown in Table II. 

Table II.     Controller Parameters 

ck  Γ  K Λ  k  
zk  kψ

 A B D 

10 5 100 3 2 2 5 2 1 1 

Fig. 6 ~ Fig. 8 shows the simulation results of the spiral 
line tracking. The red solid lines indicate the basktepping 
method results, and the blue solid lines are the bio-inspired 
method results. Fig. 6 gives the desired trajectory and tracking 
control results of backstepping method and bio-inspired 
method on the same condition. Fig. 7 shows the virtual 

velocity cq  by the backstepping method and bio-inspired 
method. The normalized thruster control variable u  of 
trajectory tracking is shown in Fig. 8. Table III is the 
maximum normalized control variable of each thruster. 

In the simulation results of trajectory tracking in Fig. 6, it 
seems that for both two methods, the UUV can drive to reach 
and stay on the trajectory in quick response. In Fig. 7, for the 
virtual velocity controller based on the backstepping approach 
(non-biological inspired), this virtual velocity cq  occurs the 
sharp speed jumps when tracking errors change suddenly at 
initial time. For example the virtual sway speed of the 
backstepping method jumps to -4m/s, but the bio-inspired 
method is limited in the range of -0.5m/s~0 m/s in Fig. 7.  

-2

-1

0

1

2

-2

-1

0

1

2
0

0.5

1

1.5

2

x(m)
y(m)

z(
m

)
start point

finish point

backstepping method

bio-inspired method

 
Fig. 6.  Systems trajectories using bio-inspired model and the backstepping 

method 
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Fig. 7.  Virtual velocity using bio-inspired model (dotted line) and the 

backstepping method (solid line) 

In order to catch up the virtual velocities, the UUV 
accelerates both linear and angular velocities. So the UUV 
needs to generate quite large forces/moments to track the 
virtual velocity cq . It means that the required acceleration and 
forces/moments may exceed their control constraint values at 
the velocity jump points. In order to achieve such large speed, 
it can be seen that the maximum normalized thruster control 
variable of 3u  is -5.6880 and the other maximum normalized 
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thruster control variable are also greater than the limitation 
output ( 1 1− ≤ ≤u ) which is practically impossible. In 
addition, the control variable needs more time to adjust the 
overshoot process. By contrast, for the bio-inspired tracking 
control method, no any control value exceeds their maximum 
control values, and all control forces limited in the thruster 
control saturation point. This proves the efficiency of the 
proposed cascaded tracking method. 

Table III.    Maximum normalized thruster control variable 

Algorithm 
1u

 
2u

 
3u

 
4u

 

Backstepping method 2.4953 -1.8335 -5.6880 -2.3782 

Bio-inspired method 0.9055 -0.6122 -0.5290 -0.4728 
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Fig. 8.  Thruster forces using bio-inspired model (dotted line) and the 

backstepping method (solid line) 

VI. CONCLUSION 
Background information about tracking control of unmanned 
underwater vehicles is firstly established in the paper. Then an 
integrated backstepping and sliding mode tracking control 
algorithm is proposed for three-dimensional tracking control 
problem. In the control system, there exist two closed loop 
systems: inner loop ensures the velocity tracking and the outer 
loop ensures the position and orientation tracking. In the 
traditional backstepping method, it always suffers from the 
sharp speed jump problem which will cause thruster 
saturation. Because of the smooth and bounded response 
properties, the proposed velocity controller uses the bio-
inspired model to eliminate or inhibit the sharp speed jumps. 
From the simulation results, it is clearly to see bio-inspired 
method reduces the thrust output obviously without significant 
performance loss while the conventional backstepping method 
may cause thruster saturation. 

In the dynamic controller, the sliding mode control method 
uses an adaptive term to compensate the nonlinear 
uncertainties part and the disturbance of the underwater 
vehicles dynamics. Simulation results showed that the 
designed controller performs well with stability and 

robustness. On the other hand, ocean currents should be added 
to the outside interference. This warrants further research. 
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Abstract — This paper investigates several general friction 
models and applies different friction models to accurately 
simulate the propulsion of a capsule driven by an internally 
oscillating mass. The six published friction models are 
reviewed and are validated using the simulation studies.  The 
simulation results are verified with a physical prototype in an 
experimentation test. The most accurate friction model can be 
chosen for a given application.  

Keywords-Pendulum-driven cart, friction models, friction 
measurement experiment 

I. INTRODUCTION 
Friction is the resistance to motion that exists when a 

solid object is moved tangentially with respect to the surface 
of another that it touches, or when an attempt is made to 
produce such motion [1]. This is a common physical 
nonlinear phenomenon and exists in almost every kind of 
mechanical system and makes an effect on the system which 
cannot be ignored.  Friction can lead to tracking errors, limit 
cycles and unsteady stick-slip movements [2]. If we do not 
minimize the friction force effectively, it may cause both 
economic losses and industrial losses. Friction is also a quite 
important factor to some processes, such as walking, starting 
and stopping a car, skating and so on.  

Nowadays many focused researches are conducted on the 
‘Capsule Robot’ for medical purposes, because the capsule 
robot can go into the human body to do work such as 
treatment, inspection, image acquisition and so on without 
hurting the patient [3], [4], [5]. A new tracking control issue 
via the pendulum-driven cart system was solved by the 
closed-loop control strategy [6]. The six-step optimization 
motion control approach was also improved by the 
pendulum-driven cart-pole system [7]. In [6] and [7], the 
velocity of the cart changed to negative value at some 
moment, so the displacement decreased. In the pendulum-
driven cart system, there was no opposite force, the cart 
should not go backwards, and this paper is to do research on 
this problem. However, a simple friction model was used in 
[3]-[7].  The friction plays an active role in the capsule robot 
movement. This paper aims to investigate the realistic 
friction models which can be used in analysis and control of 
an active driving capsule robot.  

 
This work has been supported by the European Erasmus-Mundus 

Sustainable eTourism project 2010-2359, the EPSRC UK-Japan Network 
on Human Adaptive Mechatronics Project (EP/E025250/1) and EU 
Erasmus Mundus Project-ELINK (EM ECW-ref.149674-EM-1- 2008-1-
UK-ERAMUNDUS). 
 

The structure of the paper is as follows: in section II, the 
review of previous work on the pendulum-driven cart pole-
system is presented. In section III, investigation on friction 
phenomena and friction models are shown.  A simulation 
study is carried out in section IV along with the 
implementation of the different friction models mentioned 
above. The experiment on measurement of friction 
parameters is described and compared with the experimental 
results and the simulation results, where the most suitable 
friction model for this system is selected. In section V, the 
conclusions are presented. 

II. MODELLING OF  THE PENDULUM-DRIVEN CART 
SYSTEM 

Fig.1 shows the pendulum-driven cart system, the 
inverted pendulum is fixed on the cart. The cart has a relative 
smooth surface which makes it move horizontally on the 
ground. There is a torque motor mounted on the cart which 
generates the torque to swing the inverted pendulum.  Μ is 
the mass of the cart, m is the mass of the ball of the 
pendulum, l is the length of the pendulum, μ is the friction 
coefficient between the ground and the cart, θ is the 
pendulum angle from the vertical direction, x is the 
displacement of the cart, and τ  is the torque from the torque 
motor. 

 

Figure 1.    Pendulum-driven cart system 

The Coulomb model of friction used in [6] is 

yf FMgNxNF +=−= ),sgn( �μ                         (1) 

where μ is the friction coefficient between the cart and the 
surface, N is the normal force, Fy is the resultant force in the 
vertical direction. 

The dynamic model of the system is described by 
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where μk is the friction coefficient, Fy is the resultant force in 
the vertical direction. The following dynamic model can be 
obtained 
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Based on the friction model (2) and the dynamic model 
(4), the simulation was carried out using Matlab/Simulink 
and the sample time is 0.01 second. When the inverted 
pendulum swings, the reaction force from the pendulum to 
the cart drives the cart to move in the horizontal direction, 
the displacement of the cart is shown in Fig. 2. 

 
Figure 2.  Cart displacements as found by [6]and [7] 

From Fig. 2, there is decrease in the displacement curves, 
which means that the velocities of the cart change to negative 
values at the point that the displacement values decrease, 
which is not consistent with the reality situation, based on 
research of the reasons, improvement of the friction model 
can get the better result. 

From the system configuration, the motor swings the 
pendulum to cause a lateral force on the cart to enable 
motion, which can be considered to be a spring. Assuming 
the cart to be a steel block on a smooth aluminium surface, 
the system can be simplified as shown in Fig. 5. 

III. FRICTION MODELS 
Friction is the key factor to determine the progress of the 

pendulum-driven cart and the accuracy between the 
simulation and the physical system. In this paper, general 
friction phenomena and friction models have been 
investigated and the friction models have been applied to the 
dynamic model of the pendulum-driven cart system in 
Matlab\ Simulink [6], [7] and physical experiment has been 
carried out to prove the real friction model of the system via 

comparison of the simulation study and the experiment 
results. 

Friction is the tangential reaction force between two 
surfaces in contact [8], is dependent on the physical 
characteristics of the contact surfaces, and displacement and 
the velocity of the contact body. There are many typical 
phenomena of friction, for instance, the Stribeck affect, 
hysteresis, spring-like characteristics for static friction, and 
varying break-away force [2]. Based on these friction 
phenomena, there are many friction models. The classical 
friction models are Coulomb friction model, Coulomb plus 
viscous friction model and Coulomb plus viscous plus static 
friction model [9]. 

Based on the experiment results, the Dahl friction model, 
LuGre friction model and so on [9], [10], [11] were 
proposed. In this paper, the Coulomb friction model, the 
Coulomb plus viscous friction model, the Coulomb plus 
viscous plus static friction model, the Stribeck friction 
model, the LuGre friction mode and the Dahl friction model 
are studied and implemented into the dynamic model of the 
pendulum-driven cart-pole system. 

A. Modelling idea and evaluation criteria 
The conventional hypothesis to model the friction is that 

the direction of the friction force should be opposite to the 
direction of the relative velocity between the two contact 
surfaces. In [6], [7], the velocity of the cart changes to 
negative and the cart retreats at the end of the motion. The 
reason for this is that at the moment when the velocity of the 
cart changes to zero, friction changes its direction to the 
opposite at once. However in the simulation study, it cannot 
be achieved exactly even if the sample time is very small, to 
save the computing time and get the more exact result, 
modelling the friction force under the new hypothesis that 
the friction tries to stop the mass block [12]. This paper 
switches the dynamic and static friction model when the 
relative velocity between the steel mass block and the 
aluminium surface changes to zero. The reason for switching 
is that when a body is moving, the friction involved is the 
dynamic friction, when the velocity of the body changes to 
zero, the body stops, at this time, the friction involved is the 
static friction. Consequently, the friction model in this paper 
is dynamic model when the velocity of the block is not equal 
to zero, and uses the static model when the velocity of the 
block changes to zero. 

 To select the most accurate friction model for the mass 
block system, evaluation criteria used in this paper are that 
the velocity will not change to negative and the displacement 
of the mass block will not decrease, that is, the mass block 
will stop with the effect of friction and there is no reverse 
motion in the system, which is consistent with the physical 
reality. 

B. Friction phenomena 
1) Stick-slip motion 

Stick-slip motion is one of the typical friction behaviours 
in system. The reason for stick-slip motion is the friction is 
greater when the body keeps still than in motion, experiment 
[2] shows that the mass is still at first, and when there is a 
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linearly increasing force generated by the spring, the mass 
moves to a very small displacement firstly and then starts to 
slide when the applied force reaches the break-away force, 
decrease the spring force and the mass slows down and 
stops, the friction force increases because the static friction is 
greater than the dynamic friction. In [18], the model for 
stick-slip friction is always the function of velocity. Outside 
the small region around velocity is zero, the stick-slip 
friction is an arbitrary function of velocity, and inside the 
region, friction is determined by other forces in the system. 

2) Stribeck effect  
The Stribeck effect is to describe the friction behaviour 

when the relative velocity between the two contact surfaces 
is very small. The Stribeck friction force is function of 
steady-state velocity, when the relative velocity is within 
very low range, the friction force will decrease as the relative 
velocity increases. The relationship of the Stribeck effect and 
the relative velocity is shown in Fig. 3.  

 
Figure 3.    Stribeck effect 

3) Pre-sliding displacement  
When the applied force is smaller than the maximum 

static friction, the two contact bodies keep still, but from a 
micro point of view, there is a very tiny displacement on the 
asperities on the contact surfaces, this is called pre-sliding 
displacement, which is also known as the Dahl effect [9], 
[10]. During the pre-sliding stage of the contact bodies, the 
deflection of the asperities of the surfaces has the spring-like 
characteristic, and the friction force is the function of the 
displacement and is independent with the relative velocity 
between the contact surfaces. The graph of the Dahl effect 
and the displacement is shown as Fig. 4. 

 

 

 

 

Figure 4.  Pre-sliding displacement behaviour as found by [13]  

C.  Friction models 
1) Stribeck model  

The Stribeck model describes the friction phenomenon 
that the friction force does not decrease discontinuously 
when the contact surfaces starts to slip. The friction force is 
dependent on the velocity, when the relative velocity 
between the contact surfaces is very low, the friction force 
has a negative slope. 
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where Fy is the Stribeck friction force, Fs is the static friction 
force, sx�   is called the Stribeck velocity, which means the 
low velocity as shown in Fig. 3[8], Fc is the Coulomb 
friction force,  Fx is the resultant force in the horizontal 
direction. 

2) Dahl friction model 
The applied force is performed by the spring-like 

characteristics. There is a kind of viscous between the 
contact surfaces, if the applied force is larger than the 
defined range, and the viscous effect will be damaged. 
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where Fd is the Dahl friction force, Fc is the Coulomb 
friction force, σ0 is the stiffness coefficient, and Z is the 
bristle deflection. When the velocity changes to zero, the 
friction form changes to the resultant force of the horizontal 
direction, that is Fx. 

3) Coulomb friction model 
The Coulomb friction model was discovered by 

Leonardo da Vinci (1452-1519) and is commonly used in 
engineering [14]. The Coulomb friction is opposite to the 
motion direction, proportion to the normal pressure, and 
independent with displacement, but dependent on the 
direction of velocity. 
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where μ is the friction coefficient, N is the normal force,  x� is 
the velocity and Fx is the horizontal resultant force. 

4)  Viscous friction model 
With the development of fluid dynamic technology, 

affect of viscosity lubrication and viscosity on force has been 
studied, and velocity has been considered as an important 
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factor of friction, the viscous friction model has been 
proposed as Fv in (8) [15], where x�   is the sliding speed, and 
μv is the viscous coefficient. When the velocity changes to 
zero, the friction model switches to Fx as shown in (8). 
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where Fv is the viscous friction, is the viscous friction 
coefficient, μv is the resultant force in the horizontal 
direction, x�   is the velocity. 

5)  LuGre friction model 
The LuGre friction models the average deflection force 

of elastic springs [16]. If the applied tangential force is large 
enough to damage the spring-like characteristic, the bristle 
starts to slip. The LuGre friction models the Stribeck effect 
and supposes that the contact surfaces are pushed apart by 
the lubricant.  
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where the state Z represents the average bristle deflection, 
which means the difference between the relative position of 
the bristle and the position where the bond was formed [8], 
σ1 is the stiffness, σ2 is the micro damping and σ3 is the 
viscous friction coefficient, Fv represents the Stribeck effect, 
Fc is the Coulomb friction force and Fs is the static friction 
force. 

6) Coulomb+viscous friction model 
Based on the development of fluid mechanics, it is found 

that there is viscosity between the contact surfaces, the 
viscous friction force is proportional to the velocity.  
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where Fc is the Coulomb friction,  x�  is the velocity, μ is the 
viscous friction coefficient and Fx is the resultant force in the 
horizontal direction. 

IV. SIMULATION STUDY OF THE SPRING-BLOCK SYSTEM 
To get the real values of the parameters, for instance, the 

dynamic friction coefficient, the static friction coefficient, 
the maximum static friction force and so on, in this paper, a 
physical experiment was carried out to complete this work. 

For the system as shown in Fig. 5, the steel block stands 
on the aluminium flat, compasses the spring one end of 

which is fixed to the left wall. When the spring is released, 
the steel block will move forward and will stop at one point 
because of the friction of the contact surfaces. Applying 
different friction models in simulation, different values of the 
mass block displacements can be obtained. The model under 
which the displacement value is closest to the experiment 
result can be chosen as the most accurate model.   

 
Figure 5.  Spring-steel block system  for experiment and simulation study 

From the energy equation (11), the displacement of the 
system is unique for the determinant parameters. As a result, 
the value of displacement can be chosen as the key factor to 
select the friction model.  

mgskx μ=2

2
1                                    (11) 

Both in the simulation study and in the experiment, the 
applied force is F=10N, the applied time is 0.1s. 

TABLE I.  STEEL BLOCK PARAMETERS  

Parameter Value 
M 1kg 
K 100N/m 
μd 0.25[17] 
μs 0.35[17] 

Parameters used simulation study, the same with the real parameters used in experiment 

A. Physical experiment to find the most accurate friction 
model 
As shown in Fig. 5, the spring is attached to the left wall 

with a compression length x. There are also a steel mass 
block and an aluminium platform. When the spring is 
released, the steel mass block will go to the right direction 
and will stop at a distance s. Values of parameters applied in 
the experiment and the simulation study are the same. In Fig. 
5, m is the mass of the steel block, k the spring constant, and 
F=Kx the external applied force to the system. The task of 
the experiment is to measure the displacement of the block 
when the spring releases. Parameter values used in the 
experiment are as shown in Table I. Through the experiment, 
the displacement of the mass block is 0.20m. 

 

B. Apply friction models to the spring-mass block system 
in simulink 
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1) Coulomb friction model result 

Figure 6.  Displacement under Coulomb friction model 

Figure 6.  shows that the velocity of the mass block under 
the Coulomb friction model is always positive and the 
displacement keeps at 0.16m when the mass block goes to 
still, without reverse motion. 

2) Dahl friction model result 

 
Figure 7.  Displacement under Dahl friction model 

Figure 7. illustrates that the relative velocity between the 
steel mass block and aluminium flat does not turn to 
negative, and the displacement is 0.25m when the steel block 
stops without the inverse motion. 

3) Stribeck friction model result 

 
Figure 8.  Displacement under Stribeck friction model 

From Fig. 8, the velocity of the steel block under the 
Stribeck friction model does not change to zero exactly and 
the displacement is about 0.45m when the simulation time 
reaches about 10s, the final result is not consistent with the 
physical reality. 

4) LuGre friction model result 

 
Figure 9.  Displacement under LuGre friction model 

Figure 9. demonstrates that the velocity of the steel block 
under the LuGre friction model firstly changes to negative 
and then returns to zero. And the displacement decreases 
before it keeps still. The final displacement is 0.13m. 

5) Coulomb plus viscous friction model result 

Figure 10.    Displacement under Coulomb+Viscous friction model 

From Fig. 10, the velocity does not change to negative 
and the displacement of the steel mass block stops at 0.16m 
without inverse motion.  

   The research results from the simulation study are 
summarized in table II. 

TABLE II.    RESEARCH RESULTS 

Friction model Velocity* Displacement Relative 
error** 

Coulomb Yes 0.16m 20% 
Dahl Yes 0.25m 25% 
LuGre No 0.13m 35% 
Stribeck Yes 0.45m 125% 
Coulomb+Viscous Yes 0.16m 20% 

*velocity is always positive or not; **relative error is between the simulation result and the 
experiment result. 
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From Table II, the LuGre friction model falls into disuse 
firstly because of negative velocity.  Displacement of mass 
block reaches different values under different friction 
models. The minimal relative error is 20% under the 
improved Coulomb friction model as shown in (7) and 
improved Coulomb plus viscous friction model as shown in 
(10). According to the selection criterion proposed previous, 
the most accurate friction model should be the improved 
Coulomb friction model or the Coulomb plus viscous friction 
model. 

Friction property depends mostly on the contact surfaces. 
Because the spring-steel block and the pendulum-driven cart 
share the same physical condition, the selected friction 
model can be applied to the pendulum-driven cart system in 
the future research. 

V. CONCLUSIONS 
Applying the selected friction model (take Coulomb plus 

viscous friction model for instance) to the pendulum-driven 
cart-pole system as shown in Fig. 1, the displacement and 
velocity of the cart under the Coulomb plus Viscous friction 
model are shown in Fig. 11. 

 
Figure 11.  Cart displacement under Coulomb+viscous friction model 

From Fig. 11, the cart velocity under the Coulomb plus 
viscous friction model does not change to negative. The cart 
displacement under the Coulomb plus viscous friction model 
does not decrease any more. At the same time, the improved 
friction model can also makes the cart drives to the same 
displacement with the previous friction models, without any 
inverse motion, which is consistent with the physical 
phenomena.  

This paper has completed the following tasks 

• Studied the friction phenomena and investigated 
switching between static and dynamic friction 
models. 

• Proposed two selection criterions of the friction 
models. 

• Simulated the spring-steel block system.  

• Did the physical experiment. 

• Got the most suitable friction model for the spring-
steel mass block system as shown in Fig. 5 and the 
pendulum-driven cart system as shown in Fig. 1.  

In conclusion, the selected friction model considers the 
switching between dynamic and static friction, and makes 
the pendulum-driven cart system move in the positive 
direction without any inverse motion. 
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Abstract—Previous numerical simulations have shown that vor-
tex breakdown starts with the formation of a steady axisymmetric
bubble and that an unsteady spiralling mode then develops on top
of this. We study how this spiral mode of vortex breakdown might
be suppressed or promoted. We use a Lagrangian approach to
identify regions of the flow which are sensitive to small open-loop
steady and unsteady (harmonic) forces. We find these regions to
be upstream of the vortex breakdown bubble. We investigate
passive control using a small axisymmetric control ring. In this
case, the steady and unsteady control forces are caused by the
drag force on the control ring. We find a narrow region upstream
of the bubble where the control ring will stabilise the flow and
we verify this using numerical simulations.

Index Terms—flow control, vortex breakdown, passive control,
adjoint, sensitivity analysis

I. INTRODUCTION

Vortex breakdown has been observed in many practical
flows, such as the flow over the leading edge of delta wings
at high angles of attack, the injection of fuel and air into
combustion chambers, and the intense rotating flow found
in a tornado. In all these cases, when the fluid rotates with
sufficient azimuthal velocity (swirl), a stagnation point and
a recirculation bubble form within it. The transition from
the flow without a breakdown bubble to the flow with a
breakdown bubble is labelled axisymmetric vortex breakdown.
In many cases, a spiral structure is seen to emanate and grow
downstream of the breakdown bubble. This is labelled spiral
vortex breakdown.

Vortex breakdown was first observed in the flow over
gothic and delta wings at high angles of attack in 1957 [1].
Since then, several different forms of vortex breakdown have
been observed in a variety of experimental settings such as
tubes, nozzles, and combustion chambers. Investigators often
observed the axisymmetric and spiral modes of breakdown to
occur almost simultaneously. This led to disagreements over
the nature of vortex breakdown. Recent numerical studies of
vortex breakdown in an unconfined domain [2], [3], however,
have confirmed that the basic form of vortex breakdown
is axisymmetric and that the spiral mode is caused by the
self-sustained growth of helical perturbations on top of the
breakdown bubble. This is a global instability.

The importance of the vortex breakdown phenomenon
means that there is a need to understand and control it. In the
past, various open-loop control strategies have been attempted
[4]. These include active flow control using blowing and
suction, and passive flow control using mechanical devices in
the flow. However, their success has always been limited due
to insufficient knowledge of the physical mechanisms that
are at work. To this end, numerical sensitivity analyses have
been successful in predicting how one might control vortex
shedding off cylinders and other blunt bodies at moderate
Reynolds numbers [5]–[8]. These sensitivity analyses use
adjoints to calculate the receptivity of the flow to external
forcing and the sensitivity of the flow to internal feedback.
They can provide information about the effect of steady and
harmonic forces on the unstable mode. Hence they have been
used to predict where a control device should be placed to
either suppress or promote vortex shedding.

In this paper, we carry out a similar analysis around the
axisymmetric vortex breakdown state and predict how the
spiral mode of vortex breakdown might be suppressed or
promoted. In Section II, we consider the stability of the
axisymmetric breakdown state and show that spiral vortex
breakdown is caused by a linear global instability. In Section
III, we use adjoints to evaluate the effect of a small control
force on the growth rate of the unstable mode and identify
the regions of the flow that are most sensitive to a control
force. In Section IV, we apply these results to the simple case
of passive control using a small axisymmetric control ring.
Finally, in Section V, we discuss how these techniques can
be applied in practice.

This study is at Re = 200 and the primary motivation
is scientific. There are important industrial motivations,
however. Vortex breakdown occurs in wingtip vortices behind
aircraft, in vacuum cleaners, and in gas turbine combustion
chambers. In the case of combustion chambers, hydrodynamic
instabilities in the flow can lock into acoustic resonances
within the combustion chamber, causing high amplitude
thermoacoustic instabilities, which can be catastropic. This
fundamental study of spiral vortex breakdown will reveal the
regions of the flow where control would be most effective.
This could help designers devise effective control strategies.
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Fig. 1. Non-dimensional inlet velocity distributions for the Grabowski profile:
the solid line represents the axial velocity, the dashed line represents the
azimuthal velocity for a swirl value of Sw = 0.915.

II. THE FLOW CONFIGURATION AND THE GLOBAL

STABILITY ANALYSIS

We study the motion of a viscous fluid in a cylindrical
domain with length Xmax and radius Rmax, using cylindrical
coordinates (x, r, θ). The flow has density ρ, pressure p,
temperature T , and velocity u = (ux, ur, uθ)T . We describe
the motion of the flow using the Navier–Stokes equations in
the low Mach number limit. This allows for density variations
in the flow but excludes acoustic waves. These equations can
be expressed in terms of the momentum m = ρu, temperature
and pressure as

∂q
∂t

= Nq, (1)

where q ≡ (mx, mr, mθ, T, p)T is the state vector and N is
a nonlinear differential operator representing the action of the
equations on the state vector. The density, ρ, is not included in
the state vector because it can be derived from the temperature,
T .

Along x = Xmax and r = Rmax, we choose boundary
conditions so that we model flow into a semi-infinite domain
in the downstream and radial directions. At the inlet to the
domain, we impose velocity profiles that have been used to
study vortex breakdown numerically in the past [9]. This
Grabowski profile, shown in Figure 1, has uniform density and
temperature. The ratio of the azimuthal to axial velocities at
r = 1 defines the swirl parameter, Sw. The Reynolds number
is defined in terms of the nominal vortex core radius and
uniform axial velocity. In this study, we keep Re = 200.

We obtain a steady axisymmetric laminar baseflow, q̄, or
equilibrium point of the equations (1) such that

N q̄ = 0, (2)

Fig. 2. Steady baseflow at Sw = 0.915 and Re = 200. The domain extends
radially from −8 ≤ r ≤ 8 but only a portion is shown here. There is a small
axisymmetric breakdown bubble around x = 2.5.
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Fig. 3. Spectrum of the linear operator L for m = −1 for the baseflow in
Figure 2, showing the 25 least stable eigenvalues. One mode, coloured black,
is just unstable.

Figure 2 shows the steady baseflow at Sw = 0.915. There is
a breakdown bubble around x = 2.5. The evolution of small
perturbations q′ around this field is governed by

∂q′

∂t
= Lq′, (3)

where L represents the Navier–Stokes equations linearized
about the base-flow q̄. We decompose the perturbations into
Fourier modes in time and the azimuthal direction

q′(x, r, θ, t) = q̂(x, r)eimθ+λt, (4)

where m (without a subscript) is the azimuthal wavenumber,
and λ ≡ σ + iω contains the growth rate, σ, and frequency,
ω. We study the linear dynamics of the flow by analyzing
the eigenvalues of L. These are given by solving the matrix
eigenvalue problem

λq̂ = Lmq̂, (5)

where Lm is the linear operator for the azimuthal wavenum-
ber m. Each of these eigenvalues has a corresponding two-
dimensional eigenfunction, q̂(x, r). We label each eigen-
value/eigenfunction pair a direct global mode. If σ > 0, the
mode is linearly globally unstable. In this linear analysis, the
flow tends to the form of the global mode with highest σ in
the long-time limit and therefore this mode determines the
system’s overall stability.

Figure 3 shows the eigenvalue spectrum for m = −1 at
Sw = 0.915, for which there is one unstable global mode. All
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Fig. 4. Spatial structure of the most unstable eigenmode for m = −1,
showing the real part of the axial, radial and azimuthal momentum in the top
half of the domain.

other azimuthal wavenumbers are stable. The spatial structure
of the unstable global mode is shown in Figure 4 using the
real part of the axial, radial and azimuthal momentum. The
imaginary part of the global mode is 1/4 wavelength out of
phase because this mode grows and advects downstream.

III. SENSITIVITY TO A CONTROL FORCE

We now consider open-loop control of the unstable
eigenvalue. Depending on the application, engineers might
want either to suppress the unstable mode (to delay transition,
for instance) or to promote it (to increase mixing, for instance).

To begin with, we evaluate the effect of a small control
force on the unstable eigenvalue. We model the control force
by adding mass, momentum and energy source terms to the
right-hand side of equation (1):

∂q
∂t

= Nq + F. (6)

Here, the forcing terms have been grouped together as F.
The control force has a steady component (F̄) that acts on
the base flow (q̄) and a linearized perturbation (f ′) that acts
on the linear operator (L) . We model the effects of these
two components separately [10].

A. The sensitivity to steady forcing

The eigenvalue of the global mode, λ = σ + iω, is a
function of the base flow fields (q̄) and these are, in turn,
functions of the steady components of the forcing terms (F̄).
The eigenvalue can, thus, be considered to be a function of
the steady component of the forcing terms, λ = f(F̄). We
wish to find the gradient of the functional λ(F̄) [8, Fig.9] for

the unstable flow in §II. We investigate the variation of the
eigenvalue, δλF̄, with respect to small variations of the steady
forces, δF̄. The change in the eigenvalue is given by

δλF̄ = 〈∇F̄λ, δF̄〉, (7)

where ∇F̄λ is a complex function that we call the sensitivity of
the eigenvalue to steady forcing. The notation 〈a,b〉 denotes
an inner product over a volume V ,

〈a,b〉 =
1
V

∫
V

aHb dV, (8)

where aH denotes the Hermitian (i.e. complex conjugate
transpose) of a.

We calculate the sensitivity function by formulating a La-
grangian problem for λ. The nonlinear and linearised Navier–
Stokes equations act as constraints in this problem,

L = λ − 〈q̄+,N q̄ − F̄〉 − 〈q̂+, λq̂ − Lmq̂〉 (9)

The Lagrange multipliers, q̄+ and q̂+, are the adjoint base
flow and adjoint global mode fields respectively. We are
interested in the functional derivative of L with respect to F̄.
To find this, we first set the functional derivatives of L with
respect to all other variables to zero. This leads to a set of
equations that defines an eigenvalue problem for the adjoint
global mode, a set of equations for the adjoint base flow fields
and the normalization condition 〈m̂+, m̂〉 + 〈T̂ +, T̂ 〉 = 1.
The analysis then shows that the sensitivity of the eigenvalue
to the steady forcing terms is given by the relevant adjoint
baseflow field. For example, the sensitivity to momentum
forcing is given by the adjoint baseflow momentum, m̄+.

The adjoint base flow fields are complex valued. The real
part represents the sensitivity of the growth rate, σ while the
imaginary part represents the sensitivity of the frequency ω to
small changes in the steady forcing. They provide information
about the most sensitive regions for control based on the
physical mechanisms that cause the instability.

The adjoint base flow equations contain terms from the
steady base flow, the direct global mode and the adjoint global
mode. These need to be calculated before the adjoint base
flow equations can be solved. The procedure for obtaining
the sensitivity to steady forcing involves the following steps:
1. Obtain a steady base flow (Equation 2 and Figure 2).
2. Obtain the direct global mode by solving the direct
eigenvalue problem (Equation 5 and Figure 4).
3. Obtain the adjoint global mode by solving the adjoint
eigenvalue problem.
4. Normalize the adjoint global mode.
5. Solve the adjoint base flow equations to obtain the
sensitivity of that global mode to steady forcing.
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(a) Sensitivity to steady momentum forcing

(b) Sensitivity to unsteady momentum forcing

Fig. 5. Sensitivity to steady and unsteady forcing for the marginally unstable
mode. Darker regions are more sensitive. The thick black line indicates the
vortex breakdown bubble. The quantities plotted are (a) The adjoint baseflow
momentum ||m̄+|| and (b) the adjoint global mode momentum ||m̂+||

B. Sensitivity to unsteady forcing

The change in the eigenvalue due to a small linearized force
(δf ′) that acts on the linear operator L is given by

δλf ′ = 〈∇f ′λ, δf ′〉, (10)

where ∇f ′λ is labelled the sensitivity of the eigenvalue to
harmonic forcing.

As for the steady forcing terms, the sensitivity of the
eigenvalue to harmonic forcing is given by the relevant
adjoint global mode fields. The change in the eigenvalue is,
thus, simply obtained by projecting the linearized force onto
the adjoint global mode fields. The largest change is obtained
when the forcing frequency is equal to the frequency of the
linear global mode [8, §4.1].

C. Results of sensitivity analysis

Figures 5a and 5b show the sensitivity of the marginally
unstable eigenvalue to steady and harmonic forcing
respectively. We notice that, for both types of forcing,
the flow is most sensitive just upstream of the breakdown
bubble. This shows where a control force will have the
greatest effect. The scales in the plot indicate that the
sensitivity to steady forcing is almost an order of magnitude
greater than the sensitivity to harmonic forcing.

IV. PASSIVE CONTROL USING A SMALL CONTROL RING

In this section, we extend the results from the previous
section to the specific case of a thin axisymmetric control ring
that is placed in the flow. The force on the flow is equal and
opposite to the drag force that the control ring experiences. In
a cylindrical co-ordinate system, this force can be modelled by
the force on a small circular cylinder. As a simple model, the
steady and unsteady components of the force due to a cylinder

(a) Magnitude of steady component of control force ||F̄||/α

(b) Magnitude of unsteady component of control force ||̂f ||/α

Fig. 6. Magnitude of the steady and unsteady force from a control ring
placed in the flow. Darker regions have higher magnitude. The thick black
line indicates the vortex breakdown bubble.

placed at (xc, rc) are given by

F̄(x, r) = −α||ū||ū δ(x − xc, r − rc), (11)

f ′(x, r, t) = f̂(x, r)eλt, (12)

f̂(x, r) = −α

(
ū · û
||ū|| ū + ||ū||û

)
δ(x − xc, r − rc)(13)

where α is a measure of the magnitude of the force.

Figures 6a and 6b show the magnitude of the steady and
unsteady force as a function of the location of the control
ring. The steady component is largest near the inlet because
the baseflow velocities are high there, whereas the unsteady
component is largest further downstream because the ampli-
tude of the global mode is maximum there. We also notice
that the unsteady component of the force is about an order
of magnitude greater than the steady component. However,
we know from equations (7) and (10) that the effect of the
control ring on the unstable eigenvalue depends on the overlap
of figures 5 and 6. We substitute the expressions in equations
(11) and (13) into equations (7) and (10). The total change in
the eigenvalue is given by the sum of the contributions from
the steady and unsteady components

δλtotal = δλF̄ + δλf ′ . (14)

In Figure 7, we plot the change in the eigenvalue as a
function of the location of the control ring showing the total
change as well as the contributions from the steady and
unsteady components of the force on the same color scale.
These figures identify the locations where passive control
using the control ring would be most effective. There is a
narrow region upstream of the bubble where the control ring
will stabilise the flow and a much larger region downstream
of the bubble where the control ring will destabilise the flow.
These figures also show that the contribution from the steady
component is significantly larger than the contribution from
the unsteady component.

V. DYNAMICS OF THE CONTROLLED SYSTEM

We now verify whether the behaviour predicted by our
linear sensitivity analysis actually occurs. We model the
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Fig. 7. The change in the eigenvalue as a function of the location of the
control ring, from top (a) Total change, (b) Contribution from the steady
component of the force and (c) Contribution from the unsteady component of
the force. The figures have the same color scale. Light regions indicate regions
of stabilisation, whereas dark regions indicate regions of destabilisation. The
thick black line indicates the vortex breakdown bubble.

presence of a small control ring at (xc, rc) = (0.66, 0.33).
This corresponds to the centre of the region of stabilisation
in Figure 7(a).

We choose a value of α = 0.1 and add the forcing term
in equation (11) to our nonlinear equations. We obtain a
new steady baseflow and study the linear dynamics of the
controlled system. Figure 8 compares the spectrum of the
controlled system with that of the uncontrolled system.
We notice that the unstable eigenvalue has been stabilised.
Our linear sensitivity analysis predicts the eigenvalue of
the system with a control ring at (xc, rc) = (0.66, 0.33)
to be −0.021 + 2.120i which agrees well with the value
obtained from the stability analysis of the controlled system,
−0.018 + 2.119i.

The dynamics of the controlled and uncontrolled system
can also be seen in Figure 9. We superpose small amplitude
random-noise perturbations on the steady baseflows for the
controlled and uncontrolled systems and monitor the energy
of these perturbations over time. In the uncontrolled system,
following some initial transient phase, these perturbations
grow linearly. In the controlled system, these perturbations
decay linearly.

VI. APPLICATIONS AND FURTHER WORK

In the previous section, we demonstrated that this approach
to the control of spiral vortex breakdown works in theory.
We now consider some of the practical issues related to this
approach.

Practical engineering applications feature flows at much
higher Reynolds numbers than that considered in this paper.
In such cases, obtaining a steady baseflow would be very
difficult and it might be easier and more relevant to carry out
a sensitivity analysis around the mean flow. This would not
be mathematically rigorous but could still provide valuable
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Fig. 9. The evolution of the energy of perturbations for m = −1 on top of
the baseflows for the uncontrolled (dashed) and controlled (solid) system.

practical information for designers.

The control ring concept that we have used here is a simple
model for a control device. An example of something similar
that could be used in practice is a hot wire that forms an
axisymmetric ring centred on the axis. The sensitivity of the
location of the hot wire to the temperature and velocity can be
obtained from the relevant adjoint fields, (namely, the adjoint
temperature T̄ + and the adjoint momentum m̄+. We have
chosen to demonstrate this technique for vortex breakdown in
an open domain. However, it can just as easily be applied to
the control of vortex breakdown in a closed vessel (such as
a combustion chamber). In this case, the adjoint pressure p̄+

can be used to obtain the sensitivity to mass injection. This
would offer insight into how active control techniques such
as blowing or suction could be used to control spiral vortex
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breakdown.

The tools that have been developed here are now being
applied to study swirling flows with variable density and
combustion. The overall aim of this project is to develop the
capability of producing sensitivity maps of real fuel injectors
in combustion chambers. These sensitivity maps would give
information about where the design should be changed to
promote or suppress certain flow behaviours, taking into
account the physical mechanisms that act in the flow.

VII. CONCLUSIONS

In this paper, we have considered a theoretical approach
to the control of spiral vortex breakdown. We have shown
that spiral vortex breakdown is caused by an unstable
eigenmode that grows on top of the steady axisymmetric
vortex breakdown bubble. We have used a Lagrangian
approach to identify regions where the flow is most sensitive
to small steady and unsteady (harmonic) forces. We have
found that the regions upstream of the vortex breakdown
bubble are most sensitive to steady and unsteady forces.

We then considered passive control using a small control
ring placed in the flow. We have identified regions where this
control device should be placed to stabilise or destabilise the
flow. We have found that there is a narrow region upstream
of the bubble where the control ring will stabilise the flow.
We have verified this using numerical simulations.

The results from this study have shown that a linear sen-
sitivity analysis can provide useful information for control,
based on the underlying physics of the flow. This technique
can be easily extended to control spiral vortex breakdown in
more complicated geometries.
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Abstract—Stochastic adaptive control of a manipulator with a
passive joint which has neither an actuator nor a holding brake
is investigated. Aiming at shaping the controlled manipulators
dynamics to be of minimized motion tracking errors and joint
accelerations, we employ the linear quadratic regulation (LQR)
optimization technique to obtain an optimal reference model.
Adaptive neural network (NN) control has been developed to
ensure the reference model can be matched in finite time, in
the presence of various uncertainties and stochastic noise. In
addition, due to the stochastic noise, we transform the system
equation to the Ito stochastic differential equation (SDE) form
and then use the Ito formula to deal with the stochastic terms
of the systems. Simulation studies show the effectiveness of the
planned trajectory and the feedback control laws.

Key Words – Stochastic NN control, optimization, LQR,
model reference control

I. INTRODUCTION

Underactuated robots have received considerable research
attention in the last two decades ([1]-[7]). In contrast to
conventional robot for which each joint has one actuator
and its degree of freedom equals the number of actuators,
an underactuated robot has passive joints equipped with no
actuators. The underactuation structure make possible for the
robots to reduce the weight, energy consumption, and cost
of manipulators, which can be applied to the tasks involving
an impact, e.g., hitting or hammering an object, will be useful
since the impact causes no damage to the joint actuators. It can
also contribute to fault tolerance of fully-actuated manipulators
in case some of the joint actuators fail.

Though the passive joints are not actuated but they can
be controlled by using the dynamic coupling with the active
joints, i.e., these passive joints can be indirectly driven by other
active joints. The zero torque at the passive joints results in
a second-order nonholonomic constraint. This method allows
the control of more joints than actuators. In robotics, non-
holonomic constraints formulated as nonintegrable differential
equations containing time-derivatives of generalized coordi-
nates (velocity, acceleration etc.) are mainly studied. Such
constraints include the following: 1) Kinematic constraints
which geometrically restrict the direction of mobility; 2) Dy-
namic constraints due to dynamic balance at passive degrees of
freedom where no force or torque is applied. Wheeled vehicles
[1], rolling contact between objects [2], trailers [3], [4], and
manipulators with nonholonomic gears [5] are mechanical

systems which have constraints of the former type. Constraints
on space robots [6], [7] belong to the latter. These systems
commonly have fewer control inputs than the number of
generalized coordinates. Therefore, it is necessary to combine
the limited number of inputs skillfully in order to control all
the coordinates. So how to efficiently control this kind of
nonholonomic systems becomes an interesting research area.

In this paper we consider a n-joints under-actuated system
with passive last joint and use the LQR optimization approach
to derive a reference model for the first n−1 joints subsystems,
which guarantees motion tracking and achieves the minimized
moving accelerations. High order neural networks (HONNs)
have been employed to design the adaptive control in order to
make the controlled dynamics to match the reference model
dynamics in finite time. Instead of leaving the unactuated
joint dynamics uncontrolled, a reference trajectory for the last
joint is designed to indirectly affect the movements such that
the desired motion can be achieved. HONNs also have been
employed to construct a reference trajectory generator of the
last joint.

II. STOCHASTIC FINITE-TIME ATTRACTIVENESS

Consider the following stochastic nonlinear system with the
Ito SDE form

dx = f (x)dt +g(x)dw (1)

where x ∈ Rn is the state, w is an independent r-dimensional
standard Wiener process defined on the complete probability
space (Ω,F ,P), the Borel measurable functions f : Rn → Rn

and g : Rn → Rn×r are locally Lipschitz continuous with
f (0) = 0 and g(0) = 0. Without loss of generality, we use
0 and x0 to denote the initial time and the initial state of the
system. The solution of system (1) with the initial state x0 is
denoted by x(t;x0).

The following two definitions come from [8], which will be
used to express our system stability.

Definition 1: For system (1), define T (x0,w) = inf{T ≥ 0 :
x(t;x0) = 0,∀t ≥ T}, which is called the stochastic settling
time function.

Definition 2: The equilibrium x = 0 of system (1) is glob-
ally stochastically finite-time attractive, if for x0 ∈ Rn, the
following conditions hold.

(i) Stochastic settling time function T0(x0,w) exists with
probability one.
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(ii) Provided that T0(x0,w) exists, then E[T0(x0,w)]< ∞.
For a given V (x) ∈ C2, the infinitesimal generator L with

regard to (1) is defined by

LV (x) =
∂V
∂x

f (x)+
1
2

Tr
{

gT (x)
∂ 2V
∂x2 g(x)

}
. (2)

We now state the stochastic Lyapunov lemma for stochastic
finite-time attractiveness, which is a combination of Corollary
1 in [8], Theorem 3.1 in [9] and Revision of Corollary 1 in
[10], and the proof is omitted here for simplicity.

Lemma 1: Assume that system (1) admits a unique solu-
tion. If there exists a C2 function V : Rn → R+ and class K∞
function α1,α2, positive numbers c > 0 and 0 < γ < 1, such
that for ∀x ∈ Rn and t ≥ 0,

α1(‖x‖)≤V (x)≤ α2(‖x‖),
LV (x)≤−c(V (x))γ ,

then the equilibrium x= 0 of system (1) is stochastically finite-
time attractive, and E[T0(x0,w)] ≤ (V (x0))

1−γ

c(1−γ) , which implies
T0(x0,w)<+∞ a.s.

III. DYNAMICS OF UNDER-ACTUATED ROBOT
MANIPULATOR

Partition of generalized coordinate vector q as q= [qT
a , qT

b ]
T

with qa = [q1,q2, . . . ,qn−1]
T and qb = qn such that

qa = I0q, I0 = [I[n−1,n−1],0[n−1,1]] ∈ R(n−1)×n (3)

and τa = [τ1,τ2, . . . ,τn−1]
T . The dynamics model of robot

manipulator with passive last joint is described as follows:[
Ma Mab
Mba Mb

][
q̈a
q̈b

]
+

[
Ca Cab
Cba Cb

][
q̇a
q̇b

]
+

[
ga
gb

]
+

[
ẇa
ẇb

]
=

[
τa
0

]
(4)

Define

M =

[
Ma Mab
Mba Mb

]
,g =

[
ga
gb

]
,

C =

[
Ca Cab
Cba Cb

]
, ẇ =

[
ẇa
ẇb

]
Then (4) can be written in a compact form as

Mq̈+Cq̇+g+ ẇ = IT
0 τa (5)

where w is an n-dimensional independent standard Wiener
process. The following property are well known for the
Lagrange-Euler formulation of robotic dynamics:

Property 1: The matrix M is symmetric and positive defi-
nite.

Therefore, the blocks Ma and Mb are also invertable and the
inverse of matrix M exist and is

M−1 =

[
S−1

b −M−1
a MabS−1

a
M−1

b MbaS−1
b S−1

a

]
(6)

where Sa and Sb are Schur complements of Ma and Mb,
respectively, defined as Sa = Mb − MbaM−1

a Mab,Sb = Ma −

MabM−1
b Mba. Multiplying I0M−1 on both sides of (5) gives

us

q̈a + I0M−1Cq̇+ I0M−1g+ I0M−1ẇ = I0M−1IT
0 τa = S−1

b τa (7)

Then, multiplying Sb on both sides of the above equation, we
have

Sbq̈a +SbI0M−1Cq̇+SbI0M−1g+SbI0M−1ẇa = τa (8)

Define M � Sb ∈ R(n−1)×(n−1), C � SbI0M−1C = [Ca,Cb] ∈
R(n−1)×n with Ca ∈ R(n−1)×(n−1), Cb ∈ R(n−1)×1, and G =
SbI0M−1g,S = SbI0M−1, then, we have qa-subsystems as
follows

Σqa : M q̈a +Caq̇a +Cbq̇b = τa −G −S ẇa (9)

At the same time, we obtain the qb-subsystem as follows:

Σqb : Mbq̈b +Cbq̇b +gb + ẇb +Mbaq̈a +Cbaq̇a = 0 (10)

Remark 1: It should be mentioned that due to the unknown
system parameters in the above dynamics formulation, the
dynamics matrices M ,S are actually unknown for control
design.However, we still can estimate their regions. So we
assume there exist the positive constants m and m̄ such that
m≤ |M−1| ≤ m̄. But it should be mentioned that these bounds
are only used in the stability analysis, and their exact values
need not to be known in our controller design.

IV. CONTROL OF SUBSYSTEM Σa

A. Subsystem dynamics and optimal reference model

For convenience, defining q̄a = [qT
a , q̇T

a ]
T , q̄b = [qb, q̇b]

T ,
and q̄ = [qT

a , qb, q̇T
a , q̇b]

T , we rewrite (9) as

˙̄qa = Aaq̄a +Abq̄b +BM−1(τa −G )−BM−1S ẇa (11)

where

Aa =

[
0[n−1,n−1] I[n−1,n−1]
0[n−1,n−1] −M−1Ca

]
=

[
0 I

Aa1 Aa2

]
Ab =

[
0[n−1,1] 0[n−1,1]
0[n−1,1] −M−1Cb

]
=

[
0 0

Ab1 Ab2

]
B =

[
0[n−1,n−1], I[n−1,n−1]

]T (12)

For clarity, here and hereafter, the argument q̄ of Aa,Ab,M ,S
and G is omitted.

The control objective is to control the subsystem dynamics
(11) to follow a given reference model

˙̄qm = Amq̄m +BM−1
d rm (13)

where q̄m ∈ R2(n−1)×2(n−1) is the desired response of the
system,

Am =

[
0[n−1,n−1] I[n−1,n−1]
Am1(q̄m) Am2(q̄m)

]
=

[
0[n−1,n−1] I[n−1,n−1]
−M−1

d Kd −M−1
d Cd

]
∈ R2(n−1)×2(n−1) (14)

rm = −Fη(qd , q̇d), q̄m = [qT
m, q̇

T
m]

T
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In order to choose the optimal values of the reference model
parameters, we introduce the following performance index:

PI =
∫ t f

t0
(eT

mQem + q̈T
mMdq̈m

)
dt. (15)

where Q =

⎡⎢⎣ q1 0
. . .

0 qn−1

⎤⎥⎦, which minimizes both the motion

tracking error em = qm − qd and the joints’ angular accelera-
tions. In order to apply the LQR optimization technique[11],
we rewrite the reference model (13) as

˙̄qm = Adq̄m +Bu (16)

with

Ad =

[
0[n−1,n−1] I[n−1,n−1]
0[n−1,n−1] 0[n−1,n−1]

]
,

u = −M−1
d [Kd , Cd ]q̄m −M−1

d Fη(qd , q̇d) (17)

Noting that u = q̈m and introducing Q̄ defined as

Q̄ =

[
Q 0[n−1,n−1]

0[n−1,n−1] 0[n−1,n−1]

]
(18)

we can then rewrite the performance index (15) as

PĪ =
∫ t f

t0

(
(q̄m − q̄d)

T Q̄(q̄m − q̄d)+uT Mdu
)
dt, (19)

where q̄d = [qT
d , q̇T

d ]
T . If we regard u as the control input to

system (16), then the minimization of (19) subject to dynamics
constraint (16) becomes a typical LQR control design problem,
where the solution of u that minimizes (19) is

u =−M−1
d BT Pq̄m −M−1

d BT s (20)

where P is the solution of the following differential equation

−Ṗ = PAd +AT
d P−PBM−1

d BT P+ Q̄, P(t f ) = 0[2(n−1),2(n−1)]

and s is the solution of the following differential equation

−ṡ = (Ad −BM−1
d BT P)T s+ Q̄q̄d , s(t f ) = 0[2(n−1)] (21)

Comparing equations (17) and (20), we can see that the
matrices Kd and Cd can be calculated in the following manner:

[Kd ,Cd ] = BT P, Fη = BT s (22)

B. NN control and model matching
According to M ’s nonsingularity and from the state

feedback control for linear systems, we conclude that
there exist K(q̄) ∈ R(n−1)×2(n−1),L(q̄) ∈ R(n−1)×2,T (q̄) ∈
R(n−1)×(n−1),G(q̄) ∈ R(n−1)×1 such that for the control law
chosen by

τa = G(q̄)+K(q̄)q̄a +L(q̄)q̄b +T (q̄)rm, (23)

the closed-loop system is the same as the reference model (13).
By substituting the control law (23) into the system equation
(11), the closed-loop system is given by

dq̄a = {[Aa +BM−1K(q̄)]q̄a +[Ab +BM−1L(q̄)]q̄b

+BM−1T (q̄)rm +BM−1[G(q̄)−G ]}dt
−BM−1S dwa (24)

Comparing it to match the reference model (13), we obtain

Aa +BM−1K(q̄) = Am, M−1T (q̄) = M−1
d

Ab +BM−1L(q̄) = 0[2(n−1),2], G(q̄)−G = 0[n−1]
(25)

Then we have

K(q̄) = M ([Am1 Am2]− [Aa1 Aa2]), G(q̄) = G , (26)
L(q̄) = −M [Ab1 Ab2], T (q̄) = M M−1

d (27)

Unfortunately, according to Remark 1, the dynamic matri-
ces Aa,Ab,M ,G are not available during practical imple-
mentation, and then the exact values of the desired gains
K(q̄),L(q̄),T (q̄) and G(q̄) are also unknown.

We can employ the HONNs [12] to approximate the con-
troller gains as follows

K(q̄) = K∗(q̄)+ εK , L(q̄) = L∗(q̄)+ εL (28)
T (q̄) = T ∗(q̄)+ εT , G(q̄) = G∗(q̄)+ εG (29)

with

K∗(q̄) = [W 〈T 〉
K 〈·〉SK(q̄)],T ∗(q̄) = [W 〈T 〉

T 〈·〉ST (q̄)] (30)

L∗(q̄) = [W 〈T 〉
L 〈·〉SL(q̄)],G∗(q̄) = [W 〈T 〉

G 〈·〉SG(q̄)] (31)

where 〈〉 expresses matrix block-wise operator, defined in [12].
WKi, j,WLi,k,WTi,s,WGi ∈ Rl×1 are the NN ideal weights for
Ki, j(q̄),Li,k(q̄),Ti,s(q̄),Gi(q̄), respectively (i = 1, · · · ,n−1; j =
1, · · · ,2(n − 1);k = 1,2;s = 1, · · · ,n − 1), l is the number
of the neurons. SK(q̄),SL(q̄),ST (q̄),SG(q̄) are the outputs of
the bounded basis functions, and εK ,εL,εT ,εG are the NN
approximation errors. For a fixed number of nodes, we know
that ‖εK‖,‖εL‖,‖εT‖,‖εG‖ are bounded, WK ,WL,WT ,WG are
unknown constant parameters.

Consider the following NN based control law

τa = K̂(q̄)q̄a + L̂(q̄)q̄b + T̂ (q̄)rm + Ĝ(q̄)+ τr

= [Ŵ 〈T 〉
K 〈·〉SK(q̄)]q̄a +[Ŵ 〈T 〉

L 〈·〉SL(q̄)]q̄b

+[W 〈T 〉
T 〈·〉ST (q̄)]rm +[W 〈T 〉

G 〈·〉SG(q̄)]+ τr

(32)

where τr is a robust control term for closed-loop stability
which will be defined later to compensate for the approxi-
mation errors of the NNs and to suppress the disturbaces.

Define

e = q̄a − q̄am, W̃K = ŴK −WK ,
W̃L = ŴL −WL, W̃T = ŴT −WT , W̃G = ŴG −WG

(33)

Substituting the control law (32) into the subsystem dynamics
(11), using (33), applying the NN approximations (28)-(29),
and recalling (25), we obtain the following error equation

de =

{
Ame+BM−1(τr − εKq̄a − εLq̄b − εT rm − εG) (34)

+BM−1[W̃ 〈T 〉
K 〈·〉SK(q̄)]q̄a +BM−1[W̃ 〈T 〉

L 〈·〉SL(q̄)]q̄b

+BM−1[W̃ 〈T 〉
T 〈·〉ST (q̄)]rm +BM−1[W̃ 〈T 〉

G 〈·〉SG(q̄)]
}

dt

−BM−1S dwa

For stable Am of the reference model, let Pm be the symmetric
positive definite solution of the Lyapunov equation

PmAm +AT
mPm =−Qm (35)
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where Qm is symmetric positive definite.
The following theorem states the stability of the adaptive

NN control.
Theorem 1: For the system (11), consider the NN based

control laws (32). If the updating laws of the weights of the
adaptive NNs are given by

( ˙̂W 〈T 〉
Ki )T = −ΓKi〈·〉SKi(q̄)q̄a(eT Pme)eT Pm(B)i

( ˙̂W 〈T 〉
Ti )T = −ΓTi〈·〉STi(q̄)rm(eT Pme)eT Pm(B)i

( ˙̂W 〈T 〉
Li )T = −ΓLi〈·〉SLi(q̄)q̄b(eT Pme)eT Pm(B)i

˙̂WGi = −ΓGiSGi(q̄)q̄b(eT Pme)eT Pm(B)i

(36)

and

τr = −kr(eT Pme)sgn(BT Pme)− k2e− k3(‖B‖‖Pm‖‖e‖)2

kr = k1 + kr1 + kr2 (37)

where (B)i stands for the i−th column of B, k1,k2 are the
positive constants, k3 ≥ 6m̄S̄ 2,kr1 ≥ ‖εKq̄a + εLq̄b + εT rm +

εG‖,kr2 ≥ ‖[W̃ 〈T 〉
K 〈·〉SK(q̄)]‖‖q̄a‖ + ‖[W̃ 〈T 〉

L 〈·〉SL(q̄)]‖‖q̄b‖ +

‖[W̃ 〈T 〉
T 〈·〉ST (q̄)]‖‖rm‖+ ‖[W̃ 〈T 〉

G 〈·〉SG(q̄)]‖, ΓKi ∈ R(2(n−1)·l)×
(2(n−1)·l), ΓTi ∈ R((n−1)·l)×((n−1)·l), ΓLi ∈ R(2l)×(2l),ΓGi ∈ Rl×l

are the symmetric positive definite matrices, then the adaptive
NN controller ensures that the closed-loop system are stochas-
tically finite-time attractive, and for each bounded initial
condition, and the parameter estimates ŴK ,ŴL,ŴT ,ŴG satisfy

P{ lim
t→∞

‖ŴK‖, lim
t→∞

‖ŴL‖, lim
t→∞

‖ŴT‖and

lim
t→∞

‖ŴG‖ exist and are finite}= 1. (38)

Remark 2: In τr, we introduced a positive constant k2,
which is only used in the practical controller design to improve
the controller’s smoothness and doesn’t affect our stability
proof.

Proof: Choose the following Lyapunov function

V1 =U1 +U2, U1 =
1

2m̄
(eT Pme)2,

U2 =
n−1

∑
i=1

W̃ 〈T 〉
Ki Γ−1

Ki (W̃
〈T 〉
Ki )T +

n−1

∑
i=1

W̃ 〈T 〉
Li Γ−1

Ki (W̃
〈T 〉
Li )T

+
n−1

∑
i=1

W̃ 〈T 〉
Ti Γ−1

Ti (W̃
〈T 〉
Ti )T +

n−1

∑
i=1

W̃ T
GiΓ

−1
Gi W̃Gi. (39)

Bearing in mind m ≤ |M−1| ≤ m̄ and applying the Ito formula

to V1 yield

LV1 ≤ 2(eT Pme)eT PmB(τr − εKq̄a − εLq̄b − εT rm

−εG)+6m̄S̄ (‖B‖‖Pm‖‖e‖)2

+2
n−1

∑
i=1

[W̃ 〈T 〉
Ki 〈·〉SKi(q̄)]q̄a(eT Pme)eT Pm(B)i

+2
n−1

∑
i=1

[W̃ 〈T 〉
Ti 〈·〉STi(q̄)]rm(eT Pme)eT Pm(B)i

+2
n−1

∑
i=1

[W̃ 〈T 〉
Li 〈·〉SLi(q̄)]q̄b(eT Pme)eT Pm(B)i (40)

+2
n−1

∑
i=1

W̃ T
GiSGi(q̄)(eT Pme)eT Pm(B)i

+2
n−1

∑
i=1

W̃ 〈T 〉
Ki Γ−1

Ki (
˙̃W 〈T 〉

Ki )T +2
n−1

∑
i=1

W̃ 〈T 〉
Ti Γ−1

Ti (
˙̃W 〈T 〉

Ti )T

+2
n−1

∑
i=1

W̃ 〈T 〉
Li Γ−1

Li (
˙̃W 〈T 〉

Li )T +2
n−1

∑
i=1

W̃ T
GiΓ

−1
Ti

˙̃WGi

Substituting the adaptive laws (36) to (40), and further substi-
tuting τr from (37), leads to

LV1 = −2(k1 + kr2)(eT Pme)eT PmBsgn(BT Pme)
−2k2(eT Pme)eT PmBe

≤ −k0‖e‖3 < 0,‖e‖ �= 0,
(41)

with k0 = 2k1‖Pm‖2‖B‖ > 0. According to Theorem
1 [14], expression (41) means both U1 and U2 are
bounded in probability and consequently ‖e‖,‖W̃K‖,‖W̃T‖,
‖W̃L‖,‖W̃G‖ are bounded in probability, i.e., P{limt→∞ ‖ŴK‖,
limt→∞ ‖ŴL‖, limt→∞ ‖ŴT‖, and limt→∞ ‖ŴG‖ exist and are
finite}= 1.

On the other hand, according to (40), (41) and (37), we have

LU1 ≤ − 1
m̄
(eT Pme)(eT Qme)− k0‖e‖3 ≤−k0‖e‖3

= =−k0

(
1

‖Pm‖2 (‖e‖‖Pm‖‖e‖)2
) 3

4
(42)

≤ −k0

(
1

‖Pm‖2

) 3
4 (

(eT Pme)2) 3
4 =−c(U1)

3
4

where c = k0

(
2m̄

‖Pm‖2

) 3
4
. Thus, by Lemma 1, the closed-loop

system (34) achieves the finite-time attractiveness, i.e., the
matching error e will reach the origin in finite time with
probability one. This completes the proof.

V. REFERENCE TRAJECTORY GENERATOR FOR qb
SUBSYSTEM

For the motion of the passive joint, however, to our best
knowledge, there has been very little study to discuss the
automatic control of its movement until now. In this work, we
attempt to set up a framework to design the reference trajectory
for manipulating the last joint to track the desired trajectory.
As above discussed, after finite time, qa will exactly track qad ,
such that the dynamics (10) becomes as follows:

q̈b = −M−1
b Cbq̇b −M−1

b gb −M−1
b ẇb −M−1

b Mbaq̈ad

−M−1
b Cbaq̇ad (43)

665



Let ϕ = [ϕ1,ϕ2]
T = [qb, q̇b]

T , φ = [φ T
1 ,φ

T
2 ]

T = [qT
ad , q̇

T
ad ]

T

and v = q̈ad . Then, equation (43) can be rewritten as

ϕ̇1 = ϕ2, ϕ̇2 = f (ϕ,φ ,v)−M−1
b ẇb (44)

with f (ϕ,φ ,v) = −M−1
b Mbav−M−1

b (Cbϕ2 + gb +Cbaφ2) and
φ̇1 = φ2, φ̇2 = v.

Consider the desired forward position and forward velocity
of the manipulator as qbd and q̇bd , respectively. Then, our
design objective is to construct a v (subsequently φ1 and φ2)
such that ϕ1 and ϕ2 of system (44) follow ϕ1m and ϕ2m
generated from the following reference model

ϕ̇1m = ϕ2m, ϕ̇2m = fm(qbd , q̇bd ,ϕm) (45)

where ϕm = [ϕ1m,ϕ2m]
T and fm(qbd , q̇bd ,ϕm) = −k1(ϕ1m −

qbd)− k2(ϕ2m − q̇bd)+ q̈bd . It can be easily checked that the
reference model (45) ensures that ϕ1m → qbd and ϕ2m →
q̇bd . According to implicit function theorem based neural
network design [13], there must exist a function fv : v∗ =
fv(qbd , q̇bd ,ϕ,φ) such that f (ϕ,φ ,v∗) = fm(qbd , q̇bd ,ϕ), i.e.,
there exists the ideal HONNs weight vectors such that

v∗ = [W ∗〈T 〉
v 〈·〉Sv(z)]+ εv, z = [qbd , q̇bd ,ϕT ,φ T ]T (46)

where εv ∈R(n−1)×1 is the neural network approximation error
vector. Let us employ HONNs to approximate v∗ as follows:

v̂ = Ŵ 〈T 〉
v 〈·〉Sv(z) (47)

with Ŵ 〈T 〉
v = [Ŵ T

v1,Ŵ
T
v2, · · · ,Ŵ T

v(n−1)], where Ŵ T
vi ∈ Rl×1(i =

1,2, · · · ,n− 1) are the neural network weight vectors. Sub-
stituting v̂ into (44) and using f (φ ,ϕ,v∗) = fm(qbd , q̇bd ,ϕ),
we have

ϕ̇1 = ϕ2 (48)

ϕ̇2 = fm(qbd , q̇bd ,ϕ)−M−1
b (ẇb +Mba([W̃

〈T 〉
v 〈·〉Sv(z)]− εv))

where W̃ = Ŵ −W ∗. Define ϕ̃1 = ϕ1−ϕ1m and ϕ̃2 = ϕ2−ϕ2m
such that ϕ̃ = ϕ̂ −ϕ . Then, the comparison between (45) and
(48) yields

˙̃ϕ1 = ϕ̃2 (49)
˙̃ϕ2 = −k1ϕ̃1 − k2ϕ̃2 −M−1

b (ẇb +Mba([W̃
〈T 〉
v 〈·〉Sv(z)]− εv))

Theorem 2: Consider the following weight adaptation law
for HONN employed in (47)

˙̂Wvi = ΓviSvi(z)ϕ̃T PW [0 1]T −σΓviŴvi (50)

where Γvi ∈ Rl×l and σ are suitably chosen as a symmetric
positive definite matrix and a positive scalar, respectively.
Then, the tracking errors ϕ̃1 and ϕ̃2 in (49) will be eventually
bounded into a small neighborhood around zero.

Proof: Let us rewrite the error dynamics (49) as the form
of Ito SDE

dϕ̃ =

[
AW ϕ̃ − [0 1]T M−1

b

n−1

∑
i=1

Mbai(W̃ T
vi Svi(z)− εvi)

]
dt

−[0 1]T M−1
b dwb (51)

where Mbai represents the i-th element of vector Mba, AW =[
0 1

−k1 −k2

]
satisfies the Lyapunov equation AT

W PW +

�����������������������������û0üý0û�
����������������������������������������ÒQ�

ÍQ������ þû0�0û���������������������������������������������

Fig. 1. Bounding set of ‖W̃ 〈T 〉
v ‖ and ‖ϕ̃‖.

PW AW =−QW , i.e., for any symmetric positive definite matrix
QW , there exists a symmetric positive definite PW satisfying
the above equation.

Considering the following Lyapunov function

V2(t) = ϕ̃T PW ϕ̃ +M−1
b

n−1

∑
i=1

MbaiW̃ T
vi Γ−1

vi W̃ T
vi (52)

and the closed-loop dynamics (51) with the update law (50),
we obtain

LV2(t) ≤ −λQW ‖ϕ̃‖2 −2σM−1
b |Mba|‖W̃ 〈T 〉

v ‖2 + ε2‖ϕ̃‖2

+ε2‖W̃ 〈T 〉
v ‖2 +

1
ε2 ε2

0 M−1
b |Mba|2‖PW [0 1]T‖2

+
1
ε2 σ2M−1

b |Mba|2‖W ∗〈T 〉
v ‖2 +Tr(PW )(M−1

b )2

where |εv| ≤ ε0, λQW is the minimum eigenvalue of QW , ε is
any given positive constant and we can choose it sufficiently
small. Furthermore, we can choose the suitable QW and
σ making λQW ≥ ε2,2σM−1

b |Mba| ≥ ε2, and it follows that
V̇2(t)≤ 0 in the complementary set of a set Sb defined as

Sb �
{
(ϕ̃,W̃ )

∣∣∣∣∣‖W̃ 〈T 〉
v ‖2

ā2 +
‖ϕ̃‖2

b̄2 −1 ≤ 0

}

with ā =
c̄√

λQW − ε2
, b̄ =

c̄√
2σM−1

b |Mba|− ε2
, c̄ =√

1
ε2 M−1

b |Mba|2(ε2
0‖PW [0 1]T‖2 +σ2‖W ∗〈T 〉

v ‖2)+Tr(PW )(M−1
b )2.

Obviously, the set Sb defined above is compact. Hence, by
Theorem 1 in [14], it follows that all the solutions of (51)
are bounded in probability. The set Sb is shown in Fig. 1 and
consists of the closed region bounded by the closed oval arc

defined by ‖W̃ 〈T 〉
v ‖2

ā2 + ‖ϕ̃‖2

b̄2 = 1. Thus, the proof is completed.

VI. SIMULATION STUDIES

In this section, the developed trajectory generator and con-
troller will be applied to the cart-pendulum system as shown
in Fig. 2 [15]. Let q1 = x and q2 = θ , then the dynamics can
be described as a fully control subsystem of q1:

Σa : q̈1 =
4mlq̇2

2 sinq2 −3mgsinq2 cosq2 +4F
4(M+m)−3mcos2 q2

(53)
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Fig. 2. The cart-pendulum system

Fig. 3. The simulation results

and an uncontrolled subsystem of q2

Σb : q̈2 =
3(M+m)gsinq2 −3mq̇2

2 sinq2 cosq2

4(M+m)l −3ml cos2 q2

+
3mgsinq2 cosq2

4(M+m)−3mcos2 q2
− 3

4
cosq2q̈1 (54)

where the mass of cart is 2.4kg; the mass of pendulum is
0.23kg; the length of the pendulum (2l) is 0.36m, w1,w2 are
indepent standard Weiner progresses. The control objective is
to make q2 to track π

30 sin(t).
The simulation results are shown in Fig. 3. As clearly

shown by the simulation results, in the presence of unknown
system parameters and external disturbances, the proposed
adaptive NN controller is able to guarantee the pendulum’s
exact tracking of the given trajectory.

VII. CONCLUSION

In this paper, adaptive NN control has been designed on
the stochastic under-actuated systems for dynamic balance and
motion tracking of desired trajectories. The dynamics of the
the actuated subsystem has been shaped to follow a reference
model, which is derived by using the LQR optimization
technique to minimize both the motion tracking error and the
transient acceleration. The unactuated subsystem is discussed
by suitably generating a reference trajectory. Simulation results
have demonstrated the efficiency of the proposed method.
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�	���	����� �����'��� ���� $��8��,� &����� ���� �	���� ���$� ������
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��H�I,�
� ����� IH��Δ ���������������������H1@I�������	������	��
���	��
�������	����������
� IHI1HIH ������ Δ+−= � � � � � � � � � � � � � H12I�
�	��'���������	�������	���������������	
������������������������
������ ��� ����	�,� 4����
	���� ���� $��'�	��� �	������	�� '�����
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���$��
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���	��	�������	���	�����
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����
� IH1 ���� $$ Δ+= − � � � � � � � � � � � � � � H1*I�
!	�����������H12I�������	�����������������	������	��
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4���$���������$�����	��$���6H�S��I����������	�$��������������
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Abstract—The uncontrolled use of limited resources in con-
junction with unpredictable nature of traffic load injection in
Wireless Local Area Networks (WLANs) may lead to congestion,
and cannot guarantee strict Quality of Service (QoS) required
by real-time service. Rate control is an important mechanism
for the provisioning of QoS in the IEEE 802.11e WLANs. In this
paper, a bio-inspired rate control scheme is proposed based on
the extended Lotka-Volterra model, which considers the effects
of arrival traffic on the system stability according to the limited
network resources and competitions with others traffic flows, and
ensures that the network works in unsaturated case and rapidly
converge to a global stable equilibrium point (EP). Moreover, all
traffic flows are of peaceful coexistence and QoS differentiation.
Extensive simulations are conducted to illustrate the performance
of the proposed rate control scheme.

Index Terms—Rate control, QoS Differentiation, Bio-inspired
model, 802.11e EDCA

I. INTRODUCTION

WLANs based on the IEEE 802.11 Distributed Coordination
Function (DCF) have been widely used in recent years due
to their simple deployment and low cost. Since the current
DCF can only support best effort traffic, whilst the grow-
ing popularity of real-time services and multimedia based
applications, it has recently become more critical to tailor
IEEE 802.11 Medium Access Control (MAC) protocol to
meet the stringent requirements of such services. The IEEE
802.11e Enhanced Distributed Channel Access (EDCA) is
proposed to support prioritized QoS[1]. It provides priority-
based medium access mechanism with different Arbitration
Inter Frame Space (AIFS), initial and maximum Contention
Window (CW) size, and the limit of consecutive Transmission
Opportunity (TXOP).

Meanwhile, considerable effort was devoted to theoretical
analysis of the performance of the 802.11 EDCA [2-5].
However, it cannot guarantee strict QoS required by real-
time services such as voice and video without proper network

rate control mechanisms. It has been proven that the QoS
requirements of the real-time traffic can be satisfied if the input
traffic is properly regulated[6]. Meanwhile, it is found that in
unsaturated case the 802.11e EDCA achieves the maximum
throughput and small delay because of the low collision
probability[7,8]. To keep the network operating in unsaturated
case, it is crucial to regulate total input traffic. In [6], Chen
integrated two admission control schemes and a rate control
scheme relying on the average delay estimate and the channel
busyness ratio. Lee proposed a bandwidth control scheme by
combing the IEEE 802.11e EDCA protocol to overcome the
guaranteed bandwidth issue in multi-rate environments [9].
Antoniou proposed a Lotka-Volterra-based congestion control
(LVCC) scheme to regulate the input flows without considering
the QoS differentiation [10]. Yaghmaee [11] and Chen [12]
proposed a priority-based rate control algorithm for service
differentiation.

The transmission rate of the traffic can be controlled based
on two criteria. First, the injected traffic should not break off
the original transmitting traffic, and all the traffic would be
co-existing and served. Second, the regulated traffic should
be able to promptly access the whole bandwidth in order to
utilize the channel efficiently. One may argue that this can
be easily achieved if the channel access parameters such as
AIFS and CW are set much larger than those for the real-time
traffic. However, this approach is problematic in that it will
unnecessarily impede the best effort traffic from accessing the
channel even when there is no heavy real-time traffic in the
network, leading to channel under-utilization and unreasonably
large delay for the best effort traffic.

In this paper, to guarantee the strict QoS differentiation and
maximize the utility of limited network sources, a bio-inspired
rate control scheme is proposed to optimize the transmission
rate of each data flow. The stability of the proposed control
scheme is analyzed under different network conditions.
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TABLE I
RECOMMENDED IEEE 802.11E EDCA PARAMETER SETTING

Prio AC Designation AIFS CWmin CWmax TXOP
3 AC(3) Voice 2 7 15 0.003
2 AC(2) Video 2 15 31 0.006
1 AC(1) Best effort 3 31 1023 0
0 AC(0) Background 7 31 1023 0

The remainder of this paper is organized as follows: Sec-
tion 2 introduces the protocol of IEEE 802.11e EDCA. The
extended Lotka-Volterra model is introduced in Section 3. In
Section 4, we introduce the bio-inspired rate control scheme.
Section 5 presents the performance of bio-inspired rate control
scheme. The paper is concluded in Section 6.

II. IEEE 802.11E EDCA PROTOCOL

Since the demands of multimedia applications over WLANs
increase tremendously in recent years, which requires the
wireless network paradigm to be rethought in the view of need
for mechanisms to deliver multimedia content with a certain
level of quality of service (QoS). The IEEE 802.11 Task Group
E has developed a new standard known as the IEEE 802.11e
to provide the QoS support.

According to the IEEE 802.11e standard, the EDCA mecha-
nism extends the DCF mechanism of traditional IEEE 802.11
protocol to enhance the QoS support in the MAC-layer by
introducing four access categories AC[n] (n = 0, 1, 2, 3) to
serve different types of traffic, which includes AC VO (for
voice traffic), AC VI (for video traffic), AC BE (for best effort
traffic) and AC BK (for background traffic). To simplify the
notations, we rename four ACs as AC[3], AC[2], AC[1] and
AC[0] from the highest priority to the lowest priority in the
rest of this paper. Each queue AC[n] transmits packets with
an independent channel access parameters including: Minimal
Contention Window Size (CWmin[n]), Maximal Contention
Window Size (CWmax[n]), Arbitration Inter-Frame Space
Number (AIFS[n]), and the limit of consecutive Transmission
Opportunity (TXOP [n]). The recommended value of each
parameter is shown in Table I.

To achieve service differentiation among four ACs, instead
of using fixed DCF Interframe Space (DIFS) as in IEEE 802.11
DCF mechanism, EDCA assigns CWmin, CWmax, AIFS and
TXOP with different values to manipulate the successful
transmission probability of different types of frames. If one
AC has a smaller value of AIFS or CWmin or CWmax,
then this AC has more chances to access the wireless medium
and transmit the waiting or arriving frames. For AC[i] and
AC[j] (0 ≤ i < j ≤ 3), then CWmin[i] ≥ CWmin[j],
CWmax[i] ≥ CWmax[j], and AIFSi ≥ AIFSj . Note that in
the above inequalities, at least one must be strictly ”not equal
to” as shown in Table I. Each queue within a station is treated
as an individual virtual station, and the backoff procedure of
each AC is the same as that of DCF. When a collision occurs
among different ACs within the same station, the AC with a
higher priority is granted the opportunity to transmit, while

the AC with a lower priority is kept waiting, i.e., suffers from
a virtual collision.

III. EXTENDED LOTKA-VOLTERRA MODEL

In order to achieve the better performance and QoS differ-
entiation for IEEE 802.11e EDCA WLANs. We use the bio-
inspired model to regulate the input data flows. The nature
of the world shows that the dynamics of many biological
systems and laws governing them are based on a surprisingly
small number of simple generic rules which yield collaborative
and effective patterns for resource management, task allocation
and social differentiation without the need of any externally
controlling entity[13]. For example, population dynamics has
traditionally been the dominant branch of mathematical biol-
ogy which studies how populations of species change in time
and space as well as the process that cause these changes.

Population dynamics can be modeled with a simple balance
equation that describes how the overall population size of
species changes over time as a result of species interaction
with each other as well as with non-living parts of their
surroundings (i.e. resources). Proposed by Lotka and Volterra,
the well-known Lotka-Volterra models concerning ecological
population modeling have been extensively investigated in the
literature[10,14]. When two or more species live in proximity
and share the same basic requirements, they usually compete
for resources, food, habit, or territory. A deterministic, compet-
itive Lotka-Volterra system with n species is given by [10,14]

dxi

dt
= xi

⎡⎣ri − n∑
j=1

aijxj

⎤⎦ , i = 1, 2, ..., n (1)

where xi represents the population size of species i at time t,
the constant ri is the growth rate of species i, n is the number
of species in an ecosystem, and aij represents the effect of
inter-specific (if i �= j) or intra-specific (if i = j) competition.
The quotient ri/aii is the carrying capacity of the ith species
in absence of other species. In a vector form, we can rewrite
(1) as

dx/dt = diag (x1, x2, ..., xn) [B −Ax)]

where x = (x1, x2, ..., xn)
T is an n-dimensional species state

vector, B = (r1, r2, ..., rn)
T is the set of growth rate of each

species, A = (aij)n×n is an n × n matrix, known as the
community matrix, and superscript T denotes the transpose
operation.

In this paper, we borrow the idea of population dynamics
to analyze the optimal sending rate of each traffic flow under
changing network conditions. A WLANs can be considered
as analogous to an ecosystem. An ecosystem comprises of
multiple species that live together and interact with resources
and competitors to meet their needs for survival and coexist.
Similarly, a WLANs involves a number of wireless stations.
Each station has a limited buffer size to store packets and
is able to initiate a traffic flow. Traffic flows can be seen as
species that compete with each other for available network
resources while traversing the access point to the user. The
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number of bytes per traffic flow corresponds to the population
size of each species. Moreover, the species of an ecosystem
have different positions in its biological chain, i.e. some
species are much stronger and powerful than others, they will
consume more resources from the surrounding environment.
This phenomenon can also been seen in WLANs, that the
traffic flows with a higher priority are much more important
than those with a lower priority, and bandwidth of the network
will be priorly allocated to the traffic flows with the highest
priority, which means that the packets of the flow with the
highest priority have more opportunities to be transmitted. In
analogy with ecosystems, the goal of the WLANs is expected
to be the coexistence of all traffic flows and achieve QoS
differentiation.

IV. PROPOSED BIO-INSPIRED RATE CONTROL SCHEME

According to the above extended Lotka-Volterra competitive
model, there are five correspondences between a WLANs and
an ecosystem, i.e. 1) the traffic flows n initiated by each node
play the role of competing species; 2) the number of bytes
xi sent by a traffic flow within a given period refers to the
population size of a species; 3) the transmission rate of each
traffic flow is affected by inter-actions among competing flows
as well as the available bandwidth, named inter-specific or
intra-specific coefficient aij ; 4) the growth rate ri of each
flow refers to the growth rate of each species; 5) the limited
bandwidth N of a WLANs can be seen as the resource in the
ecosystem.

A. Considering the QoS Differentiation

The transmission rate evolution of each flow will be driven
by variations in available bandwidth of source/relay nodes and
by the injection of unpredictable traffic load along the network
path towards the user. Each station is expected to initiate a
traffic flow when triggered by a specific event or a periodic
sensing task. In order to analyze the difference of competition
from inter-specific or intra-specific data flows, we redefine the
inter-specific competition coefficient of different flows as aij
and the intra-specific competition coefficient of the same type
flows as βi. To support the service differentiation between the
above four ACs in the IEEE 802.11e EDCA as described in
Section II, we give two assumptions as follows:

1. The effect of inter-specific competition coming from
flow j to flow i can be neglected if the priority of AC[j]
is lower than that of AC[i], i.e. The higher priority AC[i]
will be granted to transmit frames when colliding with AC[j].
However, according to the access procedure of IEEE 802.11e
EDCA protocol as shown in Fig.1, (where Short Interframe
Space (SIFS) is the small time interval between the data frame
and its acknowledgement; PCF Interframe Space (PIFS) is one
of the interframe space used in IEEE 802.11 based WLANs.)
the AIFS values of AC[2] and AC[3] are identical as listed
in Table I, so in this paper, we consider the competition
from AC[2] to AC[3]. Then the inter-specific competition
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Fig. 1. IEEE 802.11e EDCA access procedure

coefficients are ⎧⎨⎩
aij > 0, 0 ≤ i < j ≤ 3
a32 > 0, i = 3, j = 2
aij = 0, otherwise

2. The effect of intra-specific competition of any traffic flow
i with its number increasing or decreasing is a constant, i.e.
the coefficient aii = ajj = β.

Then the proposed bio-inspired rate control scheme based
on the extended Lotka-Volterra model for WLANs with con-
sidering the QoS differentiation can be written as:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

ẋ3 (t) = r3x3

[(
1− βx3

N3

)
− a32

x2

N2

]
ẋ2 (t) = r2x2

[(
1− βx2

N2

)
− a23

x3

N3

]
ẋ1 (t) = r1x1

[(
1− βx1

N1

)
− a13

x3

N3
− a12

x2

N2

]
ẋ0 (t) = r0x0

[(
1− βx0

N0

)
− a03

x3

N3
− a02

x2

N2
− a01

x1

N1

]
(2)

where x3, x2, x1 and x0 means the transmission rate of priority
queue AC[3], AC[2], AC[1] and AC[0], respectively.

B. Stability Analysis

The proposed Bio-inspired competitive rate control scheme
is adaptive to bursty traffic flows. For example, the trans-
mission rate will reach to the optimal maximal value when
other data flows are removed; However, while some higher
priority flows are injected into the network unpredictably, the
transmission rates of the former flows are reduced smoothly
according to the competitions and available bandwidth. So
the real-time transmission rate is very important to show the
validation of the proposed control scheme and its performance.
Based on the nonlinear ordinary differential Equation (2), the
real-time transmission rate can be derived:

x3(t) =
N3w3x3(0)

βN2x3(0) + [N3w3 − βN2x3(0)] e
−w3r3

N2
t

x2(t) =
N2w2x2(0)

βN3x2(0) + [N2w2 − βN3x2(0)] e
−w2r2

N3
t

x1(t) =
N1 (N2N3 − w1)x1(0)

N2N3βx1(0) + ϕ1e
−N2N3−w1

N2N3
·r1t

x0(t) =
N0 (N1N2N3 − w0) · x0(0)

βN1N2N3x0(0) + ϕ0e
−N1N2N3−w0

N1N2N3
·r0t

where w3 = N2 − a32x2, w2 = N3 − a23x3, w1 =
N2a13x3 + N3a12x2, w0 = N1N2a03x3 + N1N3a02x2 +
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Fig. 2. Network topology

N2N3a01x1, ϕ1=N1 (N2N3 − w1) − βN2N3x1 (0), ϕ0 =
N0 (N1N2N3 − w0)− βN1N2N3x0 (0).

In order to guarantee the stability of WLANs, the proposed
rate control scheme should be sure that the real-time trans-
mission rate can converge to a stable equilibrium point (EP)
as soon as possible. There are sixteen stable EPs by solving
the Equation (2), however, it is meaningless unless all the
elements in the EP are positive, i.e. x∗

0
> 0, x∗

1
> 0, x∗

2
> 0

and x∗
3
> 0.

Then the stable equilibrium point x∗, i.e. the desirable
transmission rate of each flow, can be calculated as:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

x∗
3
= a32−β

a23a32−β2N3

x∗
2
= a23−β

a23a32−β2N2

x∗
1
= N1

β

[
1− a12(a23−β)+a13(a32−β)

a23a32−β2

]
x∗
0
= N0

β

{
1− a03(a32−β)+a02(a23−β)

a23a32−β2

− a01

β

[
1− a13(a32−β)+a12(a23−β)

a23a32−β2

]}
(3)

V. PERFORMANCE ASSESSMENT

A. Experiment environment and setting

In order to evaluate the performance of the proposed
bio-inspired rate control scheme for IEEE 802.11e EDCA
WLANs, simulation studies are used to evaluate the perfor-
mance in terms of graceful performance degradation, self-
adaptivity, scalability and service differentiation. In addition,
evaluation studies investigate how parameters affect the per-
formance of our approach in terms of stability, convergence
and provide effective parameter setting rules. The simulation
experiments are conducted in a WLANs, the data flows are
transmitted by wireless medium through Access Point (AP)
to the Destination Node (DN) as shown in Fig.2. The time
interval between successive evaluations of the number of bytes
sent by Source Node (SN) is set to 1 second. The parameters
(Para) of the proposed rate control scheme shown in Equation
(3) are set in Table II.

TABLE II
PARAMETER SETTING

Para value Para value Para value Para value
a01 1 a13 1.3 r1 1 N1 1024
a02 1.4 a23 1.1 r2 1 N2 1024
a03 1.5 a32 1 r3 1 N3 1024
a12 1.2 r0 1 N0 1024 β 4
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Fig. 3. Removing and/or injecting traffic flow

B. Stability analysis under different traffic loads

Two random network scenarios (i.e. Test1 and Test2) with
two changes, such as removing or injecting traffic flows, are
used to evaluate the performance of the proposed rate control
scheme, such as the stability, scalability and adaptivity. Each
scenario with random initial rate of traffic flows has two
changing network states, change1 (Ch1) and change2 (Ch2)),
as shown in Fig.3 and three global stable states (i.e. stable,
stable1 and stable2) as shown in Table III. In Test1, we switch
off the flow AC[3] at t = 100s, and then switch AC[3] on
and AC[1] off at t = 180s. While in Test2, we switch AC[0],
AC[3] on and AC[1] off at t = 100s, and then switch AC[1]
on again and AC[2] off at t = 180s. Individual element in
Table III is the transmission rate. Moreover, assuming that all
traffic flows have the same characteristics of the growth rate r,
the intra-specific competition coefficient β and the maximum
capacity N of each data flow.

TABLE III
THE EP OF THE PROPOSED MECHANISM UNDER DIFFERENT NETWORK

CONDITIONS

Test Priority Initial Stable Stable1 Stable2
0s 100s 180s 250s

Test1

AC[0] 100.0 76.6 121.6 108.9
AC[1] 80.0 129.2 179.2 0.0
AC[2] 40.0 199.3 256.0 199.3
AC[3] 10.0 206.1 0.0 206.1

Test2

AC[0] 0.0 0.0 108.9 116.8
AC[1] 100.0 179.2 0.0 172.8
AC[2] 150.0 256.0 199.3 0.0
AC[3] 0.0 0.0 206.1 256.0

As observed in Table III, the experiments of Test1 and
Test2 have the same values of stable EP, i.e. The point
(76.6,129.2,199.3,206.1) is the global stable EP for all flows
co-existing in the bandwidth-limited WLANs. When the flow
AC[3] becomes extinct at t = 100s for some unknown reasons
in Test1, the other priority flows will soon adaptively reach
another new EP (121.6,179.2,256.0,0.0). After the instant
t = 180s, the flow AC[3] is injected into the network again,
at the same time AC[1] is switched off, then the system con-
verges to a new EP. Similarly, Test2 also shows the excellent
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performance of the proposed mechanism in terms of adaptivity,
scalability and stability. When AC[1] is switched off and
AC[0], AC[3] are switched on at t = 100s, the system reaches
the stable EP (108.9,0.0,199.3,206.1), and then the WLANs
will reach another new stable EP (116.8,172.8,0.0,256.0) after
switching off AC[2] and switching on AC[1] at t = 180s in
Test2.

Fig. 4 takes a close look at the behavior of all traffic flows
with differentiated priority under changing network load. We
aim to reveal the process of the system keeping stable after
changes in network state. As can be seen, when the data
flow is changed for some reasons, the system can re-converge
to a new stable EP quickly for its characteristic of self-
adaptive. Moreover, the proposed mechanism provides smooth
calculated transmission rates for all the traffic flows, which
also assists in avoiding the probability of buffer overflow and
network congestion. When some high priority emergency data
streams are injected into the network, the proposed mechanism
can also achieve graceful performance degradation.
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Fig. 4. Calculated transmission rates

C. Parameter setting and analysis

According to the second assumption of Section IV.A, the
effect of intra-specific competition of any traffic flow is a
constant, the impact of coefficient β on a realistic network
environment in investigated in this section. Each scenario,
concerning different combinations of aij , β, r and N values,
is executed 10 times and the average values of metrics over
all scenarios are presented below.

When β increases from 1.5 to 5 as shown in Fig. 5, the
difference in transmission rates of all data flows is reduced,
the remaining difference in data flow rate is only caused by
the different inter-specific competition coefficients. With the
increasement of value β, i.e. the competitive effect of flow j on
the sending rate of flow i is much less than that from the inside
of flow i, the total sending rate of all data flow is decreased.
Even though there is no upper bound for β value, it is worth
pointing out that as β increases, the EP value decreases and
the quality of the received data at the DN may be reduced.

The phase plane of the scenarios with different values of β
as shown in Fig. 6 illustrates the stability, rapid convergence
and differentiation of the transmission rate of the four different
priority flows. As observed in Fig. 6(c) when β = 4, the
transmission rate of each flow can converge to the global stable
point without any fluctuations. Moreover, with the increment
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of intra-specific competition coefficient β, the phase plane
inclines to a small region (the EP), which means that there is
less difference among four species. However, when the value
of intra-specific competition coefficient is equal to 1.5(i.e. the
inequality aij < β is not satisfied, for a12 = 1.5), the network
system is not very stable as shown in Fig.6(a), which is
identical to the analysis of Section IV.A and can be effectively
avoided from proper parameter settings.
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Fig. 6. Phase plane of two species

Fig.7 shows the throughput of different priority flows with
β varies from 1.5 to 5. The throughput of higher priority AC
is much bigger than that of lower priority AC. And according
to the curved surface, the value of intra-specific β can be set
for special purpose.

VI. CONCLUSION

In this paper, we proposed a novel bio-inspired rate control
scheme to meet the differentiated QoS requirements for vari-
ous applications in IEEE 802.11e EDCA WLANs. Based on
the extended competitive Lotka-Volterra model, the proposed
rate control scheme considers traffic flows with differentiated
QoS requirements. And the effect of injected bursty traffic
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flows on the system stability was also taken into consideration
based on the limited network resources and competitions from
other traffic flows. It was proven that the scheme has a global
stable EP and can fast re-converge to a new EP under changing
network conditions, while keeping all traffic flows co-existing
and serviced with differentiated QoS. The source traffic rates
could be adjusted optimally according to the value of EP.
From the analysis of simulation results, we illustrated how
the variations of the scheme’s parameters influence stability,
scalability and distinction of traffic flows. Performance evalu-
ations suggested certain values for parameters aij , βi and ri
that are able to avoid the network congestion and guarantee
bandwidth for high priority real time traffic.
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Abstract—This paper investigates the global bounded consen-
sus problem of Networked Multi-Agent Systems exhibiting non-
linear, non-identical agent dynamics with communication time-
varying delay. Globally bounded controlled consensus conditions
based on pinning control method and adaptive pinning control
method are derived. The proposed consensus criteria ensures
that all agents eventually move along desired trajectories in
terms of boundedness. The proposed controlled consensus criteria
generalizes the case of identical agent dynamics to the case of
non-identical agent dynamics, and many related results of other
researches in this area can be viewed as special cases of the above
results. We finally demonstrate the effectiveness of the theoretical
results by means of a numerical simulation.

I. INTRODUCTION

Networked Multi-Agent Systems (NMAS) has attracted
many attention due to the broad applications of NMAS in
many areas. How to design appropriate protocols and algo-
rithms such that the set of agents can realize common objec-
tive, such as consensus, is a critical problem, especially for the
case of unreliable information exchange and communication
delays, and some relevant important contributions have been
made in recent years [1], [2], [3], [4].

The consensus problem requires an agreement to be reached
that depends on the state of all agents. The topic has been
studied across many fields of science and engineering [5],
[6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17],
[18], [19], [20]. It is noted that the agent dynamics in most
existing works are often restricted to linear and identical
ones. Obviously, in practice, this is not always the case. The
controlled consensus problem of NMAS with nonlinear agent
dynamics and communication delay are more complicated and
just a few results have been made [21], [22]. In addition,
most research in consensus problems usually assume that
the final consensus value to be a constant, which may not
be the case in the sense that the information state of each
agent may be dynamically evolving in time according to
some inherent dynamics. It is interesting to study controlled
consensus problems where the final consensus value evolves
with time or as a function of environmental dynamics.

The behavior of the NMAS with non-identical agent dynam-
ics is much more complicated than the identical case. Usually,
no common equilibrium for all agents exists even if each
agent has an equilibrium, neither does a consensus manifold
exist in the classical sense. The NMAS with non-identical
agent dynamics cannot be decoupled into a number of lower
dimensional systems exactly like the identical-agent case. Yet,
a NMAS with non-identical agents may still exhibit some
kinds of consensus behaviors which are far from being fully
understood. Certain reasonable and satisfactory boundedness
of state motions errors between different agents can be taken
as useful consensus properties. The present paper will focus
on the global consensus problems of NMAS based on pinning
control methods [23], [24], [25], [26], and the proposed
controlled consensus property is formulated in terms of certain
boundedness of state errors.

The rest of this paper is organized as follows. A controlled
continuous-time NMAS model with communication time-
delay is presented in Section II. The main results including
pinning control and adaptive pinning control bounded consen-
sus criterion are derived in Section III and IV respectively.
Section V gives a numerical simulation example to verify the
effectiveness of the proposed results, followed by conclusions
in Section VI.

II. PROBLEM DESCRIPTION

Let G = (V ,A) be a graph of order N consisting of a set of
vertices V = {v1, v2, · · · , vN} and a set of edges A ⊆ V ×V .
An edge (vj , vi) in graph G means that agent vi sends some
information to agent vj . The set of neighbors of agent vi is
denoted by Ni = {vj ∈ V : (vj , vi) ∈ A}.

We consider a NMAS consisting of N non-identical agents
with communication delay:

ẋi = fi(xi) + c
∑
j∈Ni

aijΓxj(t− τ(t)), i = 1, 2, · · · , N, (1)

where xi = (xi1(t), xi2(t), · · · , xin(t))
T ∈ Rn are the state

variables of the agent vi, fi(xi) : R
n → Rn are continuously

differentiable mappings with Jacobian Dfi, representing the
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self-dynamics of the agent vi, c > 0 denotes the coupling
strength, Γ = (γij) ∈ Rn×n is the inner coupling matrix, and
where γij �= 0 means two connected agents are linked via their
ith and jth state variables, respectively. The adjacency matrix
A = (aij) ∈ RN×N (which is symmetric and irreducible)
represents the communication topology relation of the NMAS,
and is defined by aij = aji = 1(vj ∈ Ni), aij = 0(vj /∈
Ni) and aii = −∑

j �=i aij . τ(t) is a time-varying coupling
delay which reflects the reality that the agent vi can’t obtain
information from agent vj instantaneously.

The average dynamic of all agents is defined by the vector
field f̄(x(t)) = 1

N

∑N
k=1

fk(x(t)) with Jacobian Df̄i(x(t)).
The average state trajectory is chosen as the desired moving

trajectory

s(t) =
1

N

N∑
k=1

xk(t). (2)

We now discuss the problem of global consensus for the sys-
tem (1). The consensus problem here will be depicted instead
via certain boundedness of xi(t)− xj(t), ∀i, j = 1, 2, · · · , N
as t → ∞. This better reflects reality as it is impossible for
NMAS (1) to achieve exact consensus. To address this case
we will focus on making the states of all agents converge to
a bounded set.

We denote x(t), s(t), u(t), e(t), w(t), di(t) and V (w(t), t)
as x, s, u, e, w, di and V respectively.

III. LINEAR FEEDBACK PINNING CONTROLLER

To achieve the goal, we apply the feedback control strategy
on a small fraction δ (0 < δ ≤ 1) of the agents in system
(1). Suppose that nodes i1, i2, · · · , il are selected to be under
control, where l = [δN ] stands for the smaller but nearest
integer to the real number δN . This controlled NMAS can be
described as⎧⎪⎪⎪⎨⎪⎪⎪⎩

ẋik = fik(xik) + c
∑

j∈Ni aikjΓxj(t− τ(t))

+uik , 1 ≤ k ≤ l,

ẋik = fik(xik) + c
∑

j∈Ni aikjΓxj(t− τ(t)),

l + 1 ≤ k ≤ N.

(3)

The local linear negative feedback control law is chosen as
follows: {

uik = −dik(xik − s), 1 ≤ k ≤ l,

uik = 0, l + 1 ≤ k ≤ N,
(4)

where the feedback gain dik > 0.
Combine (3) and (4) and rearrange the order of the n-

odes in the network. Let the first l nodes be controlled,
and ei = xi − s, i = 1, 2, · · · , N . It’s obvious that
c
N

∑N
k=1

∑
j∈Ni akjΓxj(t−τ(t)) = 0 and

∑N
i=1

ei = 0. Then
by applying the Newton-Leibniz formula, error systems can be

written as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ėi = Df̄(s)ei + c
∑

j∈Ni aijΓej(t− τ(t))

+
∫
1

0
(Dfi(s+ τei)−Df̄(s))eidτ

− 1

N

∑N
k=1

∫
1

0
Dfk(s+ τek)ekdτ

+ fi(s)− f̄(s)− diei, 1 ≤ i ≤ l,

ėi = Df̄(s)ei + c
∑

j∈Ni aijΓej(t− τ(t))

+
∫
1

0
(Dfi + τei)−Df̄(s))eidτ

− 1

N

∑N
k=1

∫
1

0
Dfk(s+ τek)ekdτ

+ fi(s)− f̄(s), l + 1 ≤ i ≤ N.

(5)

The following work will focus on simplifying the error
systems (5) by means of a series of transformations using a
procedure similar to [22].

Define the following matrix

D = diag(D1, D2, · · · , DN ) ∈ RnN×nN ,

where Di = diag{−di,−di, · · · ,−di} ∈ Rn×n.
Let e = (eT

1
, eT

2
, · · · , eTN )T , then (5) becomes

ė = Σ̄(t)e+ cA⊗ Γe(t− τ(t)) + I(t)e− 1

N
H(t)e+ F (t),

(6)

where I(t) = diag{∫ 1

0
(Df1(s+ τe1)−Df̄(s))dτ · · ·∫

1

0
(DfN (s+ τeN )−Df̄(s))dτ}, Σ̄(t) = IN ⊗ Df̄(s) +

D, HT (t) = (HT
1
(t), · · · , HT

N (t)), Hi(t) = (
∫
1

0
Df1(s +

τe1)dτ, · · · ,
∫
1

0
DfN (s + τeN )dτ), FT

i (t) = (fT
1
(s) −

f̄T (s), · · · , fT
N (s)− f̄T (s)).

Since A is symmetric and irreducible, according to
[22], there exists a unitary matrix Φ = (ϕij)N×N =
(Φ1,Φ2, · · · ,ΦN ). This together with w(t) = (ΦT ⊗ In)e
gives

ẇ = (ΦT ⊗ In)Σ̄(t)(Φ⊗ In)w

+ (ΦT ⊗ In)(cA⊗ Γ)(Φ⊗ In)w(t− τ(t))

+ (ΦT ⊗ In)I(t)(Φ⊗ In)w + (ΦT ⊗ In)F (t)

− 1

N
(ΦT ⊗ In)H(t)(Φ⊗ In)w. (7)

Note that H(t) =
√
N

∑N
k=1

(0 · · · 0 Φ̄k 0 · · · 0) ⊗∫
1

0
Dfk(s + τek)dτ , where Φ̄k stands for the matrix with

its k-th column equal to Φ1 and the remaining elements
are zero. Then we have 1

N (ΦT ⊗ In)H(t)(Φ ⊗ In) =
1√
N

∑N
k=1

(0 · · · 0 Ik 0 · · · 0)⊗∫
1

0
Dfk(s+ τek)dτ(Φ⊗In),

where Ik stands for the matrix with its k-th column equals
(1 0 · · · 0)T and the remaining of its elements are zero.

Thus, a simple calculation gives 1

N (ΦT ⊗ In)H(t)(Φ ⊗
In) = 1√

N

∑N
k=1

(
Υk 0

)T ⊗ ∫
1

0
Dfk(s(t) + τek(t))dτ ,

where Υk ∈ R1×N and 0 ∈ R(N−1)×N . Therefore, ẇ =
Σ̄(t)w + cΛ ⊗ Γw(t − τ(t)) + (ΦT ⊗ In)I(t)(Φ ⊗ In)w −( ∗ 0

)T
w+ (ΦT ⊗ In)F (t). Since w1 ≡ 0, we only need

to consider w2, w3, · · · , wN . Rewriting in the component form
we have

ẇi = Σi(t)wi + cλiΓwi(t− τ(t)) + (ΦT
i ⊗ In)F (t)

+ (ΦT
i ⊗ In)I(t)(Φ⊗ In)w, i = 2, 3, · · · , N, (8)
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where Σi = D̄f(s) +Di.
So far, we have transferred the consensus problem of system

(1) to the stability problem of the N − 1 of n−dimensional
systems.

Theorem 1 Suppose there exist positive definite matrices
Pi(t) ∈ PC1

n×n, Qi and constants ζ > 0, γ ≥ 0, a > 0 and
b > 0 such that

a‖x‖2 ≤ xTPi(t)x+

∫ t

t−τ(t)

wT
i (α)Qiwi(α)dα ≤ b‖x‖2,

∀t ∈ R+, x ∈ Rn, i = 2, 3, · · · , N, (9)

Ṗi(t) + Pi(t)Σi(t) + ΣT
i (t)Pi(t) +Qi

+ c2λ2

iPi(t)ΓQ
−1

i ΓTPi(t) + ζI ≤ 0, i = 1, 2, · · · , N,
(10)

‖I(t)‖ ≤ γ, i = 1, 2, · · · , N. (11)

Let

μ(t) = ‖F (t)‖ (12)

be bounded and

β = (
N∑
i=2

‖Pi(t)‖2) 1
2 , (13)

if ζ > 2γβ, then system (6) converges to the set

M = {e|‖e‖ ≤ 2b

a

βlimt→∞μ(t)

ζ − 2γβ − δ
}, (14)

for any time-varying delay τ(t) > 0, namely, e(t) = xi(t) −
1

N

∑N
k=1

xk(t) → Ω as t → ∞, where δ > 0 is any constant
satisfying δ < ζ − 2γβ, Furthermore, the NMAS (1) achieves
bounded consensus for any fixed time delay τ(t) > 0, 0 ≤
τ̇(t) ≤ 1.

Proof. Choose the following Lyapunov-Krasovskii function-
al as

V =
N∑
i=2

Vi, (15)

Vi = wT
i Pi(t)wi +

∫ t

t−τ(t)

wT
i (α)Qiwi(α)dα. (16)

Differentiating (16) along the trajectory of (8) gives

V̇i = wT
i (Ṗi(t) + Pi(t)Σi(t) + ΣT

i (t)Pi(t) +Qi)wi

+ 2wT
i Pi(t)(Φ

T
i ⊗ In)I(t)(Φi ⊗ In)w

+ 2wT
i Pi(t)(Φ

T
i ⊗ In)F (t) + 2wT

i (cλiPi(t)Γ)wi(t− τ(t))

− wT
i (t− τ(t))Qiwi(t− τ(t)). (17)

Applying the Young Inequality to the equality (17) results
in

V̇i ≤ wT
i (Ṗi(t) + Pi(t)Σi(t) + ΣT

i (t)Pi(t) +Qi

+ c2λ2

iPi(t)ΓQ
−1

i ΓTPi(t))wi + 2wT
i Pi(t)(Φ

T
i ⊗ In)F (t)

+ 2wT
i Pi(t)(Φ

T
i ⊗ In)I(t)(Φ⊗ In)w. (18)

Condition (10) implies that the first term on the right hand
side of (18) satisfies

wT
i (Ṗi(t) + Pi(t)Σi(t) + ΣT

i (t)Pi(t) +Qi

+ c2λ2

iPi(t)ΓQ
−1

i ΓTPi(t))wi ≤ −ζ‖wi‖2. (19)

The second term on the right hand side of (18) satisfies

2wT
i Pi(t)(Φ

T
i ⊗ In)F (t) ≤ 2μ(t)‖Pi(t)‖‖wi‖. (20)

Applying condition (11) we know the third term on the right
hand side of (18) satisfies

2wT
i Pi(t)(Φ

T
i ⊗ In)I(t)(Φi ⊗ In)w ≤ 2γ‖Pi(t)‖‖wi‖‖w‖.

(21)

Since V =
∑N

i=2
Vi, we have

V̇ =
N∑
i=2

V̇i

= −ζ‖w‖2 + 2(γ‖w‖+ μ(t))
N∑
i=2

‖wi‖‖Pi(t)‖

≤ −ζ‖w‖2 + 2(γ‖w‖+ μ(t))‖w‖(
N∑
i=2

‖Pi(t)‖2) 1
2

= ‖w‖((2γβ − ζ)‖w‖+ 2βμ(t)). (22)

Thus, when

‖w‖ ≥ 2βμ(t)

ζ − 2γβ − δ
, (23)

we have

V̇ ≤ −δ‖w‖2. (24)

Applying the result in [22] completes the proof.

IV. ADAPTIVE PINNING CONTROLLER

In this section, we will derive globally consensus criteria
via direct adaptive pinning control method. Without loss of
generality, we still assume that the first l agents are selected
as pinned agents with the adaptive controllers:⎧⎪⎨⎪⎩

ui = −di(xi − s), 1 ≤ i ≤ l,

ḋi = hie
T
i Pi(t)ei,

ui = 0, l + 1 ≤ i ≤ N,

(25)

where constant hi > 0 and positive definite matrix Pi(t) ∈
Rn×n. Applying Newton-Leibniz formula, then the error N-
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MAS can be rewritten as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ėi = Df̄(s)ei + c
∑

j∈Ni aijΓej(t− τ(t))

+
∫
1

0
(Dfi(s+ τei)−Df̄(s))eidτ

− 1

N

∑N
k=1

∫
1

0
Dfk(s+ τek)ekdτ

+fi(s)− f̄(s)− diei, 1 ≤ i ≤ l,

ḋi = hie
T
i Pi(t)ei,

ėi = Df̄(s)ei + c
∑

j∈Ni aijΓej(t− τ(t))

+
∫
1

0
(Dfi(s+ τei)−Df̄(s))eidτ

− 1

N

∑N
k=1

∫
1

0
Dfk(s+ τek)ekdτ

+fi(s)− f̄(s), l + 1 ≤ i ≤ N.

(26)

Repeating a similar procedure to the previous subsection,
the controlled consensus problem of system (1) is equivalent to
the stability problem of the following N −1 of n-dimensional
systems.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẇi = Df̄(s(t))wi − diwi + cλiΓwi(t− τ(t))

+(ΦT
i ⊗ In)I(t)(Φ⊗ In)w

+(ΦT
i ⊗ In)F (t), 2 ≤ i ≤ l,

ḋi = hiw
T
i Pi(t)wi,

ẇi = Df̄(s)wi + cλiΓwi(t− τ(t))

+(ΦT
i ⊗ In)I(t)(Φ⊗ In)w

+(ΦT
i ⊗ In)F (t), l + 1 ≤ i ≤ N,

(27)

where wi, w, Φ, Φi, I(t) and F (t) are the same as the previous
subsection.

Theorem 2 Suppose there exist positive definite matrices
Pi(t) ∈ PC1

n×n, Qi and constants ζ̄ > 0, γ ≥ 0, a > 0 and
b > 0 such that

a‖x‖2 ≤ xT
i Pi(t)xi +

∫ t

t−τ(t)

xT
i (α)Qixi(α)dα

+
(di − d)2

hi
≤ b‖x‖2, ∀t ∈ R+, x ∈ Rn, i = 2, 3, · · · , N,

(28)

Ṗi(t) + Pi(t)Df̄(s) + (Df̄(s))TPi(t) +Qi − 2dPi(t)

+ c2λ2

iPi(t)ΓQ
−1

i ΓTPi(t) + ζ̄I ≤ 0, i = 1, 2, · · · , N,
(29)

(11) and ζ̄ > 2γβ are satisfied, then the system (6) converges
to the set (14) for any time-varying delay τ(t) > 0, where μ(t)
and β are the same as in (12) and (13) respectively, δ̄ > 0 is
any constant satisfying δ̄ < ζ̄ − 2γβ, and then the NMAS (1)
achieves bounded consensus for any fixed time delay τ(t) > 0,
0 ≤ τ̇(t) ≤ 1.

Proof. Construct the following Lyapunov-Krasovskii func-
tional as

V =
N∑
i=2

Vi +
l∑

i=2

(di − d)2

hi
, (30)

where⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Vi = wT

i Pi(t)wi +
∫ t

t−τ(t)
wT

i (α)Qiwi(α)dα

+ (di−d)2

hi
, 2 ≤ i ≤ l,

Vi = wT
i Pi(t)wi +

∫ t

t−τ(t)
wT

i (α)Qiwi(α)dα,

l + 1 ≤ i ≤ N,

(31)

where d is a positive constant to be determined.
Differentiating (31) along the trajectory of (27) gives

V̇i = wT
i (Ṗi(t) + Pi(t)Df̄(s) + (Df̄(s))TPi(t) +Qi

− 2dPi(t))wi + 2wT
i Pi(t)(Φ

T
i ⊗ In)I(t)(Φi ⊗ In)w

+ 2wT
i Pi(t)(Φ

T
i ⊗ In)F (t) + 2wT

i (cλiPi(t)Γ)wi(t− τ(t))

− wT
i (t− τ(t))Qiwi(t− τ(t)). (32)

The remaining part of the proof is similar to that of Theorem
1, so is therefore omitted here. This completes the proof.

V. EXAMPLES

To demonstrate the theoretical results obtained above, we
construct a NMAS consisting of 12 agents described as follows

ẋi(t) = fi(xi(t)) + c
∑
j∈Ni

aijΓxj(t− τ(t)), (33)

where fi(xi(t)) = Bixi(t)+g(xi(t)), Bi(i = 1, 2, · · · , 6) and
Bi(i = 7, 8, · · · , 12) are chosen as follows:⎛⎝ −10 + 0.1× (i− 1) 10− 0.1× (i− 1) 0

1 −1 1
0 −15− 0.1× (i− 1) 0

⎞⎠ ,

⎛⎝ −10− 0.1× (i− 6) 10 + 0.1× (i− 6) 0
1 −1 1
0 −15 + 0.1× (i− 6) 0

⎞⎠ ,

and

g(xi(t)) = (−9.5sin(
πxi1(t)

3.2
+π) 0 0)T , i = 1, 2, · · · , 12.

The communication coupling matrix C = (CT
1
CT

2
· · ·CT

12
),

C1 = (−8 1 1 0 1 1 1 0 1 1 1 0), C2 = (1 −
8 1 1 1 0 1 0 1 1 1 0), C3 = (1 1 − 7 1 0 0 0 1 0 1 1 1),
C4 = (0 1 1 − 6 0 1 1 0 0 1 0 1), C5 = (1 1 0 0 −
6 0 1 1 1 1 0 0), C6 = (1 0 0 1 0 − 5 1 0 1 1 0),
C7 = (1 1 0 1 1 1 − 7 1 0 1 0), C8 = (0 0 1 0 1 0 1 −
6 0 1 1 1), C9 = (1 1 0 0 1 1 0 0 − 7 1 1 1), C10 =
(1 1 1 1 1 1 1 1 1 −10 1), C11 = (1 1 1 0 0 0 0 1 1 1 −7 1),
C12 = (0 0 1 1 0 0 0 1 1 0 1 − 5). Γ = diag{2, 2, 2},
respectively, where the matrix A is produced by means of the
Scale-Free network program.

Design the following controllers{
uik = −dik(xik(t)− s(t)), ik = 1, 2 and 10,

uik = 0, else,

with d1 = 0.5, d2 = 0.5, d10 = 0.5 and⎧⎪⎨⎪⎩
uik = −dik(t)(xik(t)− s(t)), ik = 1, 2 and 10,

ḋik(t) = hike
T
ik
Pik(t)eik ,

uik = 0, else,
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Fig.1. Desired agent dynamics under pinning control.
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Fig.2. Desired agent dynamics under adaptive pinning control.

with h1 = 0.1, h2 = 0.2, h10 = 0.3, s(t) can then be evaluated
by simulation.

Given the initial values of 12 agents as (10 5 − 10)T ,
(12 6 − 12)T , (14 7 − 14)T , (16 8 − 16)T , (18 9 − 18)T ,
(20 10 −20)T , (−18 11 18)T , (−16 12 16)T , (−14 13 14)T ,
(−12 14 12)T , (−10 15 10)T , (−8 16 8)T respectively and
Pik(t) = I3, d1(0) = 1, d2(0) = 1, d10(0) = 1 and τ(t) =
π
2
+ arctan(t). The conditions of Theorem 1 and Theorem

2 are satisfied readily. Bounded consensus of the NMAS is
achieved for any time varying delay satisfying 0 < τ ≤ π

2
+

arctan(t). Simulation results are depicted in Fig.1 to Fig.8
for τ(t) = π

2
+ arctan(t) and c = 1.

VI. CONCLUSION

In this paper, we’ve investigated the controlled consensus
problems of NMAS with different agent dynamics. The de-
rived criteria are verified via theoretical analysis and numerical
simulation. The consensus for the NMAS is achieved based on
pinning control and adaptive pinning control methods. Many
related results for the case of identical agent dynamics have
been viewed as the special cases of the proposed results.
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Fig.3. All agent dynamics under pinning control.

0 2 4 6 8 10 12 14 16 18 20
−20

−10

0

10

20

t/s

x i1
(t)

0 2 4 6 8 10 12 14 16 18 20
−10

0

10

20

t/s

x i2
(t)

0 2 4 6 8 10 12 14 16 18 20
−50

0

50

t/s

x i3
(t)

Fig.4. All agent dynamics under adaptive pinning control.

However, it should be noted that the conditions are still
restrictive and the time-varying delay is chosen as fixed case.
Further investigations will focus on relaxing these limitations
and more generalized cases.
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Abstract—This paper investigates the global bounded consen-
sus problem of Networked Multi-Agent Systems exhibiting non-
linear, non-identical agent dynamics with communication time-
varying delay. Globally bounded controlled consensus conditions
based on pinning control method and adaptive pinning control
method are derived. The proposed consensus criteria ensures
that all agents eventually move along desired trajectories in
terms of boundedness. The proposed controlled consensus criteria
generalizes the case of identical agent dynamics to the case of
non-identical agent dynamics, and many related results of other
researches in this area can be viewed as special cases of the above
results. We finally demonstrate the effectiveness of the theoretical
results by means of a numerical simulation.

I. INTRODUCTION

Networked Multi-Agent Systems (NMAS) analysis involves
the study of how the network architectures and interactions
between network components influence global control goals
and some important contributions have been made in recent
years [1], [2], [3], [4].

The consensus problem has been studied across many fields
of science and engineering [5], [6], [7], [8], [9], [10], [11],
[12], [13]. The controlled consensus problem of NMAS with
non-identical agent dynamics is much more complicated than
the identical case and few results have been reported to date
[14].

The present paper will focus on the global consensus
problems of NMAS based on pinning control methods [15],
[16], [17], and the proposed controlled consensus property is
formulated in terms of certain boundedness of state errors. In
this paper, we’ll generalize many existing results for the case
of identical agent dynamics to the case of non-identical agent
dynamics based on the pinning control method.

The rest of this paper is organized as follows. A controlled
continuous-time NMAS model with communication time-
delay is presented in Section II. The main results including
pinning control and adaptive pinning control bounded con-
sensus criterion are derived in Section III and V respectively.
Section IV gives a numerical simulation example to verify the
effectiveness of the proposed results, followed by conclusions
in Section VI.

II. PROBLEM DESCRIPTION

Let G = (V ,A) be a graph of order N consisting of a set of
vertices V = {v1, v2, · · · , vN} and a set of edges A ⊆ V ×V .
An edge (vj , vi) in graph G means that agent vi sends some
information to agent vj . The set of neighbors of agent vi is
denoted by Ni = {vj ∈ V : (vj , vi) ∈ A}.

We consider a MAS consisting of N non-identical agents
with communication delay:

ẋi = fi(xi) + c
N∑

j∈Ni
aijΓxj(t− τ), i = 1, 2, · · · , N, (1)

where xi = (xi1(t), xi2(t), · · · , xin(t))
T ∈ Rn are the state

variables of the agent vi, fi(xi) : R
n → Rn are continuously

differentiable mappings with Jacobian Dfi, representing the
self-dynamics of the agent vi, c > 0 denotes the coupling
strength, Γ = (γij) ∈ Rn×n is the inner coupling matrix, and
where γij �= 0 means two connected agents are linked via their
ith and jth state variables, respectively. The adjacency matrix
A = (aij) ∈ RN×N (which is symmetric and irreducible)
represents the communication topology relation of the MAS,
and is defined by aij = aji = 1(vj ∈ Ni), aij = 0(vj /∈ Ni)
and aii = −∑

j �=i aij . τ is a constant coupling delay which
reflects the reality that the agent vi can’t obtain information
from agent vj instantaneously.

The average dynamic of all agents is defined by the vector
field f̄(x(t)) = 1

N

∑N
k=1

fk(x(t)) with Jacobian Df̄i(x(t)).
The average state trajectory is chosen as the desired moving

trajectory

s(t) =
1

N

N∑
k=1

xk(t). (2)

We now discuss the problem of global consensus for the
system (1). The consensus problem formulation in the present
paper is quite different from many others, where the con-
sensus problem is solvable if the states of all agents satisfy
xi(t) → xj(t), ∀i, j = 1, 2, · · · , N as t → ∞. The consensus
problem here will be depicted instead via certain boundedness
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of xi(t) − xj(t), ∀i, j = 1, 2, · · · , N as t → ∞. This better
reflects reality as it is impossible for MAS (1) to achieve exact
consensus. To address this case we will focus on making the
states of all agents converge to a bounded set.

We denote x(t), s(t), u(t), e(t), w(t) and V (w(t), t) as x,
s, u, e, w and V respectively.

III. LINEAR FEEDBACK PINNING CONTROLLER

To achieve the goal, we apply the feedback control strategy
on a small fraction δ (0 < δ ≤ 1) of the agents in system
(1). Suppose that nodes i1, i2, · · · , il are selected to be under
control, where l = [δN ] stands for the smaller but nearest
integer to the real number δN . This controlled MAS can be
described as{
ẋik = fik(xik) + c

∑N
j=1

aikjΓxj(t− τ) + uik , 1 ≤ k ≤ l,

ẋik = fik(xik) + c
∑N

j=1
aikjΓxj(t− τ), l + 1 ≤ k ≤ N.

(3)

The local linear negative feedback control law is chosen as
follows: {

uik = −dik(xik − s), 1 ≤ k ≤ l,

uik = 0, l + 1 ≤ k ≤ N,
(4)

where the feedback gain dik > 0.
Combine (3) and (4) and rearrange the order of the n-

odes in the network. Let the first l nodes be controlled,
and ei = xi − s, i = 1, 2, · · · , N . It’s obvious that
c
N

∑N
k=1

∑N
j=1

akjΓxj(t − τ) = 0 and
∑N

i=1
ei = 0. Then

by applying the Newton-Leibniz formula, error systems can
be written as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ėi = Df̄(s)ei + c
∑N

j=1
aijΓej(t− τ)

+
∫
1

0
(Dfi(s+ τei)−Df̄(s))eidτ

− 1

N

∑N
k=1

∫
1

0
Dfk(s+ τek)ekdτ

+ fi(s)− f̄(s)− diei, 1 ≤ i ≤ l,

ėi = Df̄(s)ei + c
∑N

j=1
aijΓej(t− τ)

+
∫
1

0
(Dfi + τei)−Df̄(s))eidτ

− 1

N

∑N
k=1

∫
1

0
Dfk(s+ τek)ekdτ

+ fi(s)− f̄(s), l + 1 ≤ i ≤ N.

(5)

The following work will focus on simplifying the error
systems (5) by means of a series of transformations using a
procedure similar to [14].

Define the following matrix

D = diag(D1, D2, · · · , DN ) ∈ RnN×nN ,

where Di = diag{−di,−di, · · · ,−di} ∈ Rn×n.
Let e = (eT

1
, eT

2
, · · · , eTN )T , then (5) becomes

ė = Σ̄(t)e+ cA⊗ Γe(t− τ) + I(t)e− 1

N
H(t)e+ F (t),

(6)

where I(t) = diag{∫ 1

0
(Df1(s+ τe1)−Df̄(s))dτ · · ·∫

1

0
(DfN (s+ τeN )−Df̄(s))dτ}, Σ̄(t) = IN ⊗ Df̄(s) +

D, HT (t) = (HT
1
(t), · · · , HT

N (t)), Hi(t) = (
∫
1

0
Df1(s +

τe1)dτ, · · · ,
∫
1

0
DfN (s + τeN )dτ), FT

i (t) = (fT
1
(s) −

f̄T (s), · · · , fT
N (s)− f̄T (s)).

Since A is symmetric and irreducible, according to
[14], there exists a unitary matrix Φ = (ϕij)N×N =
(Φ1,Φ2, · · · ,ΦN ). This together with w(t) = (ΦT ⊗ In)e
gives

ẇ = (ΦT ⊗ In)Σ̄(t)(Φ⊗ In)w

+ (ΦT ⊗ In)(cA⊗ Γ)(Φ⊗ In)w(t− τ)

+ (ΦT ⊗ In)I(t)(Φ⊗ In)w

− 1

N
(ΦT ⊗ In)H(t)(Φ⊗ In)w + (ΦT ⊗ In)F (t). (7)

Note that H(t) =
√
N

∑N
k=1

(0 · · · 0 Φ̄k 0 · · · 0) ⊗∫
1

0
Dfk(s + τek)dτ , where Φ̄k stands for the matrix with

its k-th column equal to Φ1 and the remaining elements
are zero. Then we have 1

N (ΦT ⊗ In)H(t)(Φ ⊗ In) =
1√
N

∑N
k=1

(0 · · · 0 Ik 0 · · · 0)⊗∫
1

0
Dfk(s+ τek)dτ(Φ⊗In),

where Ik stands for the matrix with its k-th column equals
(1 0 · · · 0)T and the remaining of its elements are zero.

Thus, a simple calculation gives 1

N (ΦT ⊗ In)H(t)(Φ ⊗
In) =

1√
N

∑N
k=1

(
Υk

0

)
⊗∫

1

0
Dfk(s(t) + τek(t))dτ , where

Υk ∈ R1×N and 0 ∈ R(N−1)×N . Therefore, ẇ = Σ̄(t)w +

cΛ ⊗ Γw(t − τ) + (ΦT ⊗ In)I(t)(Φ ⊗ In)w −
( ∗

0

)
w +

(ΦT ⊗ In)F (t). Since w1 ≡ 0, we only need to consider
w2, w3, · · · , wN . Rewriting in the component form we have

ẇi = Σi(t)wi + cλiΓwi(t− τ) + (ΦT
i ⊗ In)F (t)

+ (ΦT
i ⊗ In)I(t)(Φ⊗ In)w, i = 2, 3, · · · , N, (8)

where Σi = D̄f(s) +Di.
So far, we have transferred the consensus problem of system

(1) to the stability problem of the N − 1 of n−dimensional
systems.

Theorem 1 Suppose that ‖I(t)‖ ≤ γ is satisfied. If there
exist matrices Pi(t) ∈ PC1

n×n, Qi > 0, Θi > 0, Πi > 0, Xi,
Yi and Zi of appropriate dimensions such that

B =

(
B1 B2

BT
2

B3

)
< 0,

(
Xi Yi

Y T
i Zi

)
≥ 0, (9)

for i = 2, 3, · · · , N , where B1 = Ṗi(t) + Pi(t)Σi(t) +
ΣT

i (t)Pi(t) + hXi + Y T
i + Yi +Qi + hΣT

i (t)ZiΣi(t), B2 =
cλiPi(t)Γ − Yi + hcλiΣ

T
i (t)ZiΓ and B3 = Π−1

i + Θ−1

i −
Qi + hc2λ2

iΓ
TZiΓ, then the MAS (1) will achieve bounded

consensus for the time-invariant delay τ ∈ [0, h] for some
h < ∞.

Proof. Construct the following Lyapunov-Krasovskii func-
tional as

V =

N∑
i=2

3∑
k=1

Vk, (10)
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where

V1 = wT
i Pi(t)wi,

V2 =

∫
0

−τ

∫ t

t+β

ẇT
i (α)Ziẇi(α)dαdβ,

V3 =

∫ t

t−τ

wT
i (α)Qiwi(α)dα.

The i-th (i = 2, 3, · · · , N) equation in system (8) can be
written as

ẇi = (Σi(t) + cλiΓ)wi − cλiΓ

∫ t

t−τ

ẇi(α)dα

+ (ΦT
i ⊗ In)I(t)(Φ⊗ In)w + (ΦT

i ⊗ In)F (t). (11)

Defining a(.), b(.) and M in [18] as a(α) = wi(t), b(α) =
ẇi(α) and M = cλiPi(t)Γ for all α ∈ [t− τ, t] then we have

V̇1 ≤ wT
i [Ṗi(t) + Pi(t)Σi(t) + ΣT

i (t)Pi(t)

+ hXi + Y T
i + Yi]wi +

∫ t

t−τ

ẇT
i (α)Ziẇi(α)dα

+ 2wT
i (cλiPi(t)Γ− Yi)wi(t− τ)

+ 2wT
i Pi(t)(Φ

T
i ⊗ In)I(t)(Φi ⊗ In)w

+ 2wT
i Pi(t)(Φ

T
i ⊗ In)F (t). (12)

Moreover, V̇2 can be enlarged as

V̇2 ≤ h[Σi(t)wi + cλiΓwi(t− τ)]TZi[Σi(t)wi

+ cλiΓwi(t− τ)] + 2h(Σi(t)wi)
TZi(Φ

T
i ⊗ In)I(t)

(Φ⊗ In)w + 2h(Σi(t)wi)
TZi(Φ

T
i ⊗ In)F (t)

+ 2h(cλiΓwi(t− τ))TZi(Φ
T
i ⊗ In)I(t)(Φ⊗ In)w

+ 2h(cλiΓwi(t− τ))TZi(Φ
T
i ⊗ In)F (t)

+ 2h((ΦT
i ⊗ In)I(t)(Φ⊗ In)w)

TZi(Φ
T
i ⊗ In)F (t)

+ h((ΦT
i ⊗ In)F (t))TZi((Φ

T
i ⊗ In)F (t))

+ h((ΦT
i ⊗ In)I(t)(Φ⊗ In)w)

TZi((Φ
T
i ⊗ In)I(t)

(Φ⊗ In)w)−
∫ t

t−τ

ẇT
i (α)Ziẇi(α)dα. (13)

and

V̇3 = wT
i Qiwi − wT

i (t− τ)Qiwi(t− τ). (14)

Applying the Young Inequality, then we have
2h(cλiΓwi(t − τ))TZi(Φ

T
i ⊗ In)I(t)(Φ ⊗ In)w ≤

wT
i (t − τ)Π−1

i wi(t − τ) + h2c2λ2

iw
T ((Φ ⊗ In)

T I(t)(ΦT
i ⊗

In)
TZiΓΠiΓ

TZi(Φ
T
i ⊗ In)I(t)(Φ ⊗ In))w(t), and

2h(cλiΓwi(t−τ))TZi(Φ
T
i ⊗In)F (t) ≤ wT

i (t−τ)Θ−1

i wi(t−
τ) + h2c2λ2

iF
T (t)(ΦT

i ⊗ In)
TZiΓΘiΓ

TZi(Φ
T
i ⊗ In)F (t).

Applying these two inequalities and the conditions of the

theorem results

V̇ ≤
N∑
i=2

(
wi

wi(t− τ)

)T

B

(
wi

wi(t− τ)

)

+ 2μ(t)β + (‖w‖(2γβ + 2hγ‖Σi(t)‖
N∑
i=2

λmax(Zi)

+ 2hμ(t)‖Σi(t)‖
N∑
i=2

λmax(Zi) + hγ2

N∑
i=2

λmax(Zi)

+ h2c2γ2λ
1
2
max(ΓΓ

T )
N∑
i=2

λmax(Πi)λ
2

iλ
2

max(Zi)

+ h2c2μ2(t)λ
1
2
max(ΓΓ

T )
N∑
i=2

λmax(Θi)λ
2

iλ
2

max(Zi))‖w‖

+ 2hγ
N∑
i=2

λmax(Zi)μ(t)) + hμ2(t)
N∑
i=2

λ2

iλmax(Zi). (15)

Thus when

‖w‖ ≥ 2μ(t)β + 2hγ
∑N

i=2
λmax(Zi)μ(t)

�(t)
,

we have

V̇ ≤ −δ‖w‖2 + hμ2(t)

N∑
i=2

λmax(Zi)λ
2

i , (16)

where �(t) = −(2γβ + 2hγ‖Σi(t)‖
∑N

i=2
λmax(Zi) +

2hμ(t)‖Σi(t)‖
∑N

i=2
λmax(Zi) + hγ2

∑N
i=2

λmax(Zi) +

h2c2γ2λ
1
2
max(ΓΓT )

∑N
i=2

λmax(Πi)λ
2

iλ
2

max(Zi) + h2c2μ2(t)

λ
1
2
max(ΓΓT )

∑N
i=2

λmax(Θi)λ
2

iλ
2

max(Zi)) − δ. Thus,
according to [19] and Lyapunov stability theory, bounded
consensus is ultimately achieved. This completes the proof.

IV. ADAPTIVE PINNING CONTROLLER

In this section, we will derive globally consensus criteria
via direct adaptive pinning control method. Without loss of
generality, we still assume that the first l agents are selected
as pinned agents with the adaptive controllers:

⎧⎪⎨⎪⎩
ui = −di(t)(xi − s), 1 ≤ i ≤ l,

ḋi(t) = hie
T
i Pi(t)ei,

ui = 0, l + 1 ≤ i ≤ N,

(17)

where constant hi > 0 and positive definite matrix Pi(t) ∈
Rn×n. Applying Newton-Leibniz formula, then the error MAS

688



can be rewritten as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ėi = Df̄(s)ei + c
∑N

j=1
aijΓej(t− τ)

+
∫
1

0
(Dfi(s+ τei)−Df̄(s))eidτ

− 1

N

∑N
k=1

∫
1

0
Dfk(s+ τek)ekdτ

+fi(s)− f̄(s)− di(t)ei, 1 ≤ i ≤ l,

ḋi(t) = hie
T
i Pi(t)ei,

ėi = Df̄(s)ei + c
∑N

j=1
aijΓej(t− τ)

+
∫
1

0
(Dfi(s+ τei)−Df̄(s))eidτ

− 1

N

∑N
k=1

∫
1

0
Dfk(s+ τek)ekdτ

+fi(s)− f̄(s), l + 1 ≤ i ≤ N.

(18)

Repeating a similar procedure to the previous subsection,
the controlled consensus problem of system (1) is equivalent to
the stability problem of the following N −1 of n-dimensional
systems.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẇi = Df̄(s(t))wi − di(t)wi + cλiΓwi(t− τ)

+(ΦT
i ⊗ In)I(t)(Φ⊗ In)w

+(ΦT
i ⊗ In)F (t), 2 ≤ i ≤ l,

ḋi(t) = hiw
T
i Pi(t)wi,

ẇi = Df̄(s)wi + cλiΓwi(t− τ)

+(ΦT
i ⊗ In)I(t)(Φ⊗ In)w

+(ΦT
i ⊗ In)F (t), l + 1 ≤ i ≤ N,

(19)

where wi, w, Φ, Φi, I(t) and F (t) are the same as the previous
subsection.

Theorem 2 Suppose that ‖I(t)‖ ≤ γ is satisfied. If there
exist matrices Pi(t) ∈ PC1

n×n, Qi > 0, Θi > 0, Πi > 0, Xi,
Yi and Zi of appropriate dimensions and constant d > 0 such
that

B =

(
B1 B2

BT
2

B3

)
< 0,

(
Xi Yi

Y T
i Zi

)
≥ 0, (20)

for i = 2, 3, · · · , N , where B1 = Ṗi(t) + Pi(t)(Df(s)) +
(Df(s))TPi(t) − 2dPi(t) + hXi + Y T

i + Yi + Qi +
hΣT

i (t)ZiΣi(t), B2 = cλiPi(t)Γ − Yi + hcλiΣ
T
i (t)ZiΓ and

B3 = Π−1

i + Θ−1

i − Qi + hc2λ2

iΓ
TZiΓ, then the system (1)

will achieve bounded consensus for the time-invariant delay
τ ∈ [0, h] for some h < ∞.

Proof. Construct the following Lyapunov-Krasovskii func-
tional as

V =
N∑
i=2

3∑
k=1

Vk +
l∑

i=2

(di(t)− d)2

hi
, (21)

where

V1 = wT
i Pi(t)wi,

V2 =

∫
0

−τ

∫ t

t+β

ẇT
i (α)Ziẇi(α)dαdβ,

V3 =

∫ t

t−τ

wT
i (α)Qiwi(α)dα.

The remaining part of the proof is similar to that of Theorem
1 and is therefore omitted here. This completes the proof.

V. EXAMPLE

To demonstrate the theoretical results obtained above, we
construct a MAS consisting of 11 agents described as follows

ẋi(t) = fi(xi(t)) + c
N∑

j∈Ni
aijΓxj(t− τ), (22)

where fi(xi(t)) = Bixi(t)+g(xi(t)), Bi(i = 1, 2, · · · , 6) and
Bi(i = 7, 8, · · · , 11) are chosen as follows:⎛⎝ −10 + 0.1× (i− 1) 10− 0.1× (i− 1) 0

1 −1 1
0 −15− 0.1× (i− 1) 0

⎞⎠ ,

⎛⎝ −10− 0.1× (i− 6) 10 + 0.1× (i− 6) 0
1 −1 1
0 −15 + 0.1× (i− 6) 0

⎞⎠ ,

and

g(xi(t)) = (−9.5sin(
πxi1(t)

3.2
+π) 0 0)T , i = 1, 2, · · · , 11.

The communication coupling matrix C = (CT
1
CT

2
· · ·CT

11
),

C1 = (−8 1 1 0 1 1 1 0 1 1 1), C2 = (1 −8 1 1 1 0 1 0 1 1 1),
C3 = (1 1 −6 1 0 0 0 1 0 1 1), C4 = (0 1 1 −5 0 1 1 0 0 1 0),
C5 = (1 1 0 0 −6 0 1 1 1 1 0), C6 = (1 0 0 1 0 −5 1 0 1 1 0),
C7 = (1 1 0 1 1 1 −7 1 0 1 0), C8 = (0 0 1 0 1 0 1 −5 0 1 1),
C9 = (1 1 0 0 1 1 0 0 − 6 1 1), C10 = (1 1 1 1 1 1 1 1 1 −
10 1), C11 = (1 1 1 0 0 0 0 1 1 1 − 6). Γ = diag{2, 2, 2},
respectively, where the matrix A is produced by means of the
Scale-Free network program.

Design the following controllers{
uik = −dik(xik(t)− s(t)), ik = 1, 2 and 10,

uik = 0, else,

with d1 = 0.5, d2 = 0.5, d10 = 0.5 and⎧⎪⎨⎪⎩
uik = −dik(t)(xik(t)− s(t)), ik = 1, 2 and 10,

ḋik(t) = hike
T
ik
Pik(t)eik ,

uik = 0, else,

with h1 = 0.1, h2 = 0.2, h10 = 0.3, s(t) can then be evaluated
by simulation.

Given the initial values of 11 agents as (10 5 − 10)T ,
(12 6 − 12)T , (14 7 − 14)T , (16 8 − 16)T , (18 9 − 18)T ,
(20 10 −20)T , (−18 11 18)T , (−16 12 16)T , (−14 13 14)T ,
(−12 14 12)T , (−10 15 10)T respectively and Pik(t) = I3.
We may verify the conditions of Theorem 1 and Theorem 2
readily. This demonstrates the bounded consensus of the MAS
is achieved for any time delay 0 < τ ≤ 0.061. Simulation
results are depicted in Fig.1 to Fig.4 for τ = 0.061 and c = 1.
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Fig.1. All agent dynamics under pinning control.
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Fig.3. All agent error dynamics under pinning control.

VI. CONCLUSION

In this paper, we’ve investigated the controlled consensus
problems of NMAS with different agent dynamics. The de-
rived criteria are verified via theoretical analysis and numerical
simulation. The consensus for the NMAS is achieved based
on pinning control and adaptive pinning control methods. It
should be noted that the conditions are still restrictive and all
the delays are the same. Further investigations will focus on
relaxing these limitations.
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Abstract— This paper presents a novel technique for the real time 
estimation of the contact conditions by using a combination of 
multi-Kalman filtering and fuzzy logic approach. The proposed 
solution exploits the variations in the dynamic behaviour of a 
railway wheelset with the changes in wheel-rail contact condition. 
The proposed system involves the use of multiple model based 
estimation of the wheelset dynamics in response to different track 
conditions. Each of the estimators is tuned to match one 
particular track condition to give the best results at the specific 
design point. Residuals of each filter are calculated and the level 
of matches/mismatches is reflected in the residual values of the 
models concerned. The residuals from all the models are then be 
assessed by a fuzzy inference system to determine the present 
operating condition and hence to give real time information 
about the track conditions. 

Keywords- Wheel rail contact; State Estimation; Kalman filters; 
Fuzzy Logic 

I.  INTRODUCTION  
Adhesion is a very important factor in the operation of the 

railway vehicles. The delivery of traction and braking is 
achieved through the available adhesion at the wheel-rail 
interface. Insufficient level of adhesion can lead to severe 
safety and operational problems resulting in huge financial 
losses to railway industry around the world. Although in last 
few decades the railway industry is able to manage low 
adhesion to some extent but currently available measures are 
not sufficient to eliminate the safety incidents and train delays. 
This is because the adhesion is affected by a large number of 
parameters such as weather, season changes and 
contaminations and therefore cannot be predicted with 
certainty. Changes in the adhesion conditions can be rapid and 
also short-lived, and the adhesion coefficient can differ from 
position to position along a route depending upon the type and 
degree of contamination which presents a great scientific 
challenge to effectively design a suitable technique to tackle 
this problem.  

Current wheel slip/slide protection (WSP) technologies for 
traction and braking systems are incorporated in the rail 
vehicles to maximize the use of available adhesion [1]. WSPs 
control the slip ratio (relative speed between a wheel and the 
train) below a pre-defined threshold to avoid slip/slide during 
traction or braking [1]. In general, WSPs are effectively 
reactive systems, i.e. only ‘activated’ to stop wheel slip/slide 
when detected by the sensors. There is still a need for a system 
which is proactive and can prevent slip/slide from its 

occurrence, such that real time information about the track 
condition can be provided to the traction and braking control 
systems to maximize the use of available adhesion. On the 
other hand, the wheel-rail contact mechanics is extremely 
complex and vary with time which presents a great scientific 
challenge to effectively design a suitable technique to tackle 
this problem. 

A number of ideas have been proposed that is related to the 
monitoring of the running condition of the wheel-rail interface 
that use low cost inertial sensing mounted on the vehicle and 
advanced processing, e.g. an inverse modelling approach for 
the estimation of creep forces [2, 23-25]; and a model based 
estimation [3-4].  

A multiple model approach has been proposed previously 
by the authors for the real time estimation of the wheel-rail 
contact conditions [5-8], this paper extends the study to take 
into account contact conditions that are directly used in design 
of the Kalman filters. This is of particular practice importance, 
as real track conditions can be affected by uncertain external 
factors and hence unpredictable. Furthermore, this paper also 
covers the complete design of fuzzy inference system and 
presents a formula to convert the fuzzy logic output into 
percentage adhesion.   

II. MODELLING OF CONTACT MECHANICS 
Wheelsets are a key component of railway vehicles that 

interacts directly with the track and consequently the 
dynamics of the wheelset are directly influenced by changing 
contact conditions - therefore this study focusses on a single 
solid axle wheelset and the outcome of the study may be 
readily extended to the full vehicles [9-19]. The dynamic 
behaviour of the railway wheelset is governed by the creep 
forces generated at the wheel rail contact patches. These creep 
forces are the result of creepages which are the relative speed 
of the wheels to rail and can be characterized as lateral (@y) 
and longitudinal creep (@x) in accordance with the direction of 
motion as given in equations 1-3 [5-8].  
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where the subscripts L and R represent left and right wheels, ro 
is the nominal radius of the wheels, v is the vehicle forward 
speed, \ is the conicity of the wheels, ^ is the yaw angle, Lg is 
the track half gauge, _L and _R are the angular velocities of 
the left and right wheels respectively, y is the lateral motion, 
and yt represents the track irregularity in lateral direction. The 
total creepage @j is the combination of the lateral and 
longitudinal creepages. 

RLjandyxiijijj ,  ,     22 ��	� 444
 

The total creep force Fj is a nonlinear function of the total 
creepage and can be represented using equation 5.  

RLjNF jjj ,       �� �  

The distribution of the contact forces in the longitudinal and 
lateral directions is thoroughly studied by Polach [20] and can 
be represented using (6).  

RLjandyxiFF
j

ij
jij ,  ,          ,. ���

4
4  

The equations of motion of the wheelset are given in 
equations (7-12). 
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where Mv is the mass of the vehicle x�� is the vehicle forward 
acceleration, Iw is the yaw moment of inertia, kw is a yaw 
stiffness necessary to stabilise the wheelset, mw is the mass of 
the wheelset, y�� is the lateral acceleration, Fc is a centrifugal 
force which is taken into consideration when the wheelset runs 
on a curved track, Fg is the gravitational stiffness force related 

to the lateral displacement and roll angle of the wheelset. The 
tractive torque Tt is applied to one side of the wheelset (right 
side in this case) and the other wheel is driven by the torsional 
torque Ts. "s=`(_R-_L)dt. ks is the torsional stiffness of the 
shaft connecting the two wheels and Cs is material damping of 
the shaft, which is usually very small.  

III. DESIGN OF MULTIPLE KALMAN FILTERS 
The main objective of this study is to detect the changes in 

the wheel-rail contact condition with practical sensors. The 
design of the estimator is simplified by considering the 
wheelset modes that are directly related to contact conditions. 
Previous studies have suggested that the lateral and yaw 
dynamics are sufficient for the study of plan-view dynamics of 
a wheelset [4, 5, 6, 8, 15, 21-22]. The use of a simplified 
model has several advantages in the estimator design without 
having a significant effect on the results [5-8]. The major 
advantage is the simple design of the estimator with minimum 
number of states which will allow the estimator to converge 
quickly. The yaw and lateral dynamics are excited by lateral 
track irregularities. The contact forces given in (5) and (6) are 
nonlinear in nature and are linearized at specific points on the 
creep curves in order to enable the design of the Kalman filters. 
The small signal model of linearized creep forces is given in 
following equation [5-7].  
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The track disturbances (yt) are very difficult/expensive to 
measure in practice and therefore highly undesirable to be 
used as an input to the Kalman filters, therefore (13) is 
reformulated to include the track input as an additional state, 
as   

t

1111
2

2222

 

1
1
0
0
0

                  

 

00010
0000

2
0

2
0

000
22

00100

 

y

yy
y

y

N
Ir
gL

vI
gL

I
k

vm
g

m
g

yy
y

y

dt
d

t

t

wo

g

w

g

w

w

ww

t

t

��

�

�

�

�
�
�
�
�
�

�

�

�
�
�
�
�
�

�

�

�

	

�
�
�
�
�
�

�

�

�
�
�
�
�
�

�

�

*�*
*
*
*
*

�
�
�
�
�
�
�
�

�

�

�
�
�
�
�
�
�
�

�

�

���

�

�

�
�
�
�
�
�

�

�

�
�
�
�
�
�

�

�

*�*
*
*
*
*

�

�

��

�

 

A gyro sensor to measure yaw rate and accelerometer to 
measure lateral acceleration are found   to be sufficient to 
produce satisfactory results. The output equation is given in 
(15). 
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developed by examining the residual values in different 
contact conditions e.g. in 40% adhesion level the value of 
residual of model-1 is ‘Low’, the value of residual of Model-2 
is ‘Low’, the value of residual of model-3 is ‘High’ and the 
value of residual of model-4 is ‘Moderate’. Similarly rules for 
other possible contact conditions are developed and some of 
the rules are given below.  
 
If Residual-1 is ‘Low’ and Residual-2 is ‘Low’ and Residual-3 
is ‘High’ and Residual-4 is ‘Moderate’ and Tt is ‘T8’ then 
‘μÄ40%’.  
If Residual-1 is ‘Low’ and Residual-2 is ‘Low’ and Residual-3 
is ‘Moderate’ and Residual-4 is ‘Low’ and Tt is ‘T3’ then 
‘20%Ä«Ä10%’.  
 
The output is determined by averaging the outcome of all the 
rules and final numeric output ranging from 0 to 100 is 
produced. The output fuzzy set is shown in Fig-10. 
 

 
Figure 10. Input membership function of Residual-2 

 
The final stage is to convert the fuzzy logic output into 
percentage adhesion, which is done by fitting a sixth order 
polynomial on fuzzy output data set and following equation is 
obtained. 

4238.00205.000042.010213.2 1
2

1
3

1
4

1
6 	��	&�� � nnnn�   

where n1 is fuzzy logic output and μ is percentage adhesion 
level. The simulations are run different contact conditions and 
the results are given below.   
 

 
Figure 11. Simulation carried out using creep Curve CA 

 

 
Figure 12. Simulation carried out using creep Curve CC 

 

 
Figure 13. Simulation carried out using creep Curve CF 

Fig.11 shows the output of the fuzzy inference system when 
the system is operated on creep curve CA. the fuzzy logic 
output is converted to adhesion information using (16). The 
system takes approximately two seconds to react and produce 
correct output. The delay in this case is due to the time needed 
in computer simulation to reach steadily contact conditions 
and also due to the time required to calculate the windowed 
rms of residuals. After 2 seconds the output fuzzy logic system 
is steady and the estimated adhesion level is almost equal to 
the simulated adhesion level. Fig.12 shows the result obtained 
by simulating the creep curve CC. Again the steady output is 
produced after a delay of approximately 2 seconds. In practice 
while the wheelset already be in motion the amount of delay 
would not be as much. After the expected delay, the estimated 
adhesion level is approximately equal to the actual adhesion 
level. The difference in the actual output and the estimated 
output is caused by several reasons that include inaccuracy in 
fuzzy interpretation and the error due to curve fitting formula.  
Similarly Fig.13 shows the result of the simulation when the 
wheelset is operated on creep curve CF.  
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VI. CONCLUSION AND FURTHER WORK 
The problem of low adhesion and its adverse impact on 

train control systems and rail network operations present a 
significant technological challenge to the railway industry. 
Measures taken by railway industries around the world, such 
as sanding, water jetting, WSPs e.t.c, have solved the 
problems caused by low adhesion to some extent. But these 
measures are not sufficient to eliminate the problems 
completely. The adhesion detection method presented in this 
paper lays a scientific foundation for a new way forward. The 
simulation results presented in this paper affirm the potential 
of the idea presented. Further work, e.g. track testing and 
experimental validation, will be needed before it can be put 
into practice.  
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Abstract—This paper has studied the application of wavelet 
package energy spectrum and frequency energy spectrum 
analysis in the diesel engine fault diagnosis. Extracting the fault 
features by wavelet package energy spectrum and frequency 
energy spectrum analysis of the fault angle of fuel supply 
decreased 2.5 and plug of air filter, then making those as the 
input character of neural networks and implementing the fault 
diagnosis. It is concluded that frequency energy spectrum 
analysis is more strongly of the practicability than wavelet 
package energy spectrum analysis by comparing the test results. 

Keywords-wavelet packet; energy spectrum; neural networks; 
fault diagnosis 

I.  INTRODUCTION 
With today's society development of the industrialization 

level, the diesel engine as a common power mechanical 
equipment, fault diagnosis has become an important research 
object in the fault diagnosis research field. Main signals used 
for the analysis of diesel engine's state are vibration signal, 
noise signal, pressure signal and temperature signal, etc. In 
diesel engine fault diagnosis, mainly adopts the vibration signal 
analysis method, and the methods of vibration signal 
processing include amplitude spectrum, power spectrum, zoom 
spectral analysis, energy spectrum analysis, cepstrum analysis 
and other many kinds analysis methods. Diesel engine in the 
actual operation, the frequency range is not the same in the 
energy spectrum of the response from the different 
components. If the energy spatial distribution of some output 
signals compared with normal system output changes, can 
distinguish the frequency band corresponding to the component 
should be in the abnormal working state. Usually some 
frequency components significantly inhibited, the band signal 
energy is reduced, and some components are enhanced, the 
frequency band energy increase. On the energy spectrum 
density or power spectral density for the analysis, which can be 
concluded that all kinds of fault characteristic features, so the 
energy spectrum analysis on fault diagnosis is practical and 
feasible[1]. This paper based on the energy spectrum analysis 
on fault diagnosis, is mainly to the wavelet packet energy 
spectrum analysis and energy spectrum analysis are compared. 

II. WAVELET PACKET ENERGY SPECTRUM ANALYSIS 
If the use of wavelet analysis to fault diagnosis of diesel 

engine, although able to signal the effective time-frequency 

decomposition, but only on the low frequency band signals 
decomposition effect is good, the high frequency frequency 
resolution is poor. Wavelet packet analysis wavelet transform 
is an improvement of wavelet analysis, it can do further 
decomposition to the high frequency part for no analysis, is a 
more accurate analysis method, effectively improves the time-
frequency resolution[2]. So here only discuss the wavelet 
packet energy spectrum analysis method[3]. 

Steps of Extracting wavelet packet energy spectrum are: 

(1) Do wavelet packet decomposition to the sampling 
signal, this paper adopts four layer wavelet packet 
decomposition. 

(2) on each layer of wavelet packet decomposition 
coefficients were reconstructed, extracting each frequency band 
signal on fourth layers, using iS 4 signify the reconstructed 
signal of nodes (4, i) . 

(3) calculation of the frequency band energy 

Set iS 4  corresponding energy is iE 4 , to seek the total 
energy of each frequency band signal. It 

is ��
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amplitude of discrete points of reconstruction signal iS 4 , and n 
is sampling points the signal. With these energy values to 
structure feature vector T, [ ]4154241 ,,, EEET �= . 

(4) To construct the feature vector. If the each frequency 
band energy values are larger, then the amount of computation 
required is large, therefore needs will feature vector is 
normalized, normalized formula is EES ii 4= , where, the 

total energy E expression is ��
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III. FREQUENCY DOMAIN ENERGY SPECTRUM ANALYSIS 
When the diesel engine system is the normal operation, the 

system's vibration signal with certain frequency spectrum, if 
the system in a component failure occurs, with the vibration 
changes will make the original vibration composition changes, 
corresponding to its spectrum will have change[4]. Energy 
spectrum described signal energy along the frequency axis 
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distribution, frequency domain energy spectrum expression is 
( )( ) 2txfftE = . 

The specific method is, this paper adopted the data after 
reduced frequency, the sample frequency is 10KHz, after FFT 
transform analysis frequency is 5000Hz. So is will 0 Hz ~ 5000 
Hz frequency domain is divided into N bands, separately 
calculate the each frequency band energy. When the energy is 
larger, corresponding to the energy of each frequency band 
value is relatively large, so in order to calculate conveniently, 
need to put all the energy values for the normalized. 

Normalized formula is 
minmax

max

aa
aa

a i
i −

−
=  

Where, ia is the each frequency band energy value, maxa  

expressed the maximum value in ia , mina  is the minimum 

value in ia . Normalized values can be used as feature value 
required diesel engine fault diagnosis. 

IV. APPLICATION OF NEURAL NETWORKS IN FAULT 
DIAGNOSIS 

The nature of the fault diagnosis is through the fault 
symptom conclude fault reason, and the artificial neural 
network is through to simulate the infer function of human 
brain to fault diagnosis, and can through the adaptive learning 
and adjusting the network size, to achieve pattern recognition 
and feature extraction. Currently main neural network used in 
fault diagnosis be the BP network, Elman network and RBF 
network. Which BP network is a multilayer feed-forward 
neural network, and because of its simple structure, training 
algorithm is much, so it has been widely used in practice[5]. 

The BP network learning process includes forward 
computation and the error back propagation calculation within 
network, after all training samples input to neural network to 
calculate the output of the network. If the data from the output 
layer is not the desired output, then the network automatically 
enter the error back propagation, by modifying the weights 
value and the threshold of each layer neurons, and the error is 
reduced gradually, in this way, until meet the requirements, 
then train stop. This paper will be mentioned in the wavelet 
energy spectrum analysis method and frequency domain 
energy spectrum analysis of the feature value as the input of 
neural network, select the number of training samples and test 
samples, through the training to review output, which testified 
in front of the feasibility of the proposed method[6]. 

V. DIESEL ENGINE FAULT DIAGNOSIS EXAMPLE ANALYSIS 
In this paper, the experimental data are in the normal 

operation of diesel engines, artificial set of fuel supply advance 
angle decreased 2.5 degree and the air filter is clogged two 
fault, through the acquisition of diesel engine vibration signal 
to do fault diagnosis. To collecting data the sampling frequency 
is 40KHz, diesel engine speed is 1500r / min. 

First the collected vibration signals preprocessing, then 
using wavelet packet transform to extract signals feature 

vector. the vector signal. Using the previously described 
extracting wavelet packet energy spectrum method, using the 
db1 of in Daubechies wavelet series do 4 layer wavelet 
decomposition of signal, a total of 16 frequency bands. 
Extracting the fourth layer wavelet packet each frequency band 
energy spectrum scales as the neural network's input vector P, 
namely P = [E40 / E, E41 / E, E42 / E, E43 / E, E44 / E, E45 / 
E, E46 / E, E47 / E, E48 / E, E49 / E, E410 / E, E411 / E, E412 
/ E, E413 / E, E414 / E, E415 / E].  

Each condition calculation six samples, set the number of 
training sample is 12, in which the normal sample number, 
fault sample number of fuel supply advance angle decreased 
2.5 degree and fault sample number of air filter clog all are 4. 
The test samples were set to 6, normal and two kinds of fault 
sample number all are 2. Because there are two kinds of failure 
mode and a normal state, so the network output is expressed as 
follow, fuel supply advance angle decreased 2.5 degree fault is 
(1,0,0), the air filter is clogged fault is (0,1,0), the normal state 
is (0,0,1). The training samples and test samples are shown as 
Table 7 and Table 1. 

TABLE I.  TEST SAMPLES 

Serial 
Number 

1 2 3 4 5 6 

E40/E 0.026 0.045 0.037  0.024  0.007 0.011 
E41/E 0.044 0.066 0.059  0.062  0.022 0.020 
E42/E 0.133 0.151 0.152  0.138  0.046 0.068 
E43/E 0.079 0.109 0.131  0.115  0.043 0.059 
E44/E 0.129 0.140 0.190  0.150  0.074 0.108 
E45/E 0.130 0.114 0.137  0.117  0.058 0.057 
E46/E 0.180 0.242 0.243  0.244  0.103 0.111 
E47/E 0.231 0.172 0.251  0.218  0.153 0.170 
E48/E 0.130 0.114 0.137  0.117  0.058 0.057 
E49/E 0.180 0.242 0.243  0.244  0.103 0.111 
E410/E 0.566 0.334 0.343  0.412  0.256 0.261 
E411/E 0.200 0.173 0.212  0.211  0.106 0.072 
E412/E 0.136 0.159 0.215  0.193  0.084 0.093 
E413/E 0.173 0.142 0.156  0.165  0.126 0.082 
E414/E 0.556 0.678 0.526  0.519  0.859 0.829 
E415/E 0.293 0.346 0.437  0.446  0.318 0.380 
Ideal 

Output 
100 100 010 010 001 001 

 
Set the input layer neuron number is 16, the output layer 

neuron number is 3, number of hidden layer neurons is 
approximately 33, the number of training is 1000, target of the 
training error is 0.00001, the learning rate is 0.1. After setting 
up parameters, establishes the BP neural network, and got the 
training results are shown as figure 1. 

From the diagram that the curve of training error can be 
seen, after 70time after training, the network can achieve our 
learning goals. Then will the test sample as a neural network's 
input, to get the test results are shown as Table 2. 

From the test results, and we expected output consistent 
with, can accurate analysis the failures, this method is 
desirable, but consume time is longer. 
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Repeat the above, using the wavelet db5 of in Daubechies 
wavelet series do 4 layer signal decomposition, the same 
extracting the fourth layer wavelet packet each frequency band 
energy spectrum scales as the neural network's input vector P, 
output mode and the above ware same, training samples and 
test samples used the same calculation method, to train of 
neural network set up the same parameters, get training results 
are shown as figure 2. 
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Figure 1.  BP neural network error training curve of wavelet packet transform 

db1 

TABLE II.   TESTING RESULTS 

Sample 
Output 1 2 3 Testing Results 

1 0.9998 0.0000 0.0001 Fuel supply advance 
angle decreased 2.5° 

2 0.9855 0.0001 0.0003 Fuel supply advance 
angle decreased 2.5° 

3 0.0000 1.0000 0.0091 Air filter clog 
4 0.0000 1.0000 0.0019 Air filter clog 
5 0.0141 0.0000 0.9978 Normal state 
6 0.0000 0.0000 1.0000 Normal state 

 

0 20 40 60 80 100 120
10

-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

129 Epochs

T
ra

in
in

g-
B

lu
e 

 G
oa

l-B
la

ck

Performance is 7.81392e-006, Goal is 1e-005

 
Figure 2.  BP neural network error training curve of wavelet packet transform 

db5 

After 129 time training, the error of the network meet the 
requirements. Then will the test sample as the input of neural 
network, to get the test results are shown in Table 3. 

TABLE III.  TESTING RESULTS 

Sample 
Output 1 2 3 Testing Results 

1 0.9997 0.0001 0.0004 Fuel supply advance 
angle decreased 2.5° 

2 1.0000 0.0000 0.0000 Fuel supply advance 
angle decreased 2.5° 

3 0.0009 0.5604 0.0002 Air filter clog 
4 0.9888 0.9954 0.0000 Can't judge 
5 0.0000 0.0228 1.0000 Normal state 
6 0.0000 1.0000 0.3913 Air filter clog 

 
From the test results, some value and our ideal output is not 

consistent, emerged condition of failure error separation, so 
this method is not desirable. 

It is introduced with the frequency domain energy spectrum 
method to extract the feature vector. This paper uses the data 
sampling frequency is 40KHz. Because the frequency is too 
high, so the need to reduce analysis frequency, the reduced 
frequency is 10 KHz, after done power spectrum the frequency 
is 5 KHz, will this frequency are divided into 10 band, each 
band energy be calculated. Choose after normalized energy 
value S as fault diagnosis feature value, namely the neural 
network's input vector P,  P = [S1, S2, S3, S4, S5, 'S6', S7, S8, 
S9, S10]. 

Similarly, each condition selection six samples, set the 
number of training sample is 12, in which the normal sample 
number and fault sample number all are 4. The test samples 
were set to 6, normal and two kinds of fault sample number all 
are 2. The network output is expressed as follow, fuel supply 
advance angle decreased 2.5 degree fault is (1,0,0), the air filter 
is clogged fault is (0,1,0), the normal state is (0,0,1). The 
training samples and test samples are shown as Table 8 and 
Table 4. 

TABLE IV.  TEST SAMPLES 

Serial 
Number 

1 2 3 4 5 6 

S0 1.000 1.000 1.000 1.000 1.000 1.000 
S1 0.934 0.934 0.935 0.935 0.929 0.929 
S2 0.867 0.867 0.900 0.900 0.854 0.854 
S3 0.474 0.474 0.697 0.697 0.556 0.556 
S4 0.790 0.790 0.870 0.870 0.838 0.838 
S5 0.867 0.867 0.852 0.852 0.862 0.862 
S6 0.154 0.154 0.231 0.231 0.017 0.017 
S7 0.000 0.000 0.000 0.000 0.000 0.000 
S8 0.810 0.810 0.842 0.842 0.902 0.902 
S9 0.764 0.764 0.774 0.774 0.802 0.802 

Ideal 
Output 

100 100 010 010 001 001 
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Set the input layer neuron number is 10, the output layer 
neuron number is 3, number of hidden layer neurons is 
approximately 21, the number of training is 1000, training 
target is 0.00001, the learning rate is 0.1. After setting up 
parameters, establishes the BP neural network, and got the 
training results are shown as figure 3. 
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Figure 3.  BP neural network error training curve of frequency domain energy 

spectrum 

After 103 time training, the error of the network meet the 
requirements. Then will the test sample as the input of neural 
network, to get the test results are shown in Table 5. 

TABLE V.  TESTING RESULTS 

Sample 
Output 1 2 3 Test Results 

1 0.9983 0.0011 0.0012 Fuel supply advance 
angle decreased 2.5° 

2 0.9983 0.0011 0.0012 Fuel supply advance 
angle decreased 2.5° 

3 0.0036 0.9956 0.0003 Air filter clog 
4 0.0036 0.9956 0.0003 Air filter clog 
5 0.0006 0.0000 0.9998 Normal state 
6 0.0006 0.0000 0.9998 Normal state 

From the curve of training error, network can rapidly 
astringe. From the testing results, the fault separation accuracy 
is relatively high, and the time is short. 

Using the three analysis methods to extract feature vector 
which input to BP neural network, the training time is 
respectively are shown in Table 6. 

TABLE VI.  TRAINING TIMES 

Analysys 
methode 

wavelet packet 
transform db1 

wavelet packet 
transform db5 

Frequency domain 
energy spectrum 

Elapsed_time 39.5000 73.4540 3.3440 
 

From the above two methods of comparison can be seen, 
the wavelet packet energy spectrum analysis although can to 
signal fine time-frequency decomposition, but the wavelet 
function selection is a difficult problem of the wavelet packet 
transform. Some can accurately diagnose the fault, but some 
can not, like the db5 used above. Because the kinds of fault 
could not only one, so want to choose for each fault are suitable 
wavelet packet transform is more difficult. Due to the signal 
decomposition and reconstruction, so the calculation amount is 
larger, longer time consuming, not suitable for online 
diagnosis. And the frequency domain energy spectrum analysis 
method needs less computation amount, shorter time, and the 
correct rate is higher, thus suitable for online diagnosis. 

VI. CONCLUSION 
This paper uses wavelet packet energy spectrum analysis 

method and frequency domain energy spectrum analysis 
method to the diesel engine vibration signal fault diagnosis, 
after verification, if the problem of selecting wavelet function 
can be improved, then the wavelet packet energy spectrum 
analysis method is a good method of fault diagnosis on the 
above analysis, the results show the frequency domain energy 
spectrum method in the practical application is feasible, less 
time-consuming, accuracy is relatively high. 
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TABLE VII.  TRAIN SAMPLES 

Serial 
Number 

1 2 3 4 5 6 7 8 9 10 11 12 

E40/E 0.028  0.038 0.025  0.035 0.031 0.029 0.035 0.043 0.014 0.020  0.019  0.012 

E41/E 0.055  0.069 0.034  0.056 0.060 0.055 0.075 0.065 0.024 0.025  0.032  0.025 

E42/E 0.148  0.154 0.156  0.120 0.165 0.138 0.127 0.164 0.074 0.076  0.076  0.100 

E43/E 0.097  0.125 0.113  0.129 0.133 0.128 0.136 0.121 0.061 0.078  0.074  0.093 

E44/E 0.134  0.181 0.117  0.157 0.170 0.124 0.178 0.152 0.105 0.110  0.134  0.108 

E45/E 0.099  0.155 0.112  0.170 0.152 0.136 0.143 0.150 0.092 0.105  0.118  0.092 

E46/E 0.176  0.226 0.240  0.248 0.224 0.221 0.279 0.239 0.121 0.124  0.176  0.173 

E47/E 0.180  0.283 0.163  0.195 0.254 0.256 0.242 0.220 0.229 0.213  0.270  0.265 

E48/E 0.099  0.155 0.112  0.170 0.152 0.136 0.143 0.150 0.092 0.105  0.118  0.092 

E49/E 0.176  0.226 0.240  0.248 0.224 0.221 0.279 0.239 0.121 0.124  0.176  0.173 

E410/E 0.388  0.453 0.634  0.539 0.503 0.459 0.446 0.478 0.264 0.305  0.280  0.463 

E411/E 0.155  0.223 0.196  0.245 0.216 0.198 0.200 0.261 0.126 0.112  0.122  0.120 

E412/E 0.120  0.161 0.112  0.164 0.212 0.199 0.202 0.160 0.114 0.100  0.128  0.104 

E413/E 0.172  0.187 0.147  0.132 0.162 0.194 0.175 0.157 0.114 0.126  0.133  0.104 

E414/E 0.683  0.527 0.468  0.508 0.505 0.546 0.508 0.462 0.807 0.777  0.700  0.615 

E415/E 0.385  0.311 0.294  0.262 0.290 0.346 0.321 0.401 0.343 0.377  0.436  0.439 

Ideal 
Output 

100 100 100 100 010 010 010 010 001 001 001 001 

 

TABLE VIII.  TRAIN SAMPLES 

Serial 
Number 

1 2 3 4 5 6 7 8 9 10 11 12 

S0 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

S1 0.957 0.934 0.934 0.934 0.932 0.935 0.935 0.935 0.929 0.929 0.929 0.929 

S2 0.919 0.867 0.867 0.867 0.891 0.900 0.900 0.900 0.818 0.854 0.854 0.854 

S3 0.731 0.474 0.474 0.474 0.687 0.697 0.697 0.697 0.582 0.556 0.556 0.556 

S4 0.895 0.790 0.790 0.790 0.870 0.870 0.870 0.870 0.806 0.838 0.838 0.838 

S5 0.910 0.867 0.867 0.867 0.858 0.852 0.852 0.852 0.810 0.862 0.862 0.862 

S6 0.168 0.154 0.154 0.154 0.432 0.231 0.231 0.231 0.071 0.017 0.017 0.017 

S7 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

S8 0.825 0.810 0.810 0.810 0.832 0.842 0.842 0.842 0.824 0.902 0.902 0.902 

S9 0.829 0.764 0.764 0.764 0.863 0.774 0.774 0.774 0.793 0.802 0.802 0.802 

Ideal 
Output 

100 100 100 100 010 010 010 010 001 001 001 001 
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Abstract—With the digital technology and very large scale 
integrated circuit technology widely used, the structure 
and function of electronic devices are becoming more and 
more complex, the defects of contact diagnosis has become 
increasingly prominent for using the probe or needle bed, 
it demands people began to in-depth study the diagnostic 
techniques of PCB non-contact. Based on magnetic image 
of the PCB fault diagnosis technology is a new non-
destructive testing technology of PCB,  developed in recent 
years, it can achieve rapid detection and location of the 
circuit board failure, improve the reliability of the circuit 
board. Aimed at the specific PCB, its different failure 
modes of the magnetic image of the PCB are attained by 
Ansoft software,  are carried out through the magnetic 
image filtering, image enhancement technology; they are 
completed on multi-level wavelet decomposition, the 
construction and extraction of wavelet energy features of 
the magnetic image. The PCB fault diagnosis based on the 
magnetic image is completed by using the improved 
momentum-adaptive rate neural network algorithm. The 
results show that the magnetic image method is effectively 
diagnosis method for PCB, and it’s a new fault diagnosis 
approach of PCB. 

Keywords- fault diagnosis magnetic image printed circuit 
boards  wavelet neural network  

I.  INTRODUCTION  
As we all know, the circuit board is in the state of power, 

the current line and the circuit board components are 
magnetized, such as resistors, integrated chips will produce 
electromagnetic radiation, and a particular magnetic field is 
formed in space [1]. It has one to one relationship between the 
magnetic field distribution characteristics of the circuit and 
current distribution characteristics of the circuit. When a 
component or circuit of the circuit board appears failure, it will 
cause the change of the current size and direction, and the 
magnetic field strength at any point in the near-field region of 
board depends on the size of current and its distribution, it 
makes nearly magnetic field distribution also undergo 
corresponding changes. The state of the circuit board is 
determined by detecting the magnetic field distribution in the 
circuit or system work, and it will be able to achieve non-
contact detection and diagnosis, the fault diagnosis of the 
magnetic image is based on [2]. 

During the circuit board fault diagnosis, the first it needs to 
add excitation source, it makes the circuit board works in  the 
largest working condition, then the magnetic field distribution 
of the circuit board is detected, and a test data is formed. 
Comparing the measured magnetic field distribution data of the 
circuit board with the trouble-free data, if the circuit board 
presences the fault, both of the magnetic field distribution data 
must be some difference. According to the difference, the 
faulty components on the circuit board can be determined and 
located. If it can not locate to the fault components, it can 
compress the range of failure, and add power in possible 
malfunction of the various components, it makes them on the 
maximum working state, measures the magnetic field 
distribution, extracts the characteristics vector of test data, 
based on the correspondence relation between the failure and 
characteristics vector of the magnetic image, reasoning judge, 
to determine the fault source, and show the location and types 
of faults. 

II. SYSTEM COMPONENTS AND FUNCTIONS 
Based on the magnetic image of PCB fault diagnosis 

system, the first, it need process the input magnetic image, 
extract the characteristics information of the magnetic image of 
board in the work state, and the characteristics information are 
as neural network inputs, the corresponding fault cause are as 
network output and network is trained. Until the network 
training is completed, the magnetic image of the pre-test circuit 
board is inputted, and the relevant features are extracted, and 
the board working states can be diagnosed. The fault diagnosis 
system block diagram is shown in Fig.1.  

 

Figure 1.  The design frame of system 
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III. TO OBTAIN THE MAGNETIC IMAGES 
Sometimes the magnetic images can be obtained by the 

EMSCAN devices and software simulation.  In this paper, the 
electromagnetic image in near-field experimental data is 
indirectly obtained by Ansoft Designer simulation software, 
and it provides a new diagnostic method for circuit board. 

The electromagnetic near-field image of a circuit board by 
simulating is shown in Fig. 2. As the software simulation from 
the distribution of near-field magnetic image is color, making 
image analysis must be conducted before the gray-scale image 
processing.  

Figure 2.  Simulation image of a circuit board magnetic image 

IV. THE MAGNETIC IMAGE PROCESSING TECHNIQUES  
In practice, the magnetic image in the detection process is 

affected by noise, electromagnetic interference and other 
external factors, always makes the original image acquires a 
certain degree of distortion, the images must be digital 
processing before the magnetic image is analyzed, the images 
processing in this system includes image filtering, 
enhancement, and edge sharpening and so on. 

A. Gray-scale and filter of the magnetic image  
Gray-scale image is the process transforms a color image 

into grayscale image. The magnetic image is a color image, 
shown in Fig. 3(a). Color images contain a large number of R, 
G, B color information, it not only would take a lot of storage 
space, but also it will require the system to assign a lot of 
resources in the image application process. As the grayscale 
images can be the overall reaction and the local color, 
brightness distribution and characteristics of the whole image. 
It can save a variety of hardware and software resources when 
color images convert to grayscale images. 

By detecting the magnetic field data to generate the 
magnetic field grayscale images, it reflects the magnetic field 
distribution of the circuit board. Image grayscale of the 
magnetic images generation process includes the magnetic 
field data acquisition, extracting the maximum and minimum 
of array data classification and the data is conversed into the 
magnetic image gray-scale values. 

The gray-scale magnetic image is shown in Fig. 3(b). It can 
be seen from Fig. 3(b), there are some noise points in the 
image, therefore, median filtering is used in the grayscale 
image, the point in digital image is replaced by the median 
value of brightness of each point in a little neighborhood, so 
that it can protect the edge of the image, and it has good results 
to the filter pulse interference and scanning image noise [3]. 

   
(a)Source image         (b)Gray-scale images        (c)Median filtered image 

Figure 3. The contrast image from source image with gray-scale image and 
median filtering image 

Set the number of groups: nXXX �,, 21 ,If the order is as 
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Y is called the median of nXXX �,, 21 , and it is extended to 
two-dimensional, then the median filtering of the output is: 

{ } { }2
))(( ),(,),( IjiAsrXmedXmedY sjriiji ∈∈== ++         (2) 

According to the characteristics of the magnetic image, 
selecting the 5×5 window median filtering method to obtain the 
magnetic image, it not only can improve the edge 
characteristics of image signal, and also get faster processing 
speed and higher accuracy. After filtering the image is shown 
in Fig.3(c), it can be seen that the noise points in the image are 
significantly reduced, the smoothness of magnetic image is 
better, the overall effect is satisfactory. 

B. The magnetic image enhancement 
Gray value of pixels within the image is an important data 

of the image, the result of magnetic image gray value is often 
less than ideal due to testing equipment or filtering effect. 
Image enhancement can highlight some interesting information 
or attenuate no interesting information in image, and it is more 
effective than the original image in the specific application. 

Common methods of image enhancement are gray-scale 
transformation and Histogram Equalization. The histogram 
equalization method is adopted in this paper. The basic idea of 
Histogram equalization is to increase the image's pixel gray 
value dynamic range. The actual processing of histogram 
correction achieves on the cumulative distribution function 
transformation. For digital images, the transformation function 
is set as follow: 
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Where, )(,1,,1,0,10 jj rpLkr −=≤≤ � is the gray 
probability that gray level appears, and )( krT is the cumulative 
distribution function of r. In practice, according to meet the 
actual needs in digital image processing, the conversion result 
is a real number, also need to re-quantitative, quantitative 
formula is as follow: 
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Fig.4 shows the magnetic image before and after histogram 
equalization. It can be seen, with the histogram correction, the 
gray-scale range and gray level intervals of the image 
histogram are pulled larger, the image become clearer. 

 
Figure 4.  The magnetic image after the Histogram equalization 

C. Sharpen edge of the magnetic image 
In the image smoothing process, it tends to the image 

boundaries, contours and details become blurred due to image 
conversion system transfer function attenuation effects on high-
frequency components. In order to reduce these impacts, the 
image enhancement techniques are adopted in various parts of 
the contour lines and details of more clarity in the image [4]. 

Laplacian is selected because it has better effect when it is 
used in edge detection, and it has rotation invariance. Laplacian 
is a linear quadratic differential operators, it can meet the 
different sharpening image requirements. 

For images ),( yxF , the expression for the Laplacian 
operator is as follow: 
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∂
∂=∇                                    (5) 

Figure 5 shows the magnetic image of PCB after edge 
sharpening by Laplacian.    

 

Figure5.  Magnetic image of edge sharpening 

V. WAVELET ENERGY FEATURE EXTRACTION OF 
MAGNETIC IMAGE  

In practice fault diagnosis, it is always hope to collect a 
number of samples to train the neural network, and the fault 
diagnosis is more accurate and reliable. But too much input 
sample can cause not only the training time is too long, or even 
obstruct the convergence effects of network, mainly the 
training accuracy can not arrive, and ultimately affect the 
circuit board fault diagnosis. Therefore, it requires to extract 
useful information is a greater contribution to the faults 
diagnosis from the sample, image feature extraction is to use 
existing image samples by mapping (or function 
transformation) to construct a lower dimensional feature space, 
the original image contains useful information is mapped in a 
few features. 

The two-dimensional discrete wavelet transform (DWT) is 
adopted because the wavelet transformation has a good effect 
in the signal weakened or even removed the correlation 
between the various characteristics by selecting the appropriate 
filter function, and it has a multi-scale, multi-resolution 
features. It can be used correlation analysis in the low 
frequency band by high frequency resolution and low time 
resolution; at high frequencies, the available low-frequency 
resolution and high time resolution achieve correlation 
analysis, and the magnetic image data processing is a two-
dimensional gray-scale image data [5]. 

A.  Two-dimensional discrete wavelet transform 
First, define the scale and translation functions as follow: 

( )nymxyx jjj
nmj −−= 2,22),( 2/

,, ϕϕ                                 (6) 

( ) { }DVHinymxyx jiiji
nmj ,,,2,22),( 2/

,, =−−= ψψ            (7) 
Thereinto, ),( yxϕ represents a two-dimensional scaling 

function, ),(),(),( yxyxyx DVH ψψψ represent two-
dimensional wavelet measurement function, respectively. The 
properties of ),(),(),(),( yxyxyxyx DVH ψψψϕ are as follow: 

)()(),( yxyx ϕϕϕ =                                                (8) 

)()(),( yxyxH ϕψψ =                                              (9) 

)()(),( yxyxV ψϕψ =                                             (10) 

)()(),( yxyxD ψψψ =                                             (11) 

These wavelet measured functions are changed along 
different directions of the image gray value: Hψ changes along 
the image column, Vψ  changes along the line of the image, Dψ  
changes along the diagonal direction of the image. 

Matrix of size M×N image ),( yxf of the discrete wavelet 
transformation is as follow: 
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0j  is beginning scale, it can be taken any value, ),,( 0 nmjWϕ
 

coefficient defined in the scale
0j factor approximation of 

),( yxf . ),,( nmjW i
ψ

 coefficient will be additional the horizontal, 
vertical and diagonal details if 

0jj ≥ . In normal circumstances, 
let 00 =j , jNM 2== , 12,2,1,0,,1,,2,1,0 −=−= jnmJj �� , 
equation (12) and (13) give the value of φW and iWψ  , the 
original image ),( yxf  can be got by inverse discrete wavelet 
transformation, it expresses as follow: 
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B. The structure and extraction of wavelet energy feature 
Set, iH iV and iD  are the details of the image in the ith 

wavelet decomposition in the horizontal direction, vertical 
direction and diagonal direction, the wavelet energy of image 
in different directions of the ith level is defined as[6]: 
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From (15) to (17), they stand for the intensity information 
of the horizontal, vertical and diagonal directions in the ith level 
wavelet decomposition of images, respectively. 

The wavelet decomposition details image in each direction 
of the circuit board’s magnetic image are shown in Figure 6. 

     
(a)Original image                                 (b)Level detail coefficients 

    
  (c) Vertical detail coefficients               (d) Diagonal detail coefficients 

Figure 6   Image single decomposition 

During image wavelet decomposition, the non-oscillating 
signal wavelet coefficient will increase with the wavelet 
decomposition series increases, the coefficients of wavelet 
decomposition level become the maximum when the 
oscillation signal is corresponding with the oscillation 
frequency. Therefore, the energy of the non-oscillation of the 
magnetic image part is concentrated in the large-scale wavelet 
decomposition detail image, and the energy of the oscillation of 
the magnetic image part is mainly concentrated in the smaller-
scale wavelet decomposition detail image. 

The vector of the energy component by wavelet 
decomposition level is as follow: 

( ) M
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v
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h
i EEE �,2,1,,                                                            (18) 

It can reflect the energy distribution of the magnetic image. 
Where, M is the maximum series number of wavelet 
decomposition. 

Obviously, equation (18) describes the overall information 
of the magnetic image, and it can not describe some local 
information of the magnetic image distribution. To solve this 
problem, the each images details are divided into S×S disjoint 
blocks, and the each wavelet energy is calculated. Finally, the 
local feature vector V~  contains many details of the resolution 
information are composed by the energy of these blocks: 
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Where, M is the total series number of wavelet 
decomposition, ( )SSjV j ××= 3,,1~ 1

)( � are each images block energy 
that detail coefficients image 

iii DVH  of the ith level wavelet 

decomposition is divided into SS ×  blocks. Since the wavelet 
energy feature is a combination of the each level wavelet 
energy feature, the local features can be reflected the image at 
different resolutions, different locations, different directions, it 
can be used as basis to system identification or diagnosis. 

Typically, the various samples eigenvalues are required 
normalized before the image feature value is as the basis for 
fault diagnosis, it is better identification or diagnosis when the 
normalized eigenvalues replace the original features. 
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The feature vector V is the wavelet energy feature. 

ith level wavelet energy feature is as follow: 

( )i
SS

iii VVVV )3()2()1( ,, ××= �                                                    (22) 

Wavelet energy feature is combined by the wavelet energy 
levels character, as the magnetic image, the wavelet energy 
feature of image is combined all levels coefficients of the 
wavelet energy feature by the wavelet decomposition, and 
multi-scale wavelet analysis of texture features is obtained, it 
can reflect the characteristics of the magnetic image 
distribution. 
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VI. THE DIAGNOSIS ALGORITHM OF THE MAGNETIC IMAGES 

A.  Improved BP Algorithm 
To speed up the learning speed of the network, the 

improved BP network learning algorithms- Momentum - 
adaptive learning rate BP algorithm is used when the weights 
and thresholds are adjusted. The algorithm synthesis the 
advantage of momentum BP algorithm can avoid training 
process causes local minima during and adaptive variable 
learning rate back-propagation (VLBP) algorithm has character 
of weight adjustment smooth and short training time. 

Momentum BP algorithm: when the momentum BP 
algorithm amend its weight, it not only to consider the error 
role in the gradient, but also it consider the change trends in the 
error surface. It adds a proportional the previous weight change 
value in the each weights change, and according to the back-
propagation method to generate a new weight change. Its 
essence is through a momentum factor to transfer the impacts 
of weight change in the last time. The weight adjustment 
formula with additional momentum factor is as follow: 
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k is the training times, mc is the momentum factor, it is 
generally 0.95.   

Adaptive Variable Learning Rate Back-propagation, aimed 
at ensuring the algorithm is stable, the convergence speed of 
network is faster, and the learning time is short. The learning 
rate is appropriately adjusted by the error surface. The weight 
of the correction value is checked whether it really lowers the 
error function. The adjustment formula of adaptive variable 
learning rate Back-propagation is as follow: 
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The selection of initial learning rate �(0) is very arbitrary. 

Figure 7 and Figure 8 respectively show error convergence 
graph in the normal BP algorithm and improved BP algorithm 
when the network structure parameters are same. 

 
Figure 7.    Error convergence graph of ordinary BP algorithm 

 
 Figure 8.    Error convergence graph of improved BP algorithm 

It can be seen from Figure 7 and 8, the number of network 
training improved BP algorithm uses momentum-adaptive 
learning rate is much less than ordinary BP algorithm, it is the 
high diagnostic accuracy. It indicates that it is a very effective 
training method. 

B. The integration diagnosis of wavelet analysis and improved 
BP network  

The magnetic image is resolved by wavelet packet analysis 
method, the wavelet energy eigenvalues are extracted when the 
corresponding wavelet coefficients are obtained. Wavelet 
energy features normalized are as neural network input sample, 
the network is trained by using improved BP neural network 
algorithm, and circuit board fault diagnosis is achieved. When 
the circuit board runs, it will inevitably happen one way or 
another failure, the effective and timely diagnosis of these main 
failures are effective means to ensure the normal operation of 
the board. Table 1 shows 5 common component failure modes 
of the circuit board. 

Because of failure modes and failure causes have one to 
one relationship, that is, a magnetic image sample corresponds 
to a failed state. In the paper, the magnetic image features in 
the circuit board failure mode is as the network input, the 
corresponding failure cause is as the network output to train the 
neural network. 

TABLE I.  PCB FAILURE MODE AND FAILURE MECHANISM ANALYSIS 

fault symptoms Fault reason 
failure 
mode 

fault 
sample 

fault 
symbol 

failure category 
name 

failure category 
encoding 

x1 I1.jpg y1 LM8361 fault 00001 
x2 I2.jpg y2 DS-3 U4 fault 00010 
x3 I3.jpg y3 DS-3 U5 fault 00100 
x4 I4.jpg y4 DS-3 U6 fault 01000 
x5 I5.jpg y5 DS-3 U7 fault 10000 

Because the pixels of image is too much, and there are 
many redundant information, magnetic image three layer 
wavelet energy feature information ( )921 ,,, xxxX �=  is extracted 
is as input of neural network, fault causes ( )1021 ,,, yyyY �=  is as 
output, the failure mode is caused different failure is as the 
training sample and learning, it establishes the corresponding 
relationship between failure modes and the fault cause. Table 2 
is the coefficients energy eigenvalues in different failure modes 
3 layer wavelet decomposition of the board magnetic image. 
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The characteristic values in accordance with equation (21) 
were normalized. Its failure mode coding is as a neural network 
corresponding output sample to train the neural network, and 
the output sample indicates the relative between the input 
magnetic image information and the component failure. The 
output samples are shown in Table 3. 

Finally, by using the same failure mode of the different 
magnetic images (non-fault training samples), during the 
corresponding extracting wavelet energy feature is as the 
neural network input, judging fault diagnosis, verifying the 
diagnose ability of network. Test results are shown in Table 4. 

TABLE II.  THE INPUT SAMPLE OF WAVELET ENERGY EIGENVALUES 

Sample Level 1 Level 2 Level 3 
Horizontal vertical Diagonal Horizontal vertical Diagonal Horizontal vertical Diagonal 

1 0.2814 0.0384 -0.0112 0.3507 0.0467 -0.0016 0.2849 0.0031 0.0077 
2 0.5094 -0.2391 -0.0350 0.6307 -0.2114 0.0230 0.5435 -0.2151 -0.0058 
3 0.4839 -0.1187 -0.0131 0.7172 -0.1456 -0.0034 0.3905 -0.2957 0.0495 
4 0.4835 -0.0168 0.0060 0.3353 -0.0107 -0.0281 0.2352 0.0044 -0.0086 
5 0.1778 0.0419 0.0120 0.2476 0.2196 -0.0127 0.2437 0.0894 -0.0193 

 

TABLE III.  THE DESIRED OUTPUT CHARACTERISTICS OF NEURAL 
NETWORK 

Circuit State y1 y2 y3 y4 y5 
Element 1 failure 0 0 0 0 1 
Element 2 failure 0 0 0 1 0 
Element 3 failure 0 0 1 0 0 
Element 4 failure 0 1 0 0 0 
Element 5 failure 1 0 0 0 0 

TABLE IV.  TEST  RESULTS 

Input data  y1  y2  y3  y4  y5 
Element 1 failure 0.0035 0.0008 0.0072 -0.0013 0.8998 
Element 2 failure 0.0008 -0.0016 0.0049 0.9360 0.0003 
Element 3 failure -0.0022 0.0081 0.9221 0.0069 0.0053 
Element 4 failure -0.0034 0.8982 0.0071 -0.0025 -0.0008 
Element 5 failure 0.9243 -0.0009 -0.0046 0.0010 0.0106 

 
Test results from Table 4 can be seen, the recognition 

results of the network is more accurate in given the different 
components failure mode, and its deviations with network 
desired outputs are very small, the SSE (sum of prescribing 
error)between analog output and the desired results are 0.1000. 
The identify effect is ideal. Network performance is stable and 
reliable, the network design is successful. The system also 
shows it is feasible and reliable method based on the magnetic 
image analyzing the circuit board fault diagnosis. 

VII. CONCLUSION 
In the circuit board fault diagnosis process, the magnetic 

detection technology is introduced.  The gray, median filtering, 
gray-scale transformation, histogram equalization and related 
image processing techniques of the magnetic image are studied 
when the magnetic image is as the test data. To extract the 

wavelet energy feature of the magnetic image to determine 
whether it is a failure occurs in pre-test board or not, the 
improved BP algorithm is melted into the magnetic image fault 
diagnosis process, which has an advantage of the weight 
adjustment smooth and a short training time, so the speed is 
fast, low cost, high accuracy of fault diagnosis. It can play a 
larger role, it accords with rapid and quick, intelligent direction 
trend of the fault diagnosis to the circuit board system 
debugging, monitoring and diagnosis. 
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Abstract—This Vehicles sold in the US and Europe have to be 
equipped with a Diagnostics, called On-Board Diagnostics 
(OBD), which monitor the performance of various elements of 
the emission control system. The driver is informed as to any 
failures by the use of a Check Engine Light on the dashboard of 
the vehicle and then should return the vehicle to the dealership 
for rectification. The vehicle manufacturer's aim is to ensure 
that the Check Engine Light is only illuminated for legitimate 
failures. For the calibration of an On Board Diagnostics there 
needs to be sufficient separation between the response of a good 
sensor and a failed sensor, the setting of this threshold should be 
based upon a statistical model of the data so that the predicted 
failures rate can then be determined. By applying confidence 
limits to the models allows the engineer to understand how 
additional data points will effect the calculation of the failure 
threshold. This gives the engineer the ability to determine the 
tradeoff between the number of data points and a confidence in 
the estimated statistical model. 
 

Keyword-components:  Automobiles, Detection, Diagnosis, 
Engines 

I.  INTRODUCTION 

Vehicles sold throughout the world are subject to an 
increasingly stringent set of emission thresholds. To achieve 
certification, all sensors and vehicle sub-systems that may 
affect vehicle exhaust emissions have to be monitored by an 
On-Board Diagnostic (OBD) system that is part of the Engine 
Management System (EMS) or any other embedded controller 
[1]. This requirement was first introduced in the US in 1988 
for OBD1, for open and short circuit faults, and in 1994 for 
OBD2, for changes in sensor and actuator responses [2]. For 
Europe this legislation, denoted EOBD, has been introduced 
for all vehicles built after January 2000 [3]. Both sets of 
legislation link the performance of the different diagnostics to 
emission thresholds. In the event of component or sub-system 
failure, a ‘check engine’ light must be illuminated as an 
indication to a driver that there is a problem, so corrective 
action can be taken to minimise the pollution caused by such a 
fault. As the emissions thresholds are continually reduced, 
more sophisticated techniques are required to be employed to 
meet these increasingly tightening thresholds. 
 

As the Vehicle Emission Legislation drives down vehicle 
pollution the impact on the diagnostics is that they have had to 
become increasing more complex to determine a failed 
system. As a consequence the diagnostics are becoming have 
become increasing more like models of the functions that they 
are monitoring, if only over a  restricted set of operating 
conditions, and as such the diagnostic results that they produce 
are becoming more likely to fit to a Gaussian Distribution. 
 

OBD Diagnostic Calibration engineers develop test plans 
that invoke the worse conditions for the diagnostics, by 
introduction of variety of test conditions. These are typically 
different fuel specifications, operations at different ambient 
conditions (hot, cold and altitude), with different driving styles 
and tolerance sensors. Each diagnostic will have it’s own set 
of worse case test conditions which have been developed 
through the experience of the engineer and lessons learnt. The 
approach used by the calibration engineer is to collect data for 
these conditions and then fit a Gaussian distribution to the data 
to set thresholds to ensure that 'normal' systems does not false 
flags and that 'failed' system flag in a timely manner.  
 

By making use of these Gaussian models and through the 
information obtained by the use of confidence interval of these 
models allows a more conservative and robust threshold to be 
set. Since the variation in the models reduces as the more data 
is collected they also provide the Engineer with a way of 
gauging whether collected any more data will significantly 
change their results. This is especially useful when collecting 
Fault condition data which where it is difficult to generate a 
large amount of data either because it requires specialist 
hardware setup or a specific environmental condition for 
which there might be a limited amount of testing time 
available. 
 

The paper is organised as follows: Section II Problem 
Formulation which outlines the diagnostic used within this 
paper, Section III defines the Diagnostic Specification which 
outlines the set of conditions for setting the diagnostic 
thresholds, Section IV which defines the calculation of the 
Confidence Interval, Section V Process Monitoring and 
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Analysis details the implementation and analysis and finally, 
Section VI details further work and concludes the paper.  

 

II. PROBLEM FORMULATION 

On modern engines the air fuel ratio (AFR) has to be 
tightly controlled so that the Three Way Catalyst is operating 
at it’s optimum and providing the correct emissions control 
[4]. AFR is measured as the ratio between the mass of air and 
the mass of fuel for pure octane the stoichiometric mixture is 
approximately 14.7:1. The exact composition of fuels varies 
seasonally and geographically so modern engines use a more 
convenient measure of lambda (�) rather than AFR to allow 
them to control combustion process. Lambda (�) is defined as 
the ratio of measured AFR to stoichiometric AFR for that 
given mixture. A Lambda of 1.0 is stoichiometry, rich 
mixtures are less than 1.0, and lean mixtures are greater than 
1.0. 

 
In this paper the calibration of an Individual Cylinder Air 

Fuel Ratio Diagnostic is investigated. This is a diagnostic 
which was first introduced for vehicles sold as 2010 Model 
Year vehicles [5,6]. Since this is still a relatively new 
diagnostic it was decided to carry out a more detailed analysis 
of the diagnostic results. The data analysed in this paper was 
collected from a cold ambient environment trip, this condition 
being deemed as being the worse case condition potentially 
giving the smallest separation between a fault free and the 
failed set of data. 
  

Prior to the test trip the failure condition for both a rich and 
lean shift in � for individual cylinders was determined by 
carrying out tests over an Emissions Drive Cycle. A failure 
condition being determined when the fuelling shift resulted in 
an emissions test result being 1.5 times the certify emissions 
standard. The failure threshold is set as the amount of shift in 
�. The diagnostic infers the amount of Fuelling shift that each 
cylinder is experiencing from � = 1 to determine a failure. 

 

III. DIAGNOSTIC THRESHOLD SETTING 

Ideally the failure threshold should be set so you can 
capture all of the diagnostic results. However, in practice this 
may not always be possible so a minimum target of 90% of 
the data which contains a fault condition should result in the 
diagnostic bring on the Check Engine Light. To put on the 
Check Engine Light in USA requires that a failure is detected 
on two successive diagnostic operations. So to achieve the 
90% detection on two successive tests requires that for a 
single test the failure threshold should be set at a level 
approximately 95% (100�0.9). To determine the Failure 
Thresholds in Section 4 it is more convenient to convert this 
figure into a Standard Deviation. In the case we are assuming 
that the threshold will only occur on one side of the 
distribution closest to the Fault Free set of data. On the Failure 
Threshold side of the distribution the point at which 45% of 

the population is represented by a Standard Deviation of 1.64, 
the other 50% of the data being containing the other half of the 
distribution. 
 

For the fault free set of data we need to ensure that the 
fault thresholds are greater than 3×Standard Deviations from 
either side of the distribution we will refer to this as the Rich 
or Lean Robustness Threshold. This will then allow 99.74% of 
the data to be correctly identified as being fault free for a 
single diagnostic result. For the two successive diagnostic 
results this would then lead to the possibility of flagging a 
fault free system as having a fault as being 1 in 148,000 tests.  

 

IV. PROBLEM FORMULATION 

The set of data collected from the diagnostic cannot 
precisely define the characteristics of the population. The 
sample can only define a range of values for both the probable 
mean position and the probable standard deviation value. 
Confidence interval calculations are used to define a probable 
range of values for the population mean Ux  (Upper) and Lx  

(Lower) and the population standard deviation Uσ  and Lσ . 

This then generates a range of possible statistical models that 
will include the population model with a given confidence.  
 

Equation (1) [7] is used to Calculation of the Confidence 
Interval for the Mean 
 

(1) 
 

Sx  is the sample mean t  is the Confidence Factor based upon 

the Student’s t-Distribution, Sσ  is the Sample Standard 
Deviation, n is the Sample Size and � is either � for a single 
sided confidence Interval or �/2 for two sided confidence 
interval. Where � is the significance level and for this paper a 
value of 5% or 0.05 will be used.  
 
Calculation for the Confidence Limit for Standard Deviation is 
given by  
 
                        Lower Limit    Upper Limit 
     
                                                                                                (2) 
 

χ
2

is the Confidence Factor based upon the Chi-Squared 

Distribution.  
 

The results of equation (1) and (2) will produce a range of 
standard deviation and means values which will include the 
population model with a 95% confidence. This confidence 
increases and the range of these values reduces as there is an 
increase in the amount of data, n, as it is collected. Using this 
range of values it is then possible to choose a combination 
which will give the worse case Failure or Robustness 
thresholds. In terms of the Standard Deviation it is the Lower 

n
tx S

1-n,S
σ

μ β±=

1,1

2
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2
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nn ββ
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Limit calculation in (2), Lσ , which produces the maximum 
value of sigma and this will generate a model which produces 
a greater range of � values. The means, Lx  or Ux , are chosen 
so as to give the smallest separation between the Failure 
threshold and Fault free condition in each case. 
 

V. PROCESS MONITORING AND ANALYSIS 

From testing three specific sets of data were collected a the 
Fault Free, represented by under score F, a set of data in which 
a rich shift has been introduced to represent the emission 
failure threshold, represented by an underscore R, and a set of 
data for the lean shift, represented by an underscore L. This 
resulted in 6294 sets of results with a normal engine, 102 
diagnostic results for the rich shift 106 results for the lean 
shift. 
 

The first thing to check is that all of the data sets have a 
Gaussian distribution. This was done using the LilleTest 
function within MATLAB which performs a Lilliefors test [8, 
9] of the default null hypothesis that the samples comes from a 
Gaussian distribution, against the alternative that it does not 
come from a Gaussian distribution. The test returns a 1 if it 
rejects the null hypothesis at the 5% significance level. For the 
fault free condition the set of data failed this test to future 
investigate this data is plotted on a Quartile-Quartile (QQ) 
Plot. This shows the raw data as blue crosses plotted against 
an ideal Gaussian model which is the red dashed line. This 
shows that for the bulk of the data between the 5% and 95% 
percentiles it fits a Gaussian distribution. It is only the tail 
information of the distribution which does not match this 
statistical model. From the shape of the tails in Figure 1 it 
indicates that the data has come from a ‘fat tailed distribution’ 
where the data extends further than for the tails of a Gaussian 
distribution.  This can be seen by considering the 0.999 and 
the 0.001 percentile points which lie at points 0.925 and 1.07 
respectively and should, for a Gaussian Distribution, lie at 
0.94 and 1.06. Even though this statistical model does not 
accurately fit the data it was decided to assume that the fault 
free set of data could be considered to be Gaussian initially 
and then reviewed when the final thresholds for the Rich and 
Lean have been determined. The risk is by making this 
assumption that the variance used for the Fault Free Data will 
under estimate the true risk. 
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Figure 1: QQ plot for the Fault Free Data 

 
 LF SF UF 

 x  0.9980 0.9985 0.9990 
 � 0.0217 0.0213 0.0209 

Table 1: Statistical Model for Fault Free Data (� = 0.025) 
 
 

Table 1 has been calculated for � = �/2 = 0.025 in 
Equations (1) and (2). The Standard Deviation 

FLσ , from 

Table 1, gives the largest value of sigma and is used to 
calculate the Robustness Threshold for both the rich and lean 
sides of the distribution. For the Lean Robustness Threshold 
the mean 

FUx was used  to give a value of 1.0640, the Rich 

Robustness Threshold was obtain using 
FLx  which gives a 

value of  0.9330. 
 

Table 2 shows the Rich Failure model information note 
that since we are considering a single side threshold then � = 
0.05. Figure 2 shows the Histogram of the raw Rich Failure 
data and the red solid line shows the worse case statistical 
model using

RUx and RLσ . Using this model the Rich Failure 

threshold is calculated as 0.8579 and is shown on the graph by 
the solid vertical red line. The dotted blue vertical line shows 
the sample Rich Failure threshold of 0.8507 calculated by 
making use of RSσ  and RSx .  
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Figure 2: Statistical Results for Rich Failure Data 

 
 LR SR UR 

 x  0.8166 0.8197 0.8229 
 � 0.0214 0.0189 0.0170 

Table 2: Statistical Model for Rich Failure Data (� = 0.05) 
 

Since we most concerned with the issue of falsely flagging 
a Fault Free System it is useful to take the difference between 
the Rich Failure Threshold at 0.8579 and the Rich Robustness 
Threshold at 0.9330 and then determine the amount of sigma 
separation there is between them. This difference is 
normalised by dividing by 

FLσ  to determine the amount of 

separation in terms of sigma and results in a separation of 
3.46

FLσ   

 
This then provides a clear robust threshold in terms of 

provide a detection which meets the requirements and 
provides a significant safety margin against falsely flagging 
and we have also taken into consideration the variability in the 
models by making use of the confidence interval 
 

Figure 3 shows the response after introducing a lean failure 
shift again the graph shows the histogram of the raw data and 
the solid red line shows the distribution of the worse case 
statistic model derived from 

LLx  and 
LLσ  in Table 3. The red 

vertical line shows the Lean Failure Threshold of 1.1647 from 
this model and the dotted blue vertical line at 1.1723 for 
derived from  LSσ  and LSx . Using the same metric as 

previously derived the differences between the Lean Failure 
Threshold and the Lean Robustness Threshold gives a 
separation of 4.64

FLσ . 
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Figure 3: Statistical Results for Lean Failure Data 

 
 LL SL UL 

 x  1.2022 1.2055 1.2087 
 � 0.0229 0.0203 0.0182 

Table 3: Statistical Model for Lean Failure Data (� = 0.05) 
 

From the discussion earlier in the paper it has been 
highlighted that it can difficult to collect Fault condition so it 
is useful to be able to assess whether enough data has been 
collected to ensure that the real distribution of the Fault 
Condition has been captured. To determine this we have to 
make the assumption that the Sample model information that 
we have is the best estimate of the distribution model. So in 
the Rich Failure case the Sample values of RSσ  and RSx from 

Table 2 have been used and the value of n and the subsequent 
changes made to the t-distribution and Chi-Squared, in 
equations (1) and (2), can then be used to determine the effect 
on the threshold calculation. 
 
 

In Figure 4 the blue solid line shows how the difference 
between the Rich Failure Threshold and the Nominal Rich 
Failure Threshold, normalised against the value of 

RSσ determined at n = 102, decays as the amount of data 

increases. The Red dot shows the current point Rich Failure 
Threshold Delta. In Figure 5 shows the same metric as in 
Figure 4 but for the Lean Failure Condition. 
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Figure 4: Rich Failure Threshold Delta 
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Figure 5: Lean Failure Threshold Delta 

 
From the results shown in Figure 4 and 5 the current set of 

data obtained at around 100 samples gives an adequate 
confidence and subsequent testing would not necessarily lead 
to a significant change in the values of the Failure Thresholds. 
For example to reduce the current threshold, in both cases, by 
50% would require an addition 250 tests. 
 
 

 Robust 
Threshold 

Failure 
Threshold 

Separation 

Rich 0.9330 0.8579 3.46
FLσ  

Lean 1.0640 1.1647 4.64
FLσ . 

Table 4: Summary of the Threshold Information 
 

VI. CONCLUSION 

The results in Table 4 show the calculated Failure 
Thresholds and the Robustness Thresholds for Rich and Lean 
conditions and for this diagnostic there is a significant amount 
of separation between these two sets of thresholds has 
enabling the requirements laid out in Section 3 to be met. This 
amount of separation has reduced the risk of making use of a 
Gaussian Model to derive the information for the Fault Free 

set of data. If it were the case that there was not such a 
separation then further investigation would have to undertaken 
to understand the reason or determine perhaps a more valid 
statistical model.  
 

The use of the Confidence Interval in the statistical models 
and the threshold setting enables the calibrators to determine 
when they have collected enough data to provide a robust 
calibration.   
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Abstract—This paper presents the flight path angle tracking
control of the longitudinal dynamics of a generic hypersonic
flight vehicle(HFV). Due to the use of digital computers and
microprocessors for controls applications, the discrete hypersonic
flight control is investigated. The altitude command is trans-
formed into the flight path angle information. The back-stepping
scheme is applied for the attitude subsystem which includes
flight path angle, pitch angle and pitch rate. The virtual control
is designed with nominal feedback and Neural Network (NN)
approximation. To use the information of throttle setting, the
multi-rate sampling method is employed for the two subsystems
where the velocity subsystem is considered as slow dynamics.
Under the proposed controller, the semiglobal uniform ultimate
boundedness (SGUUB) stability is guaranteed. The simulation
is presented to show the effectiveness of the proposed control
approach.

I. INTRODUCTION

Given the widespread use of digital computers and mi-
croprocessors for controls applications, the discrete-time case
is certainly warranted [1]. For the control of flight vehicle
and spacecraft, controller on the basis of continuous system
is usually implemented by a digital computer with a certain
sampling interval [2], [3]. Since modern aircraft are equipped
with digital computers, the controller should be designed in
discrete-time form [4]. There are two methods for designing
the digital controller. One method, called emulation, designs a
controller with the continuous-time system, and then discretiz-
ing the controller. The other is to design the controllers directly
based on the discrete system. In contrast to the emulation
method, the discrete controller is designed in a discrete domain
so that the performance of the controller may not depend on
the sampling rate and the upper bounds of the NN weight
update rates guaranteeing the convergence can be estimated
analytically while emulation method is otherwise [5].

In this paper, the discrete hypersonic flight control is an-
alyzed. Hypersonic Flight vehicles are intended to present
a reliable and more cost efficient way to access space with
dramatic reductions in flight times. The longitudinal model
of the dynamics is known to be unstable, non-minimum phase
with respect to the regulated output, and affected by significant
model uncertainty. In the last decade, considerable research
focused on robust and adaptive hypersonic flight control [6],
[7]. In [8], the control structure combines the inputs from the

pilot model, baseline controller and adaptive controller. Based
on the input-output linearization using Lie derivative notation,
sliding mode control [9] is designed. The sequential loop
closure controller design [10] is based on the decomposition of
the equations into functional subsystems. The method followed
the approach that combined robust adaptive dynamic inversion
with back-stepping arguments to obtain control architecture.
In [11], one high gain observer based controller is proposed
for HFV control with only one NN to compensate the lumped
uncertainty. In [12], the attitude states are considered as fast
dynamics and the altitude control is transformed into the flight
path angle tracking.

It is illustrated that sometimes the controller based on Euler
approximate discrete-time model of the plant is superior to
back-stepping controllers based on digital control based on
continuous-time plant model [13]. In this way, the discrete
HFV model is obtained and the dynamic inversion is applied
in [14]. By proper assumptions the discrete model is trans-
formed into the strict-feedback form where some theoretical
results have been studied in [15]. For the nonlinearity and
the coupling, the nominal part of the dynamics should be
considered for the feedback control design to provide good
performance. The back-stepping neural design is analyzed
in [16], [17]. By considering the uncertainty with Gaussian
distribution, the Kriging design [18] is studied. In this paper,
we focused on the control of the altitude subsystem. Continued
with the work in [16], the altitude tracking is done with flight
path angle tracking. The controller is designed with nominal
value of the control gain. In this way, there is no need to know
the upper bound. By multi-rate sampling design, the throttle
setting can be viewed as constant during the attitude subsystem
controller design. In this way, the assumption of T sinα in [16]
is eliminated.

This paper is organized as follows. Section II describes the
longitudinal dynamics of a generic hypersonic flight vehicle.
The strict-feedback form is formulated and the discrete anal-
ysis model is obtained in Section III. The brief description
of HONN is explained in Section IV. Section V presents the
adaptive controller design. The simulation result is included in
Section VI. Section VII presents several comments and final
remarks.
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II. HYPERSONIC AIRCRAFT MODEL

The control-oriented model of the longitudinal dynamics
of a generic hypersonic aircraft is considered. This model is
comprised of five state variables X = [V,h,α,γ,q]T and two
control inputs Uc = [δe,β ]T where V is the velocity, γ is the
flight path angle, h is the altitude, α is the attack angle, q is
the pitch rate, δe is elevator deflection and β is the throttle
setting.

V̇ =
T cosα −D

m
− μ sinγ

r2 (1)

ḣ = V sinγ (2)

γ̇ =
L+T sinα

mV
− (μ −V 2r)cosγ

V r2 (3)

α̇ = q− γ̇ (4)

q̇ =
Myy

Iyy
(5)

where T , D, L and Myy represent thrust, drag, lift-force and
pitching moment respectively, m, Iyy and μ represent the mass
of aircraft, moment of inertia about pitch axis and gravity
constant. r is the radial distance from center of the earth and
r = h+RE . The related definition can be found in [9].

This paper focused on the cruise control with no consider-
ation of the reentry process. The main goal of this paper is to
design the altitude and velocity controller separately to follow
the tracking reference hd and Vd .

III. SYSTEM TRANSFORMATION

A. Strict-Feedback Formulation

Assumption 1: Since γ is quite small, we take sinγ ≈ γ
in (2) for simplification.

Remark 1: Similar assumption is made in [10] where the
value of the flight path angle is set to be inside [−3◦,3◦].

The velocity subsystem (1) can be rewritten as

V̇ = fV +gV uV
uV = β
yV =V

(6)

where fV =−(D/m+μ sinγ/r2)+ q̄S×0.0224cosα/m, gV =
q̄S × 0.00336cosα/m if β > 1. Otherwise fV = −(D/m +
μ sinγ/r2), gV = q̄S×0.02576cosα/m.

The tracking error of the altitude is defined as h̃ = h− hd
and the flight path command is chosen as

γd = arcsin
[−khh̃− kI

∫
h̃dt + ḣd

V

]
(7)

if kh > 0 and kI > 0 are chosen and the flight-path angle is
controlled to follow the reference command γd , the altitude
tracking error is regulated to zero exponentially.

Define XA = [x1,x2,x3]
T ,x1 = γ ,x2 = θp,x3 = q where θp =

α + γ .

Then the strict-feedback form equations of the attitude
subsystem (3)-(5) are written as

ẋ1 = f1 (x1)+g1 (x1)x2

ẋ2 = f2 (x1,x2)+g2 (x1,x2)x3

ẋ3 = f3 (x1,x2,x3)+g3 (x1,x2,x3)uA

uA = δe

y = x1

(8)

where f1 = −(μ −V 2r)cosγ/(V r2) − q̄S×0.6203/(mV ) ×
γ − T sinα , g1 = q̄S×0.6203/(mV ), f2 = 0, g2 = 1, f3 =
q̄Sc̄[CM(α)+CM(q)−0.0292α]/Iyy, g3 = 0.0292q̄Sc̄/Iyy.

In the analysis [11], the altitude is mainly up to elevator
deflection while the velocity is controlled by throttle setting.
By command transformation, we know attitude subsystem is
controlled by elevator deflection. To obtain the information
of β from the velocity subsystem, the multi-rate sampling
design is employed so that velocity and β can be considered
as constant during the altitude subsystem controller design.
The similar idea is studied in [19] where the airspeed, altitude
and flight path angle are selected as slow-dynamics variables
and considered invariant during the controller design of the
fast dynamics.

The control objective of system (8) is to design an adaptive
controller, which makes γ → γd , further h → hd and all the
signals involved are bounded.

Assumption 2: fi and gi are unknown smooth functions
which can be decomposed into the nominal part fiN , giN and
the unknown part Δ fi, Δgi, i = 1,3,V .

B. Discrete-time Model

By Euler approximation with different sample time period
TV and Ts, systems (6) and (8) can be approximated as

V (k+1) =V (k)+TV [ fV (k)+gV (k)uV (k)] (9)

x1(k+1) = x1(k)+Ts[ f1(k)+g1(k)x2(k)]
x2(k+1) = x2(k)+Ts[ f2(k)+g2(k)x3(k)]
x3(k+1) = x3(k)+Ts[ f3(k)+g3(k)uA(k)]

(10)

Here TV is selected four times as Ts. So during the design of
attitude subsystem, the velocity and throttle setting could be
considered as constant.

IV. HONN APPROXIMATION

Higher order neural network (HONN) is one kind of linearly
parameterized NNs. The structure of HONN is expressed as
follows:

U(ω,X) = ωT θ(X) ω,θ(X) ∈ RN (11)

θi(X) = ∏
j∈Ii

[s(Xj)]
d ji

(12)

where X ⊂ Rm is the input to HONN, N is the NN nodes
number, {I1, I2, ..., IN} is a collection of N not-ordered subsets
of {1,2, ...,m}, specified by the designer, d ji’s are prescribed
nonnegative integers, ω is an adjustable synaptic weight vec-
tor, and s(Xj) is a monotonically increasing and differentiable
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sigmoidal function. In this paper, it is chosen as a hyperbolic
tangent function, i.e.,s(Xj) = (eXj − e−Xj)/(eXj + e−Xj).
For a desired function U∗, it is assumed there exists an ideal
weight vector ω∗ such that the smooth function vector can be
approximated by an ideal NN on a compact set

U∗ = ω∗T θ(X)+ ε(X),‖ε(X)‖< εM (13)

where ε(X) is the bounded NN approximation error vector
and εM is the supreme of ε(X).

V. DISCRETE CONTROL DESIGN

A. Adaptive NN Control for Attitude Subsystem

The errors are defined as

z1(k) = x1(k)− x1d(k) (14)
z2(k) = x2(k)− x2d(k) (15)
z3(k) = x3(k)− x3d(k) (16)

where x2d(k), x3d(k) are the virtual control inputs to be
designed.
Step 1. From (14),

z1(k+1) = x1(k)+Ts[ f1(k)+g1(k)x2(k)]− x1d(k+1) (17)

where x1d(k+1) is acquired from (7).
Since g1(k) and f1(k) are unknown, the uncertainty is

defined as

U1(k) = − 1
Tsg1(k)

[−Ts f1(k)− x1(k)+ x1d(k+1)]

+
1

Tsg1N(k)
[−Ts f1N(k)− x1(k)+ x1d(k)]

= ω∗T
1 θ1 (X1 (k))+ ε1 (X1 (k)) (18)

where X1(k)= [V (k),x1(k),h(k),hd(k),hd(k+1)]T , f1N(k) and
g1N(k) are the nominal parts of f1(k) and g1(k), ω∗

1 is the
optimal parameters for NN to approximate U1(k) and ε1(X1)
is the NN reconstruction error.
Take x2(k) in (17) as the virtual control input and design its
desired value as

x2d(k) =
1

Tsg1N(k)
[c1z1(k)−Ts f1N(k)− x1(k)+ x1d(k)]

+ ω̂T
1 (k)θ1 (X1 (k)) (19)

where ω̂1 is the estimation of ω∗
1 .

Combining (15), (17) and (19), the following equation can
be obtained.

z1(k+1) = x1(k)+Ts[ f1(k)+g1(k)x2(k)]− x1d(k+1)

= Tsg1(k)z2(k)+Tsg1(k)[ω̃T
1 (k)θ1(X1(k))− ε1(X1(k))]

+
g1(k)

g1N(k)
c1z1(k)

(20)

where ω̃1(k) = ω̂1(k)−ω∗
1 . The robust updating algorithm for

the NN weights is

ω̂1(k+1) = ω̂1(k)−λ1z1(k+1)θ1(X1(k))−δ1ω̂1(k) (21)

where λ1 > 0 and 0 < δ1 < 1.
Step 2. From(15),

z2(k+1) = x2(k)+Ts[ f2(k)+g2(k)x3(k)]− x2d(k+1) (22)

Define X2(k) = [XT
1 (k),x2(k),hd(k+2)]T . From (19), x2d(k+

1) involves x1(k+1), f1(k+1) , z1(k+1) and x1d(k+2). It
can be concluded that x2d(k+1) is the function of X2(k) . The
uncertainty U2(k) is defined and can be approximated by NN
as

U2(k) = x2d(k)−x2d(k+1) =ω∗T
2 θ2(X2(k))+ε2(X2(k)) (23)

where ω∗
2 is the optimal parameters and ε2(X2(k)) is the NN

reconstruction error.
Take x3(k) in (22) as the virtual control input and design

its desired value as

x3d(k) =
1

Tsg2(k)
[−x2(k)+ x2d(k)+ c2z2(k)]+ ω̂T

2 (k)θ2(X2)

(24)
where ω̂2 is the estimation of ω∗

2 . The result of (23) and (24)
is due to the fact that f2 = 0 and g2 = 1.

The robust updating algorithm for the NN weights is

ω̂2(k+1) = ω̂2(k)−λ2z2(k+1)θ2(X2(k))−δ2ω̂2(k) (25)

where λ2 > 0 and 0 < δ2 < 1.
Step 3. From (16),

z3(k+1) = x3(k)+Ts[ f3(k)+g3(k)uA(k)]− x3d(k+1) (26)

Define X3(k) =
[
XT

2 (k),x3(k),hd(k+3)
]T . Similarly we can

deduce that the uncertainty U3(k) is the function of X3(k) and
it can be approximated by NN as

U3(k) = − 1
Tsg3(k)

[−Ts f3(k)− x3(k)+ x3d(k+1)]

+
1

Tsg3N(k)
[−Ts f3N(k)− x3(k)+ x3d(k)]

= ω∗T
3 θ3 (X3 (k))+ ε3 (X3 (k)) (27)

where ω∗
3 is the optimal parameters for NN to approximate

U3(k) and ε3(X3(k)) is the NN reconstruction error. The actual
control input is designed as

uA(k) =
1

Tsg3N(k)
[−Ts f3N(k)− x3(k)+ x3d(k)+ c3z3(k)]

+ ω̂T
3 (k)θ3 (X3 (k)) (28)

where ω̂3 is the estimation of ω∗
3 . where ω̃3(k) = ω̂3(k)−ω∗

3 .
The update law for the NN weights is

ω̂3(k+1) = ω̂3(k)−λ3z3(k+1)θ3(X3(k))−δ3ω̂3(k) (29)

where λ3 > 0 and 0 < δ3 < 1.
Theorem 1: Considering system (10) with the con-

troller (28), virtual design (19), (24) and the update
law (21), (25), (29), all the signals involved are semiglobal
uniform ultimate bounded.

The proof is quite similar to [16] and thus omitted here to
save space.
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B. Adaptive NN Control for Velocity Subsystem

Define XV (k) = [V (k),x1(k),x2(k),x3(k),x4(k),Vd(k+1)]T

and zV (k) =V (k)−Vd(k)

zV (k+1) =V (k+1)−Vd(k+1)
=V (k)+TV [ fV (k)+gV (k)uV (k)]−Vd(k+1) (30)

The control input is designed as

uV (k) =
1

TV gV N
[−TV fV N(k)−V (k)+Vd(k+1)]

+ ω̂T
V (k)θV (XV (k)) (31)

where ω̂V is the estimation of ω∗
V .

The robust updating law for NN weights is

ω̂V (k+1) = ω̂V (k)−λV zV (k+1)θV (XV (k))−δV ω̂V (k) (32)

where λV > 0 and 0 < δV < 1.
Theorem 2: Considering system (9) with the controller (31)

and the update law (32), the velocity is semiglobal uniform
ultimate bounded. The proof is omitted here.

VI. SIMULATIONS

In this section, we verify the effectiveness and performance
of the proposed adaptive neural controller. The flight of the
vehicle is at trimmed cruise condition M = 15, V = 15,060ft/s,
h = 110,000ft. Reference commands are generated by the
filter:

hd

hc
=

ωn1ω2
n2

(s+ωn1)(s2 +2εcωn2s+ω2
n2)

(33)

Vd

Vc
=

ωn3

(s+ωn3)
(34)

where ωn1 = 0.2, ωn2 = 0.2, εc = 0.7, ωn3 = 0.1.
The parameters for the controller are selected as kh = 0.2,

kI = 0.1, λ1 = 0.05, λ2 = 0.05, λ3 = 0.05, δ1 = 0.02, δ2 = 0.02,
δ3 = 0.02, Ts = 0.03s, TV = 0.12s, c1 = 0.9, c2 = 0.8, c3 = 0.2,
cV = 0.6.
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Fig. 7. Square Signal Tracking: Altitude and Velocity Response
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A. Step Tracking

Fig.1 depicts the response performance that the altitude con-
troller tracks the step change with magnitude 500ft while the
velocity steps from 15060ft/s to 15160ft/s. The control inputs
of the elevator deflection and the throttle setting are shown
in Fig.2. Flight path angle tracks the reference command very
well in Fig.3 so that the system tracks the altitude step change.
From the pitch angle in Fig.4 and pitch rate response in Fig.5,
we know the related system states are bounded. Also we find
the NN weights are bounded in Fig.6.

B. Square Signal Tracking

The system tracks the square signal with amplitudes 500ft
and period 80 seconds while velocity is maintained in the
neighborhood of 15060ft/s. The results are referred to Fig.7-
12. It can be observed that all the system states are bounded
and the velocity is regulated with a small error around the
initial value. Also it is noted that the system states flight path
angle, pitch angle, pitch rate perform good tracking response
of altitude command, x2d , x3d separately.

VII. CONCLUSIONS

The altitude control of HFV is transformed into the flight
path angle tracking. The two dynamics are sampled by dif-
ferent rate. In this way, the velocity and throttle setting from
the slow dynamics can be employed for the design of attitude

subsystem. Simulation results show the effectiveness of the
method.
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Abstract—The aim of the work presented in this paper is
to introduce a method for assisting the recovery of a given
system in case of failure detection. The proposed method rely
on a graph-based algorithm that allows the identification of
the alternative system configuration. In this way, the method
guarantees the system under study functionalities/missions
even in case of fault. The method is detailed in the sequel.
Furthermore, in order to provide user with automated means
which are at the same time simple, intuitive and rigorous, the
whole of the developed mechanisms have been implemented
in a prototype tool with an intuitive graphical interface that
offers interesting facilities in terms of system recovery. The
method is illustrated using an intelligent and autonomous
vehicle case study.

I. Introduction

Life-critical systems are systems that its dysfunction
could cause human-life death as well as an important
equipment damage or loss. Thereby, this kind of system
(e.g. transportation systems, intelligent and autonomous
vehicle, nuclear plants, manufacturing systems, medi-
cal devices) must achieve a high level of robustness,
availability, reliability and safety. Usually, system life-
cycle could be divided into two main phases : before
implementation and after implementation. The former
phase rely on some research topics such as specification,
modelling design and V&V (validation and verification).
For the later phase, one can find maintenance and system
recovery in case of failure detection. In our case, we use
system recovery to design a re-configuration or a new
arrangement of the system functional units in case of
failure. Various are the causes of failure: performance
problems like access to shared resource (resource con-
tention), hardware faults, software bugs, system oper-
ators misconfiguration, . . . [1]. Nevertheless, all failure
causes are often due to a material, soft dysfunction or
operator manipulation.

Given the human/material impact of critical system
dysfunction, such systems must guarantee the avail-
ability of its services/missions. Availability express the
quality of being at hand when needed. This including
the case when failure occur. Therefore, a recovery tech-
nique is strangely recommended. The aim of the work

1This research has been supported by CISIT project.

presented here is to guide the user during the system
recovery and control phase.

Intelligent and autonomous vehicle (IAV) is a vehicle
that is expected to achieve different tasks without the
intervention of a human operator. Several projects rely
on IAV but the most famous ones are the NASA’s rovers,
for instance the Mars Exploration Rover Mission (MER)
[3]. MER is an ongoing robotic space mission involving
two rovers, Spirit and Opportunity, exploring the planet
Mars. It began in 2003 and its cost raises to more
than US$ 900 million. Actually, to guarantee expected
tasks, IAV rely on set of services provided by several
hardware components (sensors, actuators, . . . ) as well
as software components. Nevertheless, due to failures,
it is possible that one or more services are no longer
available and thereby the achievement of some tasks
becomes no longer guaranteed. IAV design rely on fault
tolerant control procedures in order to define strategies
allowing the system to continue its operations with the
required performances despite component faults [4].

As mentioned previously in this paper, we focus on
the system recovery step in case of failure detection.
In fact, the idea is to propose assisting means that are
easy to manipulate and, at the same time, accurate.
However, the more accurate and rigorous a notation is,
the more abstract and difficult to handle and understand
it becomes. Therefore, one of the challenges that we
faced while dealing with this work was to look at both
intuition/simplicity and rigour/accuracy. To deal with
this, we propose a graph-based algorithm able to cover
system configuration and able to identify the alternative
configuration in case of system-down. However, in or-
der to hide all the formal aspects -met when dealing
with system recovery- from user, a GUI tool have been
implemented to automate this step.

The paper is organized as follows: in Section II, an
overview of the context and related works is given.
In Section III, we present the algorithm that we have
proposed. The developed tool is introduced in Section
IV. The method is illustrated using an intelligent and
autonomous vehicle case study in section V before con-
cluding and suggesting some future works in Section VI.
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II. Context and RelatedWork

Availability of a system is its capacity to achieve its
missions/services in the occurrence of the failure of (or
one or more faults within) some of its components [5].
One of the main properties that characterize availability
is fault-tolerance [6]. Here, we focus on life-critical sys-
tems and thereby, given their failure cost, fault-tolerance
is particularly sought-after such systems. In practice,
some fault can cause a system failure by propagating
the fault to the rest of the system. Therefore, fault
tolerant systems (FTS) must deal with multiple failure
types and thereby, must achieve fault isolation capacity
and reversion modes availability (redundancy). Actually,
FTS are typically based on three main concepts namely
replication, redundancy and diversity [6]. These concepts
could been defined as follows:
• Replication means providing multiple instances of

the same system. Then, tasks/jobs are directed to
all system instances in parallel. The correct result
is determined by a quorum;

• Redundancy means providing multiple instances of
the same system/service and switching to one of the
remaining non-faulty instances, in case of a failure-
detection;

• Diversity means providing various system imple-
mentations in order to deal with with errors in some
specific implementation.

It should noticed that before recovery can be carried,
one must first detect and diagnose the failure. Indeed,
failure detection is to determine the instances while a
system is facing dysfunctions. Afterwards comes the
failure diagnosis which allow to locate the source of
detected failure. Failure detection as well as failure di-
agnosis are not in the scope of this paper.

Severals studies dealing with system recovery have
been proposed and published [6], [7], [8], [9], [10], [11].
Unlike this meantionned studies, our work propose a
graph-based approach to tackle the system recovery
issue. Furthermore, a GUI tool have been implemented
to automate this step.

III. Graph-basedMethod for System Recovery

A. Idea

Let us here recall the aim of our study: we want
to provide the user with simple means for assisting
the system-recovery in case of failure detection. Our
idea is to elaborate a supporting approach which hides
the formal foundation to the user. Concretely, we will
develop a GUI-tool that automate all the steps of system-
recovery procedure.

The idea is to express the service-architecture of a
system with a (directed) graph. In this graph the root
element represents the system while the leaf represent
the elementary services. We assume that a system is
defined as a (non-empty) set of exploitation modes. At

a given instance, only one exploitation mode is active.
Each exploitation mode is composed of a (non-empty)
set of missions. All missions of active exploitation mode
should be active. Multiple versions are defined for each
mission and thereby, at a given instant, only one version
is active. A mission version is composed of (non-empty)
set of service that, all of them, should be active. Various
version of each service could be defined but only one
service version is active at a given instance. A version
service is (non-empty) set of elementary services that
should be active, all of them. This description could be
expressed as follow:

system = OR({Exploitation-Mode})
Exploitation-Mode = AND({Mission})
Missions = OR({Version-Mission})
Version-Mission = AND({Service})
Service = OR({Version-Service})
Version-Service = AND({Elementary-Service})

Where
• E = AND(s) means that an element E is active if all

the elements composing it are active and vice-versa;
• E = OR(s) means that an element E is active if one

and only one of elements composing it is active and
vice-versa.

B. Foundations and Problem’s Formalization

A graph G [12] is a pair G = (V,E) where
• V is a finite set of vertices (nodes), and
• E is the set of edges, formed by pairs of vertices, E

is a subset of P2(V) (E ⊆ (V×V)).
Graphically, a graph is pictured by drawing a four-

square (or point) for each vertex and representing each
edge by a curve joining its endpoints.

Usually, a simple graph denotes a graph having no
loops or multiple edges where each edge e ∈ E can
be specified by its endpoints (a, b) ∈ V and is denoted
e = ab. In this case, we say a and b are adjacent. Thereby,
a path is defined as a set of consecutive and ordered
nodes so that two nodes are adjacent if and only if they
are consecutive in the ordering.

A graph variant is called directed graphs D = (V,
E), where the edges have a direction. In other words,
edges are ordered and ab � ba. Graphically, the edges
are drawn as arrows.

C. System description

In our case, a system is defined as directed graph
DS=(V, E) where
• V is a finite set of nodes, V = Sys∪EM∪M∪VM∪

S ∪ VS ∪ ES:
1) Sys is the root element of the system under

study,
2) EM is the set of exploitation modes of the

system under study,
3) M is the set of missions defined by EM,
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4) VM is the set of mission version (for each
mission, one can define at least one mission
version),

5) S is the set of services composing missions,
6) VS is the set of service version (for each service,

one can define at least one service version),
7) ES is the set of all elementary services proposed

by the system.

• E is a finite set of edges, E ⊆ (Sys × EM) ∪ (EM ×
M) ∪ (M × VM) ∪ (VM × S) ∪ (S × VS) ∪ (VS × ES).
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Fig. 1. System description as a directed graph

Figure 1 depicts graphically the system definition
given in this section. To this definition, we add a set of
binary relations (using AND and OR binary operators)
between elements. Indeed, these relations define the type
of composition between nodes, given above in section
III-A. Actually, for each element type (node), a symbol
is linked. Two kind of symbols are used: ⊕ and �. Node
linked to ⊕ is defined as OR-composition of its children.
In the same way, node linked to � is defined as AND-
composition of its children.

D. Algorithm

Failure detection is the task of identifying system
dysfunction. Different source of failure could be iden-
tified in a given system. A recovery step is switching
to an exploitation mode where all (or a part) of system
capabilities/facilities are guaranteed in case of failure.
Thereby, the exact cause of error is often not required
for recovery to take place. Nevertheless, an automated
approach for the recovery step is necessary in order to
improve system availability. In this section, we propose
an algorithm that automate this step. Given a graph
model of the system under study and given the detected
failure, the algorithm determine and update the list of
the alternative exploitation modes. Actually, based on
the system graph, the algorithm determine a sub-graph
(recovery tree) that represent the non-faulty nodes.

In practice, for each node, we add two attributes: statut
and activity. Statut denotes the statement of a node: func-
tional or not-functional, where activity denotes the activity
statement of a node: active or not-active. Furthermore, the
approach that we propose require that the failure lists all
the element that are no longer available. In other word,
the failure should be defined as the set of nodes that
are no longer available in the current system description
model.

The recovery algorithm rely on two parameters,
namely the system under study graph and the failure (a
list of faulty elements), and is composed of three main
functions and is conducted as follow:

1) the statut attribute of all faulty element is set to
not-functional within the graph model of the system
under study,

2) For each node n in the list of faulty elements (the
detected failure), the failure spread function, FS(n),
is carried,

3) Determine alternative exploitation mode
Failure spread function of a node n: FS(n)

Step 1: Set the statut attribute all children of n
to non-functional,
Step 2: Set the statut attribute of n to non-
functional,
Step 3: If parent of n is an AND-composition
type element, then

1) n ← Parent of(n),
2) go to Step 2.

Step 4: If parent of n is an OR-composition type
element and if all sibling of node “n” are non-
fonctionnel,then

1) n ← Parent of(n),
2) go to Step 2.

Determine alternative exploitation mode

Once the failure is spread, the next step is to deter-
mine the alternative exploitation modes that could be
activated. Actually, the aim of this task is to determine
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the sub-graph where all nodes have a statut attribute
value as functional. In other words, the alternative graph
is composed only by nodes that statut is functional.

Let G = (V,E) be the graph of system under study and
let G′ = (V′,E′) be the sub-graph of G where all nodes
are functional and is determined as follow:

Step 0: V′ = ∅ ∧ E′ = ∅,
Step 1: if root of G is faulty, exit algorithm
Step 2: the root of G is chosen and is added to
G′,
Step 3: a walk1 ω that starts from the chosen
node is constructed by adding only functional
nodes.
Step 4: if all nodes of G are tested, then the walk
ω represents the graph G′ (break algorithm) else
go to step 5,
Step 5: Select the parent of the last node of ω,
go to Step 6

Step 6: A walk ω’ that starts from the chosen
node is constructed by adding only functional
nodes.
Step 7: ω ← concatenate(ω,ω’). Go to Step 4

It is worthy to notice that the obtained walk is a
connected graph G′ since the start node of this function
is the root node. This connected graph is equivalent to
the spanning tree for the undirected graph representation
of graph G. Once the spanning tree is returned, a product
of all possible exploitation mode configuration is com-
puted based on it. Thereby, from the list of all possible
configuration, the user (operator) could choose one (and
only one) to activate.

IV. Recovery Tool

The various mechanisms we have developed have
been implemented within a software tool. This tool
guides the user during the recovery step, it offers a quite
intuitive graphical user interface. Actually, the tool rely
on two main elements:
• Recovery algorithm: first, the developed tool dis-

plays the system description and lists its various
parameters. Indeed, as shown above in the paper,
the system description is based on a graph theory.
A graphic representation of this graph is done ones
its description (graph description of the system to
check) is loaded. This representation is made on
a tab within the recovery tool. Then, based on
the algorithm discussed in section III-D and given
a failure, the tool can automatically determine all
possible alternative exploitation modes. Finally, the
switch to the selected exploitation mode is carried.

• Data structure: since we aim that the developed tool
can be used in combination with other tools within a
global system supervision and control approach, we

1A walk is a list v0, e1, v1 . . . en, vn of nodes and edges such that for
1 � i � n, the edge ei has endpoints vi−1 and vi.

have chosen XML (Extensible Markup Language)
[13] standard format for the input/output files. The
main advantage of using the standard XML is that
format of the encoding documents is both human-
readable and machine-readable. Actualy, our tool
rely on three different files: a system description
which is an input/output file, the initial configura-
tion file and the failure file, both are input files.
The corresponding structure of each file has been
defined by an XML schema. Listings 1, 2 and 3
define respectively the XML schema for the system
description, the initial configuration and the failure.

Listing 1. System XML schema
< !ELEMENT Systeme (mode+)>
< !ELEMENT mode (nom? , Mission+)>
< !ELEMENT Mission (nom? , VMission+)>
< !ELEMENT VMission (nom? , s e r v i c e +)>
< !ELEMENT s e r v i c e (nom? , v s e r v i c e+)>
< !ELEMENT v s e r v i c e (nom? , e s e r v i c e +)>
< !ELEMENT nom (#PCDATA)>
< !ELEMENT e s e r v i c e (#PCDATA)>
< ! ATTLIST mode

a c t i v i t y ( Active | notActive ) #REQUIRED
s t a t u t ( nonFunctional | Funct ional ) #REQUIRED>

< ! ATTLIST Mission
a c t i v i t y ( Active | notActive ) #REQUIRED
s t a t u t ( nonFunctional | Funct ional ) #REQUIRED>

< ! ATTLIST VMission
a c t i v i t y ( Active | notActive ) #REQUIRED
s t a t u t ( nonFunctional | Funct ional ) #REQUIRED>

< ! ATTLIST s e r v i c e
a c t i v i t y ( Active | notActive ) #REQUIRED
s t a t u t ( nonFunctional | Funct ional ) #REQUIRED>

< ! ATTLIST v s e r v i c e
a c t i v i t y ( Active | notActive ) #REQUIRED
s t a t u t ( nonFunctional | Funct ional ) #REQUIRED>

< ! ATTLIST e s e r v i c e
a c t i v i t y ( Active | notActive ) #REQUIRED
s t a t u t ( nonFunctional | Funct ional ) #REQUIRED>

Listing 2. Initialization XML schema
< !ELEMENT I n i t (mode? )>
< !ELEMENT mode (nom? , e s e r v i c e +)>
< !ELEMENT nom (#PCDATA)>
< !ELEMENT e s e r v i c e (#PCDATA)>

Listing 3. Failure XML schema
< !ELEMENT Erreur

(mode∗ ,
Mission ∗ ,
VMission ∗ ,
s e r v i c e ∗ ,
v s e r v i c e ∗ ,
e s e r v i c e ∗ )>

In the sequel we will discuss the steps of a recovery
process and we show how the tool facilities are helpful
and useful when carrying this process (figure 2). From
the menu bar (green box),

1) First, the user should start by loading the sys-
tem specification. The uploaded description will be
then drawn in the shape of tree (blue box),

2) Once the system description is uploaded, an initial
configuration should be selected. In the same way,
the initial configuration is then represented in the
shape of tree (black box),
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3) Then, relying on the uploaded failure file, the
recovery algorithm is carried automatically. After-
wards, a box showing (red box) all possible ex-
ploitation mode is shown and from which a system
mode configuration could be selected (to update
the current configuration.

Fig. 2. Main GUI of the developed tool

In order to illustrate all this steps an IAV case study
is presented hereafter.

V. Application to IAV system

A. System description

In real environment, an IAV could be repaired after
the fault detection and isolation is carried. Nevertheless,
within some critical environments, where the interven-
tion (the necessary repairs) of a human operator is
impossible, fault tolerance property must be provided
to the IAV. In this case, IAV must be kept continuously
operating even with a fault, such as when IAV operating
in distant and/or dangerous areas. Consequently, IAV
systems rely on service (component) redundancy in or-
der to guarantee fault tolerance property. For illustration,
let us consider an IAV described (Figure 32) as follows :
• RoBuCar can carry two different exploitation modes

: normal mode and degraded mode.
• Unlike normal mode where the four wheels are

used, degraded mode rely on three or two wheels.
Two main differences that distinguish the two ex-
ploitation modes: the maximum authorized speed
and the weight of the transported goods for each
mode.

• RoBuCar is expected to provide several missions :
moving on, moving back, curbing, . . .

• Each wheel is equipped with two electrical motors :
only one is used to move the wheel. The second

2RoBuCar : is an IAV at LAGIS laboratory built by the Robosoft
Company http://lagis.ec-lille.fr/

motor is used in case of dysfunction of the first
motor.

• To move a wheel, four services are required : (1) the
generation of an electrical power, (2) the conversion
of the electrical power to a mechanical one, (3) the
transmission of the mechanical energy to the tire and
(4) a measurement service required to control the
motor in closed loop.

1) The generation of an electrical power rely on
three elementary services namely: (a) supply
the motor, (b) induce an electrical power and
(c) limit the electrical current.

2) The conversion of the electrical power to a
mechanical one is composed by one elementary
service.

3) The transmission of the mechanical energy to
the tire is composed of two elementary services
namely: (a) keep all the pieces in rotation and
(b) load service.

4) The measurement service is composed of three
elementary services namely: (a) measure the
electrical current, (b) measure the velocity and
(c) measure distances.

Let us recall that, in order to keep system operating
even in case of fault, service (component) redundancy
is essential. Therefore, different versions of the same
service as well as of the same mission are available.

Fig. 3. RoBuCar

B. Recovery procedure
The service graph associated to the RoBuCar system

described above is depicted graphically in figure 4 (for
simplicity reason, some details are omitted). The XML
file describing this graph is used to carry on the recov-
ery tool. Afterwards, in case of a failure detection, the
recovery tool is carried.

For example, suppose that one of the four wheels
is no longer available. In other words one of the two
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electrical motors that equippe the wheel is no longer
available. The XML file describing this failure is defined
according to the XML schema given above. The failure
XML file is needed by the recovery tool. Once the failure
file is loaded, the tool, automatically, finds alternative
exploitation modes to keep the vehicle working despite
the failure. In our case, two alternative exploitation
modes are retuned :

1) Keep the “normal mode” by proposing to activate
the second electrical motor of the wheel.

2) Skip to the “degraded mode” where only three
wheel are used.

The main advantage is that the procedure is automatic
and rely on standard format (XML) for systems exchange
(the system description, the failure description, . . . ).
Therefore, its integration in operating system supervi-
sion approach can easily be done.
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Fig. 4. Simplified version of the graph service of the RoBuCar

Therefore, the method allows to keep IAV continu-
ously operating even with failures. In practice, this is
very interesting specially for IAV operating in distant
or/and dangerous areas where human cannot operate.

VI. Conclusions
In this paper we aim at introducing a means to assist

and guide the user while carrying the system recovery
in case of failure detection. The proposed approach
rely on the graph theory. The main advantage of this
notation that is formal and thereby, automatic tool using
this notation could implemented. Actually, we started
by proposing a graph-based description of the study
system. Then, we defined an algorithm for the recov-
ery system in case of failure detection. All proposed
mechanisms we have developed have been implemented
within a software tool. In order to illustrate the devel-
oped method an intelligent and automatic vehicle (IAV)
case study was presented. First, a textual description of
system was given. Then, the service graph is depicted
on which the recovery tool is carried. Although, within
some critical environments, where the intervention of a
human operator is not possible, IAV must be kept con-
tinuously operating even with a fault, such as operating
in distant and/or dangerous areas. Here we showed how
the developped approach could, automatically, be used
to detremine alternative exploitation modes.
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Abstract—Low adhesion in the wheel/rail interface of railway
vehicles creates safety and punctuality issues in terms of missed
station stops and signals passed at danger. RSSB project T959
is tasked with developing advanced monitoring techniques for
the detection of adhesion in this key interface. A number of
techniques were developed and initially tested on simplified
models of a rail vehicle. The efficacy of these techniques is now
being tested with more representative data produced by multi-
bodied physics simulation package Vampire. This paper therefore
covers the outcomes of the Vampire testing, initial application of
a Kalman-Bucy filter creep force estimator to the Vampire data,
and application of a data comparison method based upon the
Sprague and Geers method, also to the Vampire data.

I. INTRODUCTION

Low adhesion in the wheel/rail contact of railway vehicles
is a current issue occupying the railway industry. This is com-
monly reported as the ‘leaves on the line’ issue and can create
large safety and punctuality issues as rail vehicles fail to stop
at stations or pass signals at danger. RSSB managed project
T959 [7] is tasked with finding methods of estimating the
available adhesion in the wheel/rail interface using modest cost
vehicle-mounted sensor sets and advanced filtering applied to
in-service vehicles. Knowledge of this would allow numerous
commercial benefits such as targeting mitigation methods more
efficiently and scheduling rail services to make best potential
use of the available adhesion.

Early stages of project T959 investigated a number of low
adhesion estimation techniques as applied to simplified plan
view dynamics models of typical railway vehicles and were
highlighted in [9]. The primary amongst these methods was
application of a Kalman-Bucy filter (KBF) [3] which was used
to estimate creep forces (longitudinal and lateral forces arising
from contact mechanics of the wheel-rail interface), that were
then post-processed to imply an adhesion level. Additional
techniques were multiple/interacting Kalman filters and data
comparison techniques. The efficacy of these methods is now
being tested on more representative data produced through

a multi-bodied simulation (MBS) package Vampire, success
of which will lead to full scale physical testing on a fully
instrumented rail vehicle.

This paper therefore covers: brief outcomes of the Vampire
simulations and how these compare to the MATLAB/Simulink
modelling; initial application of the KBF technique and current
issues; and finally a data driven method of non-model based
comparison currently being developed using the Sprague and
Geers metric [8].

II. VAMPIRE MULTI-BODIED SIMULATION

The current phase of the project is using data produced
by the MBS package Vampire, [1]. The data produced from
the package includes the full nonlinearity of the suspension
system, as well as the nonlinearity in the wheel/rail contact.
It also encapsulates any interaction of the vertical suspension
components with the lateral and yaw suspension.

A. Vehicle selection

The vehicle selected for testing is the British Rail Mk.3
coach. This vehicle was selected due to: vehicle models being
readily available; and the physical testing will be likely to take
place with this vehicle.

Parameters were interpreted from the MBS model to fit with
the simpler plan view lateral and yaw models used for the filter
design (Figure 1(a) for the primary suspension and Figure 1(b)
for the secondary suspension, with parameter values shown in
Table I). The Mk.3 coach is an older form of coach with many
features than are no longer incorporated in vehicle design. In
particular the secondary yaw damper (that increases the critical
speed of bogie instability [11]) is a friction damper rather than
the more common viscous damper. Due to the discontinuous
nature of this component it adds a significant nonlinearity to
the system that cannot be incorporated easily in a state space
model.
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(a)

(b)

Fig. 1. Suspension layouts, (a) primary suspension, (b) secondary suspension

Parameter Symbol Value Units
Body mass mv 24380 kg
Body yaw inertia Iv 1129740 kgm2

Bogie mass mb 2130 kg
Bogie yaw inertia Ib 2870 kgm2

Wheelset mass mw 1475 kg
Wheelset yaw inertia Iw 910 kgm2

Nominal radius r0 0.4570 m
Lateral stiffness (2nd) ky2 197000 N/m
Lateral damping (2nd) fy2 40000 Ns/m
Yaw stiffness (2nd) kψ2 175000 Nm
Yaw damper friction breakout (2nd) fψ2 11860 N
Longitudinal stiffness (1st) kx1 204800 N/m
Lateral stiffness (1st) ky1 204800 N/m
Longitudinal damping (1st) fx1 0 Ns/m
Lateral damping (1st) fy1 0 Ns/m
Longitudinal stiffness, bush (1st) kx1b 15696000 N/m
Lateral stiffness, bush (1st) ky1b 15456000 N/m
Longitudinal damping, bush (1st) fx1b 19400 Ns/m
Lateral damping, bush (1st) fy1b 13200 Ns/m

TABLE I
MK.3 COACH INTERPRETED PARAMETERS

B. Wheel/rail contact adhesion conditions and test runs

As highlighted in [9] the shape of the creep curves is critical
to the detection of areas of low adhesion. It is assumed that
the initial slope of the creep curve is constant for all adhesion
conditions and that the differentiating factor is the level of
creep saturation, [2]. However, as first highlighted in [5] and
subsequently verified using the University of Sheffield SUROS
twin-disk machine [10], the initial slope of the creep curve
reduces as the adhesion conditions reduce, meaning changes
in adhesion can be determined in ‘normal’ running and not just
when the contact forces are saturated. Therefore four adhesion
condition creep curves were set at dry, wet, low and very low
levels for the Vampire simulation testing, Figure 2. These can
be thought of as relating to friction coefficients of 0.56, 0.32,
0.072 and 0.038 respectively.
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Fig. 2. Creep curves developed from the University of Sheffield SUROS
twin disk machine

As with any such form of simulation there are a huge
number of potential test combinations. The available variables
were narrowed down to: track conditions (straight line, 200
km/h design speed); vehicle speed (100 km/h and 200
km/h); track irregularity sizes (full scale and half scale);
and adhesion levels (constant, step changes and continuously
varying).

C. Vampire modelling observations
MATLAB/Simulink modelling in [9] demonstrated that the

creep forces in the wheel/rail contact reduce as the adhe-
sion level reduces. This trend is repeated with the Vampire
simulation, Figure 3(a), for the lateral creep forces of the
front wheelset of the front bogie. These tests were performed
at a vehicle speed of 200 km/h and with full sized track
irregularity where there is a drop in the RMS of the lateral
creep force from 1340 N for the dry adhesion case to 300
N for the very low adhesion case. However in the lateral
case there is a constant ‘gravitational’ stiffness force that
arises from the profiling of the wheel and varies little with
adhesion conditions. This has an RMS value of 1300 N ,
therefore masking changes in the creep forces when estimated
in combination. The creep moment demonstrates an even
larger change in RMS between the dry adhesion case, 2900
Nm, and the very low adhesion case, 310 Nm, shown in
Figure 3(b). Here gravitational moment is negligible.

III. CREEP FORCE ESTIMATION

The KBF method of creep force estimation uses a simplified
full vehicle model or half vehicle model. The latter approach
is favourable due to potential reduction in sensors required and
associated reduced order of the model.

A. Open loop model comparison, half vehicle model
The open loop estimator model is first validated against

the Vampire simulation outputs. The creep force estimator
model is output only and does not include any terms from
the track irregularity that would be costly to measure in
practice. In order to test the open loop estimator model the
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Fig. 3. Vampire modelling creep reductions, (a) lateral, (b) yaw

state space format is subtly modified to include the track
irregularities as generated by the Vampire simulation model.
The suspension models are linear formations and follow the
simplified suspension layouts of Figures 1(a) and 1(b). The
lateral and yaw dynamic equations of each wheelset are

mwÿw = Fs + Fg + Fc (1)

Iwψ̈w = Ms +Mg +Mc (2)

where mw is the mass of the wheelset, ÿw is the lateral accel-
eration of the wheelset, Fs is the lateral primary suspension
forces, Fg is the lateral gravitational stiffness, Fc is the lateral
creep force, Iw is the moment of inertia of the wheelset, ψ̈w

is the yaw acceleration of the wheelset, Ms is the primary
suspension yaw moment, Mg is the gravitational moment and
Mc is the creep moment. For this linear estimator model, the
open loop tests use the creep forces and moments of Kalker
[2]

Fc = 2f22ψw −
2f22
V

ẏw (3)

Mc = −
2lλf11
r0

(yw − dr)−
2l2f11
V

ψ̇w (4)

where f11 is the longitudinal creep coefficient (5770000 N

for the dry adhesion case, and 339000 N for the very low

Gain Phase R2 Gain Phase Combined
0.5 0 0.75 -0.5 0 0.5
1 0 1 0 0 0
2 0 0 1 0 1
1 -90 -1.09 0 0.52 0.52
1 90 -0.86 0 0.48 0.48
1 180 -3 0 1 1

TABLE II
SPRAGUE AND GEERS METRIC TEST

adhesion case), f22 is the lateral creep coefficient (5770000
N for the dry adhesion case, and 339000 N for the very
low adhesion case), V is the vehicle speed (200 km/h), λ

is wheelset conicity (0.131) and dr is rail lateral irregularity.
Figure 4(a) shows a section of half vehicle open loop

model data excited by the track irregularity file compared
to the Vampire outputs for the dry adhesion case for the
front wheelset yaw, yaw rate and yaw accelerations. Visual
inspection shows some differences between the outputs in
terms of gain, but that the general trend is that the frequency
content is followed. Numerically this is assessed using the
Sprague and Geers metric.

1) Sprague and Geers metric: This metric was initially
used for the comparison of different wave patterns in fluid
flows. If m(t) is the measured history and c(t) is the estimated
history, then a number of time integrals can be defined

υmm = (t2 − t1)
−1

∫ t2

t1

m2(t)dt (5)

υcc = (t2 − t1)
−1

∫ t2

t1

c2(t)dt (6)

υmc = (t2 − t1)
−1

∫ t2

t1

m(t)c(t)dt (7)

where t1 < t < t2 is the time step of interest, the error in the
magnitude is given as

MSG =

√
υcc

υmm

− 1 (8)

the phase error is given by

PSG =
1

π
cos−1

(
υmc

√
υmmυcc

)
(9)

these two errors can be combined to give an overall global
error

CSG =
√

M2

SG + P 2

SG (10)

this is comparable to the R2 method of [4], but is able to cope
with a degree of phase lag in the signals. This is illustrated
in Table II for a series of sine wave comparison tests where
the wave is scaled and phased. This demonstrates that the
Sprague and Geers Metric can give information about the size
and direction of the gain comparison between the original and
estimated value, whereas the R2 metric begins to fail when
the scaling is past 2. The Sprague and Geers metric also
gives good metrics information when there is phase difference
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between the signals as will be the case in this application
where the signals may not be perfectly aligned, under which
conditions the R2 metric fails to see a correlation.

The Sprague and Geers metrics for the open loop model
correlation are summarised in Table III. These values show
for the acceleration and position signals that they are approx-
imately 1.2 times larger that those from Vampire and the rate
signal is 1.5 times larger. There is also mainly agreement
in the phase signals of the analysis, with phases of less
that 400, though this is more difficult to interpret with more
widely spaced spectrum signals. The modelling gives some
confidence that the robust properties of the KBF would be able
to accommodate model mismatches of this order. Figure 4(b)
shows a section of open loop and Vampire output data for the
very low adhesion case. This shows that the open loop model
now is no longer correlated with the Vampire data, either in
terms of gain or phase. This is reflected in the Sprague and
Geers metrics shown in Table III, where the phase equivalent is
considerably larger for the dry case and gain content is mostly
much lower than that observed from the Vampire simulation
with the exception of the yaw angle.
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Fig. 4. Open loop estimator model comparison with Vampire output data,
(a) dry case, (b) very low

This therefore represents a significant model mismatch at

Condition Parameter Gain Phase Combined
Dry ψ̈FF 0.1971 0.1332 0.2379
Dry ψ̇FF 0.5727 0.1528 0.5928
Dry ψFF 0.1990 0.2497 0.3193

Very low ψ̈FF -0.5923 0.4922 0.7701
Very low ψ̇FF -0.4603 0.5585 0.7238
Very low ψFF -0.0390 0.5730 0.5744

TABLE III
SPRAGUE AND GEERS METRIC COMPARISONS FOR THE OPEN LOOP

ESTIMATOR MODEL

the lower adhesion levels and may be due to a number of
reasons that have not full been understood: stick/slip dynamics
in the the secondary yaw damper of the vehicle body and
bogie, poor model extraction from the Vampire modelling,
etc. Steps are currently being undertaken to understand these
dynamics.

B. Creep force estimation example
The open loop suspension modelling from the previous

section is now applied to the KBF creep force estimation
method. It is noted at the outset that due to the discrepancies
in the estimator modelling of the Mk.3 coach at low adhesion
levels it is expected that the KBF performance will be affected.
The size of this performance deficit requires assessment due
to the robust qualities of the KBF.

For this example a full possible measurement vector is used

y = [yFF ẏFF ψFF ψ̇FF yFR ẏFR · · ·

· · · ψFR ψ̇FR yBF ẏBF ψBF ψ̇BF · · ·

· · · yV ẏV ]
T

(11)

where the subscript FF refers to the front wheelset of the front
bogie, subscript FR refers to the rear wheelset of the front
bogie, subscript BF refers to the front bogie and subscript V

refers to the vehicle body. It should be noted that this case
represents the highest number of measurements possible and
will not be practical in a long term application. The state vector
is defined as

x = [yFF ẏFF ψFF ψ̇FF yFR ẏFR · · ·

· · · ψFR ψ̇FR yBF ẏBF ψBF ψ̇BF · · ·

· · · yV ẏV FFF FFR MFF MFR]
T

(12)

where F is the lateral creep force and gravitational stiffness
combined, and M is the combined gravitational and creep
moment. No physics of the creep forces are included in the
estimator model, instead this is defined as

ḞFF = ḞFR = ṀFF = ṀFR = 0 (13)

The Q and R covariance matrices where selected heuris-
tically through multiple iterations. The Q matrix essentially
defines that the state matrix has a high level certainty for the
wheelset models, with less certainty assigned to the bogie and
vehicle dynamics due to the use of a half vehicle estimator
model. The creep force and moment sections are assigned the
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highest level uncertainty due to the assumptions of Equation
13, where

Q = diag[1e−10, 1e−10, 1e−10, 1e−10, 1e−10, 1e−10, · · ·

· · ·1e−10, 1e−10, 1e5, 1e5, 1e10, 1e10, · · ·

· · ·1e5, 1e5, 1e20, 1e20, 1e20, 1e20]
(14)

The measurement covariance R is defined as
R = diag[1e−3, 1, 1e−3, 1, 1e−3, 1, 1e−3, · · ·

· · ·1, 1e5, 1e5, 1e5, 1e5, 1e10, 1e10]
(15)

where the wheelset measurement are scaled in relation to
their variance. The bogie and vehicle measurements are again
treated as a higher level uncertainty due to the use of a half
vehicle estimator.

Figure 5(a) shows an example of the creep moment esti-
mation for the front wheelset of the front bogie at the dry
adhesion level. Visual inspection shows that the estimator is
identifying the correct frequency content of the creep moment
but is over estimating the gain of the signal. This is reinforced
by the Sprague and Geers metric of the estimation shown in
Table IV.

As with the open loop estimator the KBF estimator shows
poor convergence to the creep moment of the front wheelset of
the front bogie at the very low adhesion level, Figure 5(b). The
KBF in this case has failed to account for any discrepancies
in the modelling. This is again reinforced by the poor values
provided by the Sprague and Geers metric in Table IV.

Condition Parameter Gain Phase Combined
Dry MFF 0.8671 0.2493 0.9023

Very low MFF 6.5419 0.3912 6.5536

TABLE IV
CREEP MOMENT ESTIMATION SPRAGUE AND GEERS METRIC

C. Development areas
There are clearly discrepancies between the modelling as

performed in the MATLAB/Simulink phase of the project and
the Vampire simulation package. Currently work is on-going to
determine the cause of these differences as it is still hoped that
the creep force estimation method of low adhesion estimation
offers a high performance and robust solutions once these
initial issues are rectified.

IV. NON-MODEL BASED COMPARISON TECHNIQUE

An alternative method to the model based KBF creep force
estimation of the previous section and as proposed in [9] is the
use of known adhesion level ‘training’ data sets and real time
advanced comparison computational methods. The basic con-
cept of the idea is shown in Figure 6, that of comparing data
gathered when the adhesion levels are considered acceptable
and comparing this to the current measured data to determine
any changes. This method’s success rests upon a number of
factors: that the vehicle being tested runs at consistent speed
profile down the same section of track on numerous occasions
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Fig. 5. KBF estimation of the creep moment using a half vehicle estimator
for the front wheelset of the front bogie, (a) dry case, (b) very low

(ideal for service vehicles); that the system excitation (the
track irregularity) doesn’t vary too greatly with time; and that
spatial data can be stored and recalled in an efficient and
accurate manner. The advantage with this type of system is
that the processing requirements are much reduced and the
limiting computational factor is now essentially one of storage.
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Fig. 6. Sensor signal comparison method

The processing algorithm used is the Sprague and Geers
metric, [8]. In this simple demonstration of the method, the
signal from an simulated lateral accelerometer mounted on
the front bogie frame away from the centre of mass is used.
Mounting on the bogie rather than the wheelset is much
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more advantageous due to the large accelerations (+/-300 g)
experienced at the wheelset level. A resolution adequate for
the application is assumed and the sample rate is 100 Hz.

A. Threshold setting
The ‘training’ data is defined here as Vampire data run at the

constant dry adhesion level and is compared to the constant
adhesion data runs performed at the wet, low and very low
levels. These are compared in 5-second sections of moving
time window data, the size of which was determined in this
simulation as to be sensitive enough to identify changes.

Figure 7 demonstrates the clearly defined levels for the gain
metric of the Sprague and Geers metric and that they are
almost linearly decreasing with the corresponding reduction in
adhesion level. Simple thresholds can therefore be set around
these levels to determine the current adhesion level.

It should be noted that such high quality data at the lower
adhesion levels may not be available in application. However
the technique will give a clear indication that the adhesion
level has varied for a particular section of track.

B. Step tests and signal delay
Vampire data was also created for a step change in the

adhesion level from the dry condition to the very low at
the half way point of the simulation at 30 seconds. The
comparison to the ‘training’ data of the previous section is
shown in Figure 7, which shows a clear reduction of the
Sprague and Geers metric. Some time lag is evident due to the
5 second time windowing of the data, but this demonstrates
that the technique can produce usable comparisons from signal
based data alone.
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Fig. 7. Data comparison method adhesion threshold setting and step reduction
tests at 30 seconds, for 0s time delay, 0.1s time delay and 1s time delay

The method will rely upon precise synchronisation of the
‘training’ and test data sets. The robustness of the algorithm
was checked via delaying the ‘training’ data. This is also
shown in Figure 7 for a 0.1 second and 1 second delay. The
first case can be still seen clearly to demonstrate correlation
though the quality is reduced. In the second case there is
now a significant misalignment in the data, but the algorithm
copes, not as clearly defining variations in adhesion but clearly
demonstrating changes.

C. Fuzzy logic reasoning
Multiple signals offer the opportunity for more comparisons

of the changes in the dynamics of the vehicle, once thresholds
are set this essentially becomes a problem of data fusion. This
can be accomplished through simple logic processes or more
complex fuzzy logic reasoning the basic architecture of which
is a current being developed.

V. CONCLUSION

Low adhesion causes punctuality and safety issues to rail
operators and users alike due to vehicles failing to stop at
stations or vehicles passing signals at danger. The RSSB
managed project T959 is developing a number of practical
processing options to determine the level of adhesion on
in-service vehicles using relative modest cost sensors. The
techniques’ efficacies are now being tested on more represen-
tative modelling data from the multi-bodies physics simulation
package Vampire. To date the Kalman-Bucy filtering method
of estimating creep forces has proven to work at the higher
ends of the adhesion spectrum but fails to converge at the low
adhesion levels, which is mostly likely due to a filter model
mismatch and research is continuing to resolve the problem. A
non-model based pragmatic data comparison method utilising
the Sprague and Geers metric has so far proven positive in the
estimation of low adhesion provided high quality comparison
data is available and that any signal phase is within acceptable
limits.
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Abstract— High-speed train traction power supply system causes 
serious negative current problem. Railway power conditioner 
(RPC) is efficient in negative sequence compensation. A novel 
power quality collaboration compensation system and strategy 
based on RPC is proposed in this paper. The minimum capacity 
conducted is 1/3 smaller than traditional single station 
compensation. Simulation results have confirmed that the 
collaboration compensation system proposed can achieve a good 
performance at the negative sequence compensation with 
capacity and cost efficient. 

Keywords-RPC; Collaboration compensation; Unbalance 
compensation; Minimum capacity 

I. INTRODUCTION 
With the rapid development of high-speed railway in 

China, power quality has become a major concern for traction 
supply system [1]. Compared with normal electrification 
railway locomotive load, high-speed locomotive load has some 
characteristics, such as big instantaneous power, high power 
factor, low harmonic components and high negative sequence 
component. A large amount of negative current is injected into 
grid [2], which causes serious adverse impact on power system, 
such as increasing motor vibration and additional loss, 
reducing output ability of transformers and causing relay 
protection misoperation [3]. These adverse impacts threaten the 
safety of high-speed railway traction supply system and power 
system. Therefore, it’s necessary to take measures to suppress 
negative current. 

Many methods and power quality compensators are studied 
in order to solve the issue of power quality. The traditional 
methods adopted to suppress negative current are as follows: 
(1) Connect unbalanced load to different supply terminals;(2) 
Adopt phase sequence rotation to make unbalanced load 
distributed to each sequence reasonably;(3) Connect 
unbalanced load to higher voltage level supply terminals; (4) 
Use balanced transformers such as Scott transformer and 
impedance balance transformer [4]. These methods have some 
effects on reducing unbalance degree, but they are lack of 
flexibility and can't adjust dynamically.  

Recent years, high-voltage, large-capacity Static Var 
Compensator (SVC), Active Power Filter (APF) and Static 
Compensator (STATCOM) have become  focus on power 
quality compensation of electrified railway [5]-[7]. However, 
these methods all need high-voltage transformers which 
increase cost. APF is effective in suppressing harmonic 
currents in electrified railway but rarely used in negative 
sequence compensation [8]. An active power quality 
compensator (APQC) with a impedance-matching balance 
transformer or a Scott transformer is proposed in [9] to 
compensate negative-sequence current, harmonics and reactive 
current. Reference [10] and [11] put forward a proposal of 
Railway Power Conditioner (RPC), RPC can make 
comprehensive compensation of negative sequence 
components, harmonics and reactive power. Reference [12] 
carries a dual-loop control strategy in order to improve the 
control effect and performance of RPC. Taken into account the 
disturbance and variation of electrified railway environment, a 
recursive proportional-integral control based on fuzzy 
algorithm is adopted to realize a fast and smooth tracking to 
reference current. Reference [13] raises a method of setting up 
two groups of thyristor control reactors (TCR) and two groups 
of thyristor control 3rd harmonic wave filter besides RPC. The 
RPC is used to transfer active power; the reactive power is 
supplied by the TCR and the filter. These works prove that 
RPC is a effective way to solve the power quality problems in 
railway system. But the compensator capacity is still too big to 
make RPC into practice.  

To reduce the high compensator capacity, this paper puts 
forward a new railway negative unbalance compensation 
system based on the thought of multiple RPC collaboration 
compensation. This method realizes a minimum compensation 
capacity which is strictly proved, which reduces 1/3 capacity 
compared with traditional single station RPC compensation 
method. The simulation results have verified the correctness of 
the method proposed in this paper. 
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II. RPC STRUCTURE AND ANALYSIS OF COMPENSATION 
PRINCIPLE 

The structure of RPC is shown in Fig.1. Three phase 220kV 
voltage is stepped down into two single-phase power supply 
voltage at the rank of 27.5kV by V/V transformer. RPC is 
made of back-to-back voltage source converters and a common 
dc capacitor, which can provide stable dc-link voltage. Two 
converters are connected to secondary arms of V/V transformer 
by step down transformer. Two converters can transfer active 
power from one power supply arm to another, supply reactive 
power and suppressing harmonic currents. 

Figure 1. Traction power system with a three-phase V/V transformer and a 
RPC 

The right feeder section in Fig.1 is denoted as a-phase 
power arm, while that the left side is b-phase power arm. The 
corresponding phases on the primary side are denoted as Phase 
A and Phase B, respectively. Since using four-quadrant pulse 
rectifiers to feed electrical locomotives, the power factor of 
high speed electrical locomotive is close to 1. Set UA as the 
reference value. Assume that the fundamental current vector of 
a-phase power arm is aLI� and the fundamental current vector of 
b-phase power arm is bLI� . aLI� and bLI� are shown as follows: 
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The turns ratio of V/V transformer is K, so the three 
currents of the high-voltage side are shown as follows: 
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Before RPC compensation, a-phase power arm has load 
current aLI� and the b-phase power arm has load current bLI� . 
Assume that aL bLI I≥ , the three phase current is shown in Fig.2 
. 
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Figure 2. Three-phase current phase diagram without compensation 

It is obvious that three phase current is unbalance before 

compensation. Use RPC to shift )(
2
1

bLaL II −  from a-phase to 

b-phase. Then, the current of two power arms are compensated 
to aLI ′ and bLI ′ , and they have an equal amplitude 

of )(
2
1

bLaL II + and an angle difference of 3π . The unbalance 

level is 50% now.  

On the basis of active power transfer, RPC should 
compensate a certain quantity of capacitive reactive 
current caqI on the power arm a and a certain quantity of 
inductive reactive current cbqI on the power arm b, which can 
make the current of a-phase power arm lead the corresponding 
voltage 6π . At this point, the reactive current should be 
calculated as follows: 

1 ( ) tan 30
2caq cbq aL bLI I I I= = + �   (3) 
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Figure 3. Three-phase current phase diagram after adjusting active and 

reactive power by RPC 

After the compensation, the currents AI and BI have the 
same amplitude, as shown in Fig.3, and their angle difference 
is 32π . The C phase current CI can be obtained as 

BAC III −−= . The primary side of traction transformer has a 
balance three-phase current after active power shift and 
reactive power compensation. It is similar when bLaL II < . The 
common expression of RPC compensation current is: 
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caI� cbI� --the equivalent current of RPC converters of a-

phase arm and b-phase arm at the voltage of 27.5 kV. 

III. PRINCIPLE OF COLLABORATION COMPENSATION 
Since phase sequence rotation is widely adopted in traction 

power supply system, 3 stations collaboration compensation is 
mainly discussed in this paper. The structure of 3 stations 
collaboration compensation is shown in Fig.4. 

 
Figure 4. Schematic diagram of collaboration compensation of three stations 

The capacity in phase CA, AB and BC is x,y,z , which has a 
relationship of x>y>z. The network of x,y,z can be divided into 
two parts, the one is a balanced network of z,z,z , the other is an 
unbalanced network of x-z, y-z, 0. Assume 
that zxX −= , zyY −= , the original network is simplified as 

0,,YX . Set X/2 as the reference value, the p.u. value of the 
simplified network is 2,Y ′ ,0.  Y ′ is varying from 0 to 2. 

The extreme case is Y ′ =0. The optimize compensation 
strategy is shown below: 

A. Single RPC compensation 
Based on the compensation strategy of RPC, when there is 

a maximum capacity in one of the traction feeder arms, RPC 

transfers 
22

1 X∗  active power from one traction feeder arm to 

another. And then compensates 
232

1 X∗ reactive power to both 

traction feeder arms based on Steinmetz theory. So the 
compensation capacity of single RPC is: 
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B. Three stations collaboration compensation 
The simple model of 3 stations structure is shown in Fig.5. 

Since RPC could transfer a quantity of active power and 
compensate reactive power, a triangle is applied to illustrate the 
principle of collaboration compensation:  apexes of the triangle 
are regarded as active load in Phase-AC, Phase-BC and Phase-
AB, and edges of the triangle are regarded as three railway 
power conditioners. The arrows mean the delivery of active 

power (real part) and compensation of reactive power 
(imaginary part) . There are three steps to compensate. Firstly, 
transfer a quantity of active power. Secondly, separate the 
network into two parts: a balanced network and an unbalanced 
network. And last, make compensation to the unbalanced 
network based on the Steinmetz theory. 

 
(a)Active power delivery  

 
(b)Three phase power after active power delivery 

 
(c) Reactive power compensation based on Steinmetz theory 

Figure 5. Compensation strategy under the condition of 2,0,0 

According to the Steinmetz theory, fully compensation should 

satisfy the relationship of 
3
32 acb −≥+ . The capacity of three 

RPC is 22 ba + , 22 ba + , c , separately. The installed 
capacity will be the maximum of the three RPC capacities 
above. So we can obtain the minimum installed capacity when 

cba =+ 22 .  

The results can be conducted that 
33

1,
3
1 == ba , and the 

minimum capacity is 
33

222
min ==+= cbaS . This is a 

fully compensation but the station where RPC2 installed is 
capacitive. To avoid this condition, RPC1 supply inductive 
reactive power with the value of b, and RPC2 supply capacitive 
reactive power with the value of b, too. So the capacitive 
condition is avoided and the system keeps balance at the same 
time. 
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Working condition of three stations is shown in Fig.6. The 
ellipses stand for different traction feeder arms, the squares 
stand for RPC which connect to traction feeder arms. The 
arrows stand for active power transfer and reactive power 
compensation. 
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Figure 6. Working condition of three stations which supply active power and 

reactive power. 

Three stations collaboration compensation minimum 
capacity is : 
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which is 2/3 of the capacity of single RPC compensation. 
Tab.1 shows the compensation capacity of the two strategies. 

TABLE I.   COMPARISON OF TWO COMPENSATION METHOD 

Compensation 
mode Single station 

Three station 
collaboration 
compensation 

RPC capacity 0.2885X 0.1925X 

 

It can be proved that this installed capacity (0.1925X) can 
satisfy any condition when Y' varying from 0 to 2.  

If there is N stations connect to one 220kV bus, N may be 
3n, 3n+1 or 3n+2 (n=0,1,2…). When N=3n, it means there are 
n sets of 3-stations compensation. When N=3n+1, it means 
there are n sets of  3-stations compensation and a single station 
compensation. When N=3n+2, it means there are n sets of  3-
stations compensation and 2 single station compensation. 

IV. SIMULATION RESULTS 
Simulation is done to proof the correctness of the theory by 

MATLAB/Simulink. 

A. Single RPC Compensation 
Assume the maximum load capacity appears at a-phase 

power arm, that is 1=ACP . The base capacity is  
MWPbase 20= , and the short-circuit capacity is 750MVA. The 

power of b-phase locomotive load is 0. The a-phase load was 
switch on at 0s, the compensation system ran at 0.5s. The 
simulation schematic diagram is shown in Fig.1. The 
simulation parameters are as follows: three phase voltage of the 
system is 220kV; the frequency is 50Hz; the ratio of V/V 
transformer is 8:1; the ratio of step down transformer is 40:1; 
the capacitor of RPC at DC side is 100000 F, and the value of  
L1 and L2 is 3mH and 2mH respectively.  

Fig.7 (a) is the simulation current waveforms before and 
after three-phase negative sequence current compensation at 
220kV side when locomotive load is under a-phase power arm. 
Fig.7 (b) is sequence analysis of current waveform. It can be 
seen from Fig.7 that before the compensation the current of 
Phase B BI is zero, and the phase current AI and CI have the 
same amplitude and an angle difference of 180 . Meanwhile, 
the negative sequence component is equal to positive sequence 
component. The unbalance level is defined : 

%100×=
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−

I
I

I �
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ε                 (7) 

−I� , +I� --modulus of negative and positive current 

The unbalance level before the compensation is 100%. The 
three phase currents become balanced after the compensator 
was carried out and the unbalance level was reduced to 0.  
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(a) Current of tractive transformer high voltage side 
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(b) Positive sequence and negative sequence current 

Figure 7. Compensation result under the condition of single station 

B. Three Station Collaboration Compensation 
Set three station collaboration compensation for example. 

Fig.4 shows the schematic diagram of three station 
collaboration compensation. Three typical conditions are taken 
into consideration : 

1)Y=0;  2)
3
20 ≤≤ Y ;  3) 1

3
2 ≤≤ Y . 

The simulation parameters are the same as single station 
compensation. Simulation results are shown in Fig.8. Fig.8 (a) 
shows the waveform before and after compensation when the 
maximum locomotive load appears at the Phase-AC at the 
condition of Y=0. The situation before compensation is almost 
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the same as single station compensation, except for that the 
load is twice as much as single station locomotive load. With 
the use of compensator, the unbalance level was changed from 

100% to 1%.Fig.8 (b) is the waveform when 
3
20 ≤≤ Y , Y 

appears at Phase AB. Compensator was put into operation at 
0.5s. The unbalance level was reduced from 71% to 7%. The 

waveform when 1
3
2 ≤≤ Y  is shown in (c). The unbalance 

level was reduced from 60% to 2%. It can be seen from the 
simulation that there is a serious unbalanced condition before 
the compensation. The collaboration compensation network is 
effective  in reducing the negative current(the unbalance level 
is reduced below 8%). The error may come from the loss of  
power electronic components and isolation transformers. The 
unbalance level before and after the compensation is listed in 
Tab. 2.  
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(a) Current of tractive transformer high voltage side(Y=0)       
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(b) Current of tractive transformer high voltage side(
3
20 ≤≤ Y )    
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(c) Current of tractive transformer high voltage side( 1
3
2 ≤≤ Y )     

Figure 8. Three station collaboration compensation result under the 
condition of 2,Y,0 

 

Table II. UNBALANCE LEVEL BEFORE AND AFTER COMPENSATION 

 
Y=0 

3
20 ≤≤ Y

 
1

3
2 ≤≤ Y

 

Before 
Compensation 100% 71% 60% 

After 
Compensation 1% 7% 2% 

 

V. CONCLUSION  
This paper proposes a new power quality compensation 

system which is composed of several railway power 
conditioners. The proposed system can be used to compensate 
negative sequence current in high speed electrified railway. A 
minimum installed capacity is conducted which is 2/3 of the 
traditional single station compensation capacity.  A new 
compensation strategy is raised Simulation results show that 
the proposed collaboration compensation of railway power 
conditioners is effective. It can reduce compensation capacity 
and has a good performance at negative sequence current 
compensation. 
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Abstract—Isochronal synchronization is a unique phenomenon in 
which physically distant oscillators wired together relax into 
zero-lag synchronous behavior over time. Such behavior is 
observed in natural processes and, recently, has been considered 
for promising applications in communication. Towards 
technological development of devices that explore isochronal 
sync, stability issues of the phenomenon need to be considered, 
both in the context of a pair or a network of coupled oscillators. 
This study concerns such stability issues by using the Lyapunov-
Krasovskii theorem to propose a framework to study 
synchronization stability by using accessible parameters of the 
network coupling setup. As a result, relations between stability 
and network parameters are unveiled and the comprehension of 
roads leading to stability is enhanced. 

Keywords: complex networks, isochronal synchronization, 
Lyapunov-Krasovskii. 

I.  INTRODUCTION  
The communication among physically distant entities is 

subject to time delays. This is a result of the finite time a signal 
requires to travel through a physical media the distance from an 
emitter to a receiver. Curiously, despite of such condition, 
chaotic oscillators were revealed to overcome time delay and 
synchronize with zero-lag [1-10]. Under bidirectional coupling 
and adequate conditions, coupling setups of chaotic oscillators 
are somehow capable of absorbing coupling delays and 
synchronize as if no delays were present in the communication 
process at all [1, 8].  

The knowledge of such fact brought promising applications 
for chaos in communication, such as those presented in [1, 8]. 
In this context, a fundamental requirement for communication 
is the stability of isochronal synchronization under small 
disturbances [6, 7]. This is so because information itself is 
introduced in the communication process as a disturbance to 
the synchronous dynamics [1]. As such, the communication 
process per se is a sequence of desync and resync episodes 
which can be understood as the transmission of bits through the 
coupling link between chaotic oscillators [1]. Resync, 
specifically, is possible if sync is stable, and the need for 
stability is justified. 

In the scenario featuring pairs of delay-coupled oscillators, 
analytical results may establish frameworks that allow the 
systematic study of stability of isochronal sync in rather 

straightforward manners. This paper presents analytical results 
and their use towards the comprehension of the relations 
between network sync stability and the network parameters. 
The phenomenon of isochronal sync is considered, which 
implies the presence of time delays in the coupling among the 
oscillators. On this basis, the network parameter space is swept 
in a search process to map regions of sync stability. The 
relation between the number of nodes of the network and the 
number of links among its nodes is shown to be critical to the 
stability of isochronal sync, as it was observed to be for other 
types of synchronization as well [12]. 

The paper is organized as follows: section 2 presents the 
theoretical basis upon which the developments and 
explorations are based; section 3 explores the theoretical results 
towards the understanding of the underlying mechanisms of 
sync stability; section 4 presents some final remarks. 

II. ISOCHRONAL SYNC STABILITY OVER THE NETWORK 
PARAMETER SPACE 

A. Isochronal sync and the network error equations 
 

Consider the systems 
                      ( ) ( ) ( ( )) ( )i i i ix t Ax t g x t u t= + +�                   (1) 

where ( ) nx t R∈  is a state vector, n nA R R∈ ×  is a constant 
matrix and (.) n ng R R∈ →  is a continuous vector field, such 
that the nodes are coupled exclusively by the control function 

( )iu t  which is a feedback control function given by 

       1

1
( ) ( ) ( )

ii

N

i ii i ij jG
j
j i

u t K G x t G x t τ
=
≠

� �
	 �= − −	 �	 �

 �

�  (2) 

and ijG  are entries of the Laplacian matrix G  and TK K=  is 
a feedback matrix to be designed. The symmetry property of 
the feedback matrix is desirable as it allows some 
simplifications later on the development. Note that equation 
(2) can be rewritten as 

         
1

( ) ( )
N

i ii ij j ij
j

u t KC G x t τ
=

= −�  (3) 
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and the equations for the ith  node of the network 
( 1,2,...,i N= ) as 

1
( ) ( ) ( ( )) ( )

N

i i i ii ij j ij
j

x t Ax t g x t KC G x t τ
=

= + + −��  (4) 

where ijτ τ= , for i j≠ , 0ijτ = , otherwise, and 

                           1
ii

ii

C
G

= −  (5) 

for node balance. Alternatively, collecting the ith  term of the 
summation (3), the self-coupling, for which 0τ = , and 
reorganizing the terms of equation (4), it now reads 

      

 ( ) ( )
1

( ) ( ) ( ) ( )
N

i i i ii ij j
j
j i

x t A K x t g x t KC G x t τ
=
≠

= − + + −��   (6) 

 
In the following, the state vectors of the network nodes, 

1 2( ), ( ),..., ( )Nx t x t x t  are collected into the network state vector 
( ) NnX t ∈� , given by 

                                    

1

2

( )
( )

( )

( )N

x t
x t

X t

x t

� �
	 �
	 �=
	 �
	 �

 �

�
 (7) 

Thus, the equations of the delay-coupled network can 
be written in the compact form 

( ) ( )( ) ( ) ( ) ( )N dX t I A K X t G X t CA KX t τ= ⊗ − + + ⊗ −�   (8) 
where NI  is an N-dimensional identity matrix, ⊗  is the 
Kronecker product, 

                               ( )
1( ( ))

( )
( ( ))N

g x t
G X t

g x t

� �
	 �= 	 �
	 �

 �

�                          (9) 

is a nonlinear vector field and dA  is the network adjacency 
matrix that assigns 1

ij jid dA A= = −  if nodes i  and j  are 

connected,  0
ij jid dA A= =  otherwise and, 0

iidA = . 
At this point, the dynamical equations of the network 

are available and the formulation of the synchronization 
problem requires the definition of an error vector function 

( )e t , such that, if ( ) 0e t →  as t → ∞ , then the N  systems 
of the network are asymptotically synchronized. Towards that 
end, considering the definition of isochronal synchronization, 
one can define 

                     ( ) ( ) ( )se t X t X t= −  (10) 
where  

                         ( ) ( )sX t SX t=  (11) 
 being Nn NnS ∈ ×� �  an appropriate vector coordinate 
transformation defined as nS T I= ⊗  and being T  defined as 

            

11 12 1

21

1

N

N NN

T T T
T

T

T T

� �
	 �
	 �=
	 �
	 �

 �

�

 �

� 
 �
� �

 (12) 

where either 1ijT =  or 0ijT =  and 1ij ij
i j

T T= =� � , such that 

( )rank T N=  and 
              ( ) 1Nrank I T N− = −  (13) 

It can be verified that (10) yields 

( )( ) [ ]( )

( )( ) ( )( )
( ), ( )

( ), ( )

( ) ( ) ( )

( ) ( )

s

s

d dX t X t

Nn dX t X t

e t A K M et CA K S CA K X t

A K M et I S CA K X t

τ

τ

= − + + ⊗ − ⊗ −

− + + − ⊗ −

�
   (14) 

where ( ) ( ) ( )( ), ( ) ( ) ( ) ( )
sX t X tM e t G X t SG X t= − . Note that 

( ) ( )( ) ( )sSG X t G X t= .  
At this point, note that system (14) depends both on the 

error states ( )e t  and the network states ( )X t , which is 
undesirable, since the synchronization stability evaluation 
must be performed in the error equations alone. However, 
considering equations (10), (11), one can rewrite systems (14) 
in terms of the error variable ( )e t  by designing an adequate 
matrix of coefficients E  such that 

( )( ) ( )
( )

( ) ( ) ( )
( )

( )

Nn d s

Nn

I S CA K X t E X t X t
E I S X t
Ee t

τ τ τ
τ

τ

− ⊗ − = − − −
= − −
= −

(15) 

and, finally, 
       ( )( ) ( )Nn d NnI S CA K E I S− ⊗ = −  (16) 

Since the matrix ( )NnI S−  is singular due to the 
definition of S , the equation cannot be solved for E  
analytically. However, it is possible to prove that a solution 
exists, such that equation (14) can be rewritten in the form 

( )( )( ), ( )( ) ( ) ( )
sN X t X te t I A K M e t Ee t τ= ⊗ − + + −�     (17) 

which depends only on the error variables ( )e t . Note that 
( ) 0e t =  implies 1 2( ) ( ) ... ( )Nx t x t x t= = = , which imply that 

the network is asymptotically synchronized. In other words, 
the stability of network synchronization requires that the error 
system (17) asymptotically establishes at the trivial fixed 
point. 

Towards the determination of conditions for 
synchronization stability, consider the identity 

( ) ( ) ( )
t

t

e t e t e d
τ

τ θ θ
−

− = −  � , such that the error equations (17) 

can be rewritten as 

( )( )( ), ( )( ) ( ) ( ) ( )
s

t

N X t X t
t

e t I A K M e t E e t e d
τ

θ θ
−

� �
= ⊗ − + + −	 �


 �
� � (18) 

and, one step ahead, 

( )( )
( )( )

( ), ( )

( ), ( )

( ) ( )

( ) ( )

s

s

N X t X t

t

N X t X t
t

e t I A K M E e t

E I A K M e Ee d
τ

θ θ τ θ
−

� �= ⊗ − + + +� �

� �− ⊗ − + + −� �

�
(19) 

such that the error system is obtained. 
Notice that according to our formulation, the definition 

of the error system dismisses the use of reference signals. It 
follows that the asymptotic stability of the error system (19) 
means that of the synchronization of the network of oscillators 
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(8). In the next section, a stability criterion for the trivial fixed 
point of the error system (19) is derived, by means of the 
Lyapunov-Krasovskii stability theorem [11]. 
 

B. Criterion for Isochronal sync stability 
Consider the upper bound of the Lipschitz constant of 

the nonlinear vector field (.)g  over the invariant set Ω  
constituted by the trajectory of ( )x t  to be given by � , such 
that L I= �  and I is the n-dimensional identity matrix. The 
following result can be established [7]: 
 
Theorem [Isochronal synchronization of delay-coupled 

complex networks]. If there exists a constant matrix 
0TP P= >  a positive constant 0ε >  and a feedback 

gain matrix K  such that 
22 2 0T T T

NW Q I A A E E E P Eτε ε
ε

= − ⊗ − − >  (20) 

 holds for a matrix 0TQ Q= > , where Q  is given by 
equation 

( ) ( )T
N NQ I A K L E P P I A K L E− = ⊗ − + + + ⊗ − + +� � � �� � � �    (21) 

then the delay-coupled network whose error system  
given by equation (19)  achieves isochronal 
synchronization for coupling delay τ . 

 

III. INVESTIGATING ISOCHRONAL SYNC STABILITY  
This section explores the relations between (i) 

synchronization stability and network topology, (ii) 
synchronization stability and coupling delays, based on the 
analytical results presented in [7]. The objective is to trace the 
influence of such network parameters in synchronization 
stability. 
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Stable region

Inconclusive/non-stable
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Figure 1 - Example of application of the network isochronal sync stability 

criterion as a stability function over the parameter domain: stability regions 
can be mapped from accessible network parameters. Since the stability 

criterion is sufficient (but not necessary), a the gray region is traced for the 
parameter values for which (20) is not satisfied. 

A. Sync stability versus network topology 
In this example, the regions of stable isochronal 

synchronization are established for k-cycle networks on the 
basis of the inequality (20). Such regions are subsets of the 

cartesian product N k× . A similar systematic approach can be 
used to trace such map for other kinds of network, as other 
parameters are chosen. To make the visual analysis simple, a 
2 − dimensional parameter meshgrid is generated. From 
Figure 1, Figure 2, Figure 3 and Figure 4, the loss of stability 
can be traced towards the identification of the parameters that 
are most influential to its occurrence. It can be recognized that 
smaller proportions of links among nodes relatively to the 
number of nodes in the network has negative effect on 
stability of isochronal sync. This effect is illustrated by arrows 
which show the direction of the loss of stability. Further 
analysis and insights into the nature of network stability are 
possible as other parameters are considered in the generation 
of the domain for evaluation of other similar stability 
functions resulting from the analytical results presented in this 
paper. In the following, similar studies considering stability 
under different values of coupling delay are considered. 
 

B. Time-delays versus number of links in k-cycle networks 
At first, the form that the delay term appears in the 

inequality (20) suggests that stability is degraded for larger 
values of delay. Although this is not a general rule, the 
qualitative behavior of DDEs is shown to change as delays 
increase, due to the occurrence of Hopf bifurcations [13], 
which induce oscillatory and unstable behavior. The stability 
map in the parameter space kτ ×  shows this relation, and it is 
illustrated in Figure 4 and Figure 5. 
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Figure 2 – Stability function over the set N k×  of parameter space of the of 
the k-cycle network of Lorenz oscillators: the stability region has negative 
maximum eigenvalue of W−  and sync stability is lost as the number of 

oscillators increases and/or the number of links decreases. 
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Figure 3 - Stability function over the set N k×  of the parameter space of the 

k-cycle network of Rössler oscillators: the stability region has negative 
maximum eigenvalue of W−  and sync stability is lost as the number of 

oscillators increases and/or the number of links decreases. 
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Figure 4 – Stability function over the set kτ ×  of the parameter space of a k-
cycle network with N = 20 Rössler oscillators: the region of stable sync has 
negative maximum eigenvalue of W− . In this case, sync stability is lost as 

the number of links decreases and the time-delay increases. 
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Figure 5 – Mesh of the stability function plotted in Figure 4: few links among 
nodes and larger values of time-delays render network synchronization less 

prone to synchronization. 
 

C. Sync stability versus individual node dynamics 
A careful observation of the stability criterion (20)

reveals that larger values of the Lipschitz �  constant also 
contribute negatively to stability. Moreover, it can be 
concluded that the substitution of the nonlinear terms of the 
nodes’ dynamics with their upper bound, performed in the 

development of the stability criterion, is a source of 
restrictiveness, since it considers a worst-case scenario. 

From a different perspective, this also illustrates the 
fact that some chaotic networks are more likely to synchronize 
than others, depending on the intrinsic dynamics of its nodes. 
Moreover, larger upper bounds of the nonlinear vector field g  
over ( )x t  reflect on the entries of the feedback matrix K , 
which are supposed to lead the network nodes to isochronal 
synchronization, and thus counteract the effect of 
perturbations. Note that the value of K  also affects the delay 
term and, as such, may as well act as a perturbation to 
stability. Thus, not necessarily larger values of the entries of 
K  imply enhancement of stability, as observed also in non-
delayed networks [12]. 

IV. FINAL REMARKS 
The underlying mechanisms of network synchronization 

are topics of great interest within the context of complex 
networks. This paper presented analytical results that allow the 
determination of stability of isochronal synchronization in 
complex networks of delay-coupled chaotic oscillators. The 
relations between stability and the parameters of the network, 
as developed in this paper, help in the understanding of such 
mechanisms. 
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Abstract—In this paper, we propose a distributed robust
control method for synchronized tracking of multiple Euler-
Lagrange systems, where the time-varying reference trajectory
is sent to only a subset of the agents. It is assumed that the
agents can exchange information with their local neighbors on an
undirectionally connected communication graph. The controllers
are not only distributed on the network, but also decentralized
for each generalized coordinate within each agent. Theoretical
analysis is performed. And simulation results are provided to
support the theoretical results.

I. INTRODUCTION

Motivated by applications in physics, biology and engineer-
ing the study of synchronized control of collections of locally
connected dynamic systems has become an important topic
in control theory. Examples of interesting research directions
include coverage control, consensus, formation control, flock-
ing, and leader-follower tracking [1]. In recent years, there
have been some remarkable works on synchronized tracking
problem for multiple multiple Euler-Lagrange (EL) systems
when only a portion of the agents can access the leader. In
[2], a method of finite time synchronization tracking control
of multirobot systems is proposed. The agent models are
assumed to be known and each agent’s controller requires its
neighbors’ control signals. In [3], a model-independent sliding
mode control algorithm is proposed. However, the algorithm is
discontinuous and requires the availability of the information
of both the neighbors and the neighbors’ neighbors. In [4],
an adaptive robust control algorithm is proposed for multiple
uncertain EL systems. In [5], the problem of position syn-
chronization of multiple EL systems is studied. However, the
proposed method considers the tracking of a stationary leader
which sends a piece-wisely constant reference position signal.

In our recent work [6], we proposed a decentralized adaptive
robust controller for trajectory tracking of robot manipulators.
In this paper, the work of [6] is modified and extended to
develop a new distributed robust control method for syn-
chronized tracking of multiple EL systems, where the time-
varying reference trajectory is sent to only a subset of the
agents. It is assumed that the agents can exchange information
with local neighbors on an undirectionally connected com-
munication graph. In the local controller equipped in each
generalized coordinate of each agent, a disturbance observer
(DOB) is introduced to compensate for the low-passed coupled

uncertainties, and a sliding mode control term is employed
to handle the uncertainties that the DOB cannot compensate
for sufficiently. By some damping terms, the boundedness
of the signals of the overall multiple nonlinear systems is
first ensured. Then we show how the DOB and sliding mode
control play in a cooperative way in each coordinate to achieve
an excellent synchronized tracking performance. Simulation
results are provided to support the theoretical results.

II. BACKGROUND AND PROBLEM STATEMENT

A. Graph Theory
Consider a graph G = (V , E ,A) with a finite set of N

nodes V = {v1, v2, · · · , vN} and a set of edges E ⊆ V × V .
Let i denotes the ith agent. An edge of E is denoted as eij =
(vi, vj) ∈ E where agent j can receive information from agent
i. In a directed graph, agent j does not send information to
agent i, whereas in an undirected graph, if (vi, vj) ∈ E , then
(vj , vi) ∈ E . A graph is called connected if there exists a path
between any two distinct agents. Denote the adjacency matrix
as A = [aij ] ∈ RN×N with aij > 0 if (vj , vi) ∈ E , and
aij = 0 otherwise. Note aii = 0. For an undirected graph, we
have aij = aji. The set of neighbors of a node vi is Ni =
{vj ∈ V|(vj , vi) ∈ E}, i.e., the set of nodes with information
incoming to vi. The Laplacian matrix L = [lij ] ∈ RN×N is
then defined as lii =

∑N
j=1,j �=i aij , and lij = −aij , i �= j.

B. EL System models
Consider N agents governed by the following EL vector

equations for i = 1, · · · , N .

Mi(θi)θ̈i + Ci(θi, θ̇i)θ̇i + gi(θi) + fi(θ̇i) = ui (1)

where θi = θi(t) ∈ �n is the generalized coordinate vector;
ui ∈ �n is the input torque vector; Mi(θ) = MT

i (θ) ∈
�n×n,Mi(θi) > 0 is the inertia matrix; Ci(θi, θ̇i)θ̇i ∈ �n is
the centrifugal and Coriolis torque; gi(θi) ∈ �n is the grativity
torque; fi(θ̇) ∈ �n is the friction force torque.

We first impose the following assumption.
Assumption 1: The reference trajectory θd(t) ∈ Rn and the

time derivatives θ̇d(t) and θ̈d(t) are bounded signals.
Define an auxiliary error vector ri = [ri1, · · · , rin]T as

ri = ėi + φiei (2)
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where ei = θi − θd is the local tracking error vector, φi =
diag(φi1, · · · , φin) > 0 with constant entries.

Substituting ei and ri into (1), we have

Mi(θi)ṙi + Ci(θi, θ̇i)ri = ui + ξi (3)

where ξi = [ξi1, · · · , ξin]T is considered to be an uncertain
term of (3), and

ξi = −Mi(θi)(θ̈d−φiėi)−Ci(θi, θ̇i)(θ̇d−φiei)−gi(θi)−fi(θ̇i)
(4)

The global dynamics of the multiple EL systems is

M(θ)θ̈ + C(θ, θ̇)θ̇ + g(θ) + f(θ̇) = u (5)

M(θ)=diag[M1(θ1), ..,MN (θN )]

C(θ, θ̇)=diag[C1(θ1, θ̇1), .., CN (θN , θ̇N )]
g(θ)= [g1(θ1), · · · , gN (θN )]T

f(θ̇)= [f1(θ̇1), · · · , fN (θ̇N )]T

u=[u1, · · · , uN ]T

(6)

where θ = [θT
1
, · · · , θTN ]T .

And the global version of (3) is given as

M(θ)ṙ + C(θ, θ̇)r = u+ ξ (7)

ξ = −M(θ)(1N⊗θ̈d−Φė)−C(θ, θ̇)(1N⊗θ̇d−Φe)−g(θ)−f(θ̇)
(8)

where Φ = diag(φ1, .., φN ), ξ = [ξ1, · · · , ξN ]T is the global
uncertain term, r = [r1, · · · , rN ]T is the global auxiliary error
vector, and e = θ−1N ⊗θd is the global tracking error vector.

Then the following properties hold [7].
Property 1:

μmin(M)I ≤ M(θ) ≤ μmax(M)I (9)

where μmax(·), μmin(·) > 0 denote respectively the maximal
and minimal eigenvalues of a matrix.

Property 2:

‖ C(θ, θ̇) ‖2≤ cH ‖ θ̇ ‖2 (10)

for some constant cH > 0.
Property 3:

‖ g(θ) ‖2≤ cg, ‖ f(θ̇i) ‖2≤ cf1 + cf2 ‖ θ̇ ‖2 (11)

for some constants cg, cf1, cf2 > 0.
Property 4:

xT

[
1

2
Ṁ(θ)− C(θ, θ̇)

]
x = 0, ∀x �= 0 (12)

C. Synchronized tracking problem
The control objective is to design a controller for each agent

to track a time-varying reference trajectory exerted by a leader,
with the aid of the neighbor agents’ information obtained by
certain communication protocol. That is, ‖ ei ‖2 and ‖ ėi ‖2
(i = 1, · · · , N ) should be controlled to be small.

To construct a feedback controller, we define the following
local synchronization error vector of agent i which will be
used as a feedback signal:

esi =
∑
j∈Ni

aij(θi − θj) + bi(θi − θd) (13)

where the scalar pinning gain bi ≥ 0. If agent i receives
information directly from the leader then bi > 0, otherwise
bi = 0. aij is the (i, j) entry of the adjacency matrix A which
defines the communication topology of the network.

Then the global synchronization error vector is given as
es = He, where H = (L + B) ⊗ In, es = [eTs1, · · · , eTsN ]T ,
B = diag(b), b = [b1, · · · , bN ]T .

We impose the following assumption on the communication
topology of the network [4], [3].

Assumption 2: The communication graph G = (V , E ,A) of
the multiple EL systems is undirected and connected.

Then, the following lemma is useful [3], [4].
Lemma 1: If the information interchange graph G is undi-

rected and connected, and if at least one of the elements of b
is nonzero, then L+B is a positive definite symmetric matrix.

According to the aforementioned definitions, the global
auxiliary synchronization error vector rs is given as

rs = Hr = H(ė+Φe) = ės +Φes (14)

where rs = [rs1, · · · , rsN ]T , rsi = [rsi1, · · · , rsin]T .
For the EL system model (3), it is well known that the

uncertainty term is bounded by the following relation [8]:

‖ ξ ‖2≤ α1 + α2 ‖ e ‖2 +α3 ‖ ė ‖2 +α4 ‖ e ‖2‖ ė ‖2 (15)

where α1, α2, α3, α4 are some positive constants.
For a vector-valued signal x(t), we define a truncated norm

for T > 0 as ‖ x ‖T≡ supt∈[0,T ]
‖ x(t) ‖2. Then we have [8]

Lemma 2: Let Assumption 1 and Properties 1∼4 hold. If
there is a constant T such that ‖ r ‖T exists, then for all
t ∈ [0, T ] we have for some β1, β2, β3 > 0,

‖ ξ ‖2≤ β1 + β2 ‖ r ‖T +β3 ‖ r ‖2T (16)

III. CONTROLLER DESIGN

A. Introduction of DOB
Replacing r in (7) by rs, we have

H−1ṙs = M−1u+M−1(ξ − C(θ, θ̇)H−1rs) (17)

For the sake of design a distributed and decentralized
controller uij for each generalized coordinate, we define H−1

0

and M0 as some diagonal nominal matrices of H−1 and M
respectively, and then we have

M0H−1

0
ṙs = u+M0M

−1(ξ − C(θ, θ̇)H−1rs)

+(M0M
−1 − I)u+M0(H−1

0
−H−1)ṙs

(18)
Let M0H−1

0
= Ms0 = diag(ms01, · · · ,ms0N ) with ms0i =

diag(ms0i1, · · · ,ms0in) > 0. Then we have the following
vector-valued nominal linear system model.

Ms0ṙs = u+ w (19)

where w = [wT
1
, · · · , wT

N ]T with wi = [wi1, · · · , win]
T is the

global lumped disturbance vector expressed as

w = M0M
−1(ξ − C(θ, θ̇)H−1rs) + (M0M

−1 − I)u

+M0(H−1

0
−H−1)ṙs

(20)
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Writing the dynamics of the jth generalized coordinate of
the ith agent, we have

ms0ij ṙsij = uij + wij (21)

where wij is considered as a lumped disturbance term. Since
calculation of ṙsij by direct differentiation is usually contam-
inated with high frequency noise, we may pass wij through a
low-pass filter to obtain its estimate as

Qij(s)wij = Qij(s)(ms0ijsrsij − uij) (22)

In this paper, for convenience of expression, s denotes not only
the Laplace operator, but also a differential operator. This is
the so-called DOB studied extensively in the literature. In this
a study, we adopt a simple second-order filter

Qij(s)=
1

(1 + λijs)2
(23)

where λij > 0.
However, we can only expect Q(s)wij ≈ wij at low-

frequencies due to limited pass-band of the DOB. Moreover,
the DOBs’ outputs ŵij(i = 1, · · · , n, j = 1, · · · , N) may
disturb the signals of the other generalized coordinates. To
ease the analysis shown later, a straightforward and simple
idea is to saturate the output of the DOB as

ŵij =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
w for |Qij(s)(ms0ijsrij − uij)| � w

Qij(s)(ms0ijsrij − uij)

for |Qij(s)(ms0ijsrij − uij)| < w

−w for |Qij(s)(ms0ijsrij − uij)| � −w
(24)

where w > 0 is a selected upper bound of |ŵij |. Usually, it
is recommended to choose a sufficiently large w. However,
even when w is not so large such that ŵij is really saturated
and hence the estimation error (wij − ŵij) is not sufficiently
small, the control performance is still satisfactory, owing to the
sliding mode control term included in the local controller (25)
given later. The key point is that the DOB and the sliding mode
control term work in a cooperative manner as suggested in [6].
Owing to their cooperative effects, the problems of high-gain
or chattering can be avoided. This will be confirmed later by
the numerical examples.

B. Description of the controller
Motivated by the aforementioned discussions, we design

the following local controller uij for the jth generalized
coordinate of agent i, using only the neighbor information of
agent i to ensure the boundedness of the global system signals
and to achieve a satisfactory control performance.

uij = −ρal
2

1
rsij − ρbwrsij − ρcηmaxrsij − ŵij − ηijsat(rsij)

(25)
where k, ρa, ρb, ρc, l1, ηij > 0, sat(rsij) = rsij/(|rsij |+ δij),
δij > 0, ηmax = max(η11, · · · , η1n, · · · , ηN1, · · · , ηNn).

The controller is explained as follows.
The damping term −ρal

2

1
rsij is adopted to suppress the

effects of neglected uncertainties of the global system model

summarized as ξ in (8). The constant l1 is chosen such that
l1 >‖ r ‖2 /

√
Nn for all t > 0. It will be shown that

there exists such an l1. The term −ŵij is a compensation
term by DOB for each generalized coordinate. Since the
DOBs’ outputs ŵij(i = 1, · · · , N, j = 1, · · · , n) may disturb
mutually, to suppress the interactions due to ŵij , we employ
the damping term term −ρbwrsij . The last term of uij is a
smoothed version of sliding mode control term. The damping
term −ρcηmaxrsij is a term to suppress the interactions among
the sliding mode control terms.

The global expression is given as below which will be used
for analysis of the global system.

u = −ρal
2

1
rs − ρbwrs − ρcηmaxrs − ŵ − ηSat(rs) (26)

where ŵ = [ŵ1, · · · , ŵN ]T , ŵi = [ŵi1, · · · , ŵin]
T ,

η = diag[η1, · · · , ηN ]T , ηi = diag[ηi1, · · · , ηin]T ,
Sat(rs) = [sat(rs1), · · · , sat(rsN )]T , sat(rsi) =
[sat(rsi1), · · · , sat(rsin)]T .

Remark 1: The controller (26) is an extension or modifi-
cation of the decentralized controller for a single EL system
[6]. Compared to the controller in [6] where some nonlinear
damping terms with signal dependent gains are used, in the
present controller, we have to use some linear damping terms
with relatively high constant gains, such as ρal21rs, ρbwrs and
ρcηmaxrs. This is mainly due to the presence of the matrix
H in (30) given later. Therefore, as the price of multiple EL
system control, the controller design is less flexible as the case
of a single agent.

C. Comments and guidelines of parameter design

The guidelines of parameter design are aummarized here
based on the theoretical analysis given later.

The constant l1 in (25) should meet the requirement that
l1 >‖ r ‖2 /

√
Nn for all t > 0. That is, we have to guess the

upper bound of ‖ r ‖2. See Theorem 1 later.
The entries of φi that appeared in (2) should not be very

large, since large values of them may lead to a very large
‖ r ‖2

2
which may violate the condition imposed on l1.

A small smoothing factor δij for sat(rsij) in (25) leads to a
small ultimate tracking error of the corresponding generalized
coordinate. However, as well known in the literature, a less
smooth switching function may cause the chattering problem.
A high sliding mode control gain ηij helps to achieve a small
control ultimate tracking error, but it may also cause the
chattering problem, and may cause a high gain control term
ρcηmaxrsi.

The saturation level w of the DOBs should not be very large
to avoid causing a high gain control term ρbwrsi.

Usually, a smaller λij of the DOB filter (23) leads to a better
disturbance performance. However, too small a λij may make
ŵij sensitive to the noise.

When l2
1
, w, ηmax and ηij meet the aforementioned require-

ments, the choice of ρa, ρb and ρc in (25) is trivial. Some
moderate values of these parameters are satisfactory.

743



IV. PERFORMANCE ANALYSIS

Since all of the agents interact with their neighbors, we
cannot easily see if the signals of the agents are all bounded.
We should first ensure the boundedness of the global system
signals. Then provided the boundedness of the global system
signals, we can analyze the control performance of each agent.
Therefore, the performance analysis includes two phases.

A. Analysis of the global system
The results of analysis are given in Theorem 1. The proof

is an extension of [8], [6], but with modifications specified by
the newly designed controller in this study.

Theorem 1: Let Assumptions 1 and 2 hold. For the multiple
EL systems (5) controlled by the proposed distributed robust
controller (26), there exists a constant l1 > 0, such that r is
bounded as ‖ r ‖2<

√
Nnl1 and hence all the internal signals

are bounded, provided the following condition.√
μmin(M)

μmax(M)

√
Nnl1 >

[
2Nn(β1 + β2l1 + β3l

2

1
)

ρaμmin(H)

]1/3
≥

(
N2n2w

2ρaρbμ2

min
(H)

+
N2n2ηmax

2ρaρcμ2

min
(H)

)1/4

(27)
Remark 2: The first inequality of (27) is easily satisfied for

sufficiently large l1, ρa. The second inequality of (27) can be
satisfied for sufficiently large l1, ρb, ρc.
Proof. According to Assumption 2, we have Lemma 1 and
hence μmin(H) > 0. We are now ready to show that there
exists a constant l1 > 0, such that r is bounded as ‖ r ‖2<√
Nnl1. The conclusion is proved by contradiction. To this

end, according to (27) we first let a positive constant l1 satisfy

‖ r(0) ‖2<
[
2Nn(β1 + β2l1 + β3l

2

1
)

ρaμmin(H)

]1/3
<

√
μmin(M)

μmax(M)

√
Nnl1 ≤

√
Nnl1

(28)

Now assume the signal r(t) is not bounded. Thus there al-
ways exists a smallest time T1 such that ‖ r(T1) ‖2=

√
Nnl1.

Consider a Lyapunov function candidate with respect to the
global tracking error vector.

V (t, r) =
1

2
rTM(θ)r (29)

Taking the derivative along the trajectory of the closed-loop
system, we have

V̇ (t, r) = rT
(
u+ ξ − C(θ, θ̇)r +

1

2
Ṁ(θ)r

)
≤ rTu+ ‖ r ‖2‖ ξ ‖2
= −ρal

2

1
rTHr − ρbwr

THr − rT ŵ

−ρcηmaxr
THr − rT ηSat(rs)+ ‖ r ‖2‖ ξ ‖2

≤ −ρal
2

1
μmin(H) ‖ r ‖2

2
+ ‖ r ‖2‖ ξ ‖2

−ρbwμmin(H) ‖ r ‖2
2
+ ‖ r ‖2‖ ŵ ‖2

−ρcηmaxμmin(H) ‖ r ‖2
2
+
√
Nnηmax ‖ r ‖2

(30)

Here, ηmax is the maximum diagonal element of η. Completing
the squares, we have

V̇ (t, r) ≤ −ρal
2

1
μmin(H) ‖ r ‖2

2
+ ‖ r ‖2‖ ξ ‖2

+
‖ ŵ ‖2

2

4ρbwμmin(H)
+

Nnη2
max

4ρcηmaxμmin(H)

(31)

By (28), and the assumption that there exists a smallest time
T1 such that ‖ r(T1) ‖2=

√
Nnl1, we have ‖ r ‖2<

√
Nnl1

for any t < T1. Then using Lemma 2, we have for t < T1,

V̇ (t, r) ≤ −ρaμmin(H)

Nn
‖ r ‖4

2
+ ‖ r ‖2 (β1 + β2l1 + β3l

2

1
)

+
Nnw

4ρbμmin(H)
+

Nnηmax

4ρcμmin(H)

= −ρaμmin(H)

2Nn
‖ r ‖2

(
‖ r ‖3

2
−2Nn(β1 + β2l1 + β3l

2

1
)

ρaμmin(H)

)
−ρaμmin(H)

2Nn

(
‖ r ‖4

2
− N2n2w

2ρaρbμ2

min
(H)

− N2n2ηmax

2ρaρcμ2

min
(H)

)
(32)

We then can say that there exists a time instant t2 = T1−t1 >
0, t1 > 0 such that

√
Nnl1 >‖ r(T1 − t1) ‖2=

[
2Nn(β1 + β2l1 + β3l

2

1
)

ρaμmin(H)

]1/3
≥

(
N2n2w

2ρaρbμ2

min
(H)

+
N2n2ηmax

2ρaρcμ2

min
(H)

)1/4

(33)
However, according to (32), we have d/dtV (t) ≤ 0, for all
t ∈ [T1 − t1, T1]. Therefore, for all t ∈ [T1 − t1, T1], we have

V [T1, r(T1)]≤V [(T1 − t1), r(T1 − t1)]

≤ 1

2
μmax(M)

[
2Nn(β1 + β2l1 + β3l

2

1
)

ρaμmin(H)

]2/3
(34)

But the definition of T1 leads to

V1[T1, r(T1)] ≥ 1

2
μmin(M)Nnl2

1
(35)

Clearly, the last two inequalities are in contradiction, according
to (28). This implies that the assumption of ‖ r(T1) ‖2=√
Nnl1 is false. Thus the error signal vector r is bounded

and satisfies ‖ r(t) ‖2<
√
Nnl1 for all t ≥ 0.

Furthermore, according to Assumption 1, and (2), (15) and
(14), we conclude that e, ė, θ, θ̇, ξ and rs are bounded. And
hence each local controller uij is bounded. Therefore, all the
internal signals are bounded. �

Remark 3: The condition (27) is always satisfied for a
sufficiently large bound l1. The results of Theorem 1 only tell
us that r and hence all the internal signals can be made to be
bounded. It should be emphasized here that at the present stage
our purpose is only to ensure the boundedness of the signals.
And hence a conservative bound of the signals is acceptable.
Later, we will show that the individual synchronization error
rsij can be made sufficiently small by virtue of the corre-
sponding local controller.
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B. Analysis of each agent
We are now ready to analyze how the DOBs and sliding

mode control techniques bring improvement in each general-
ized coordinate. Substituting the local controller (25) into the
subsystem (21), the resultant subsystem of the jth generalized
coordinate of the ith agent becomes

ms0ij ṙsij = −ρal
2

1
rsij − ρbwrsij − ρcηmaxrsij

−ŵij − ηij
rsij

|rsij |+ δij
+ wij

(36)

Owing to the results of Theorem 1, wij(t) and ŵij(t) are
bounded. Define

η∗ij,0 = sup
0≤τ≤t

|wij(τ)− ŵij(τ)| (37)

Theorem 2: Let the assumptions and results of Theorem
1 hold. The synchronization error of the jth generalized
coordinate of the ith agent satisfies

|rsij(t)|≤ |rsij(0)|e−
c

ms0ij
t
+

√
δijη∗ij,0

c
(38)

if ηij ≥ η∗ij,0, or

|rsij(t)|≤ |rsij(0)|e−
c

2ms0ij
t
+

(η∗ij,0 − ηij)

c
+

√
2δijηij

c
(39)

if 0 ≤ ηij < η∗ij,0, where c = ρal
2

1
+ ρbw + ρcηmax.

Proof. We first consider the case of ηij ≥ η∗ij,0, i.e., the sliding
mode control gain exceeds the maximum amplitude of (wij −
ŵij). From (36), we have

d

dt

(
ms0ijr

2

sij

2

)
≤ −cr2sij + δijη

∗
ij,0 (40)

and hence

r2sij(t) ≤ e
− 2c
ms0ij

t
r2sij(0) +

δijη
∗
ij,0

c
(41)

This leads to (38).
In the case of 0 ≤ ηij < η∗ij,0, we have

d

dt

(
ms0ijr

2

sij

2

)
≤ − c

2
r2sij −

(√
c

2
|rsij | −

η∗ij,0 − ηij√
2c

)2

+
(η∗ij,0 − ηij)

2

2c
+ δijηij

(42)
and hence

r2sij(t) ≤ e
− c
ms0ij

t
r2sij(0) +

(
(η∗ij,0 − ηij)

2

c2i
+

2δijηij
ci

)
(43)

This leads to (39). �
However, η∗ij,0 may not be small since the initial value

ŵij(0) is often set to be zero. To investigate the performance
after a short transient phase of DOB. Let tij(λij) be an effec-
tive time-constant of the DOB depending on λij , until which

the initial value of (wij − ŵij) has decayed out sufficiently
such that for a relatively small constant η∗ij,tij we have

η∗ij,tij = sup
tij(λij)≤τ≤t

|wij(τ)− ŵij(τ)| (44)

Comparing (37) and (44), it is expected that η∗ij,tij can be
much smaller than η∗ij,0. Then we have

Corollary 1: For t ≥ tij(λij), the synchronization error of
the jth generalized coordinate of the ith agent satisfies

|rsij(t)|≤ |rsij(tij)|e−
c

ms0ij
(t−tij)

+

√
δijη∗ij,tij

c
(45)

if ηij ≥ η∗ij,tij , or

|rsij(t)| ≤ |rsij(tij)|e−
c

2ms0ij
(t−tij)

+
(η∗ij,tij − ηij)

c
+

√
2δijηij

c

(46)

if 0 ≤ ηij < η∗ij,tij , where c = ρal
2

1
+ ρbw + ρcηmax.

Theorem 2 and Corollary 1 imply that the auxiliary syn-
chronization error rs is uniformly ultimately bounded (UUB),
and hence the auxiliary tracking error r = H−1rs is UUB.

V. SIMULATION STUDIES

For the sake of comparison, we borrow the example in
[3] and carry out the numerical simulations under the same
conditions as possible. Consider a group of 6 two-DOF planar
robot arms:[

mi11(θi) mi12(θi)
mi21(θi) mi22(θi)

] [
θ̈i1
θ̈i2

]
+

[
hi1(θi, θ̇i)

hi2(θi, θ̇i)

]
+

[
gi1(θi)
gi2(θi)

]
=

[
ui1

ui2

] (47)

where i = 1, · · · , 6, and

mi11(θi)=mi1l
2

ci1 +mi2(l
2

i1 + l2ci2) + Ii1 + Ii2
+2mi2li1lci2 cos(θi2)

mi12(θi)=mi2l
2

ci2 + Ii2 +mi2li1lci2 cos(θi2)

mi21(θi)=mi12

mi22(θi)=mi2l
2

ci2 + Ii2

(48)

hi1(θi, θ̇i)=−mi2li1lci2(2θ̇i1θ̇i2 + θ̇2i2) sin(θi2)

hi2(θi, θ̇i)=mi2li1lci2θ̇
2

i1 sin(θi2)
gi1(θi)= g(mi1lci1 +mi2li1) cos(θi1)

+mi2glci2 cos(θi1 + θi2)
gi2(θi)=mi2glci2 cos(θi1 + θi2)

(49)

where g = 9.807[m/s2], and the physical parameters are given
in Table I.

The network topology for communication among the agents
is shown in Fig. 1. It can be verified that agents 1∼6 are
undirectionally connected, and only agents 3 and 6 have access
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TABLE I
PHYSICAL PARAMETERS OF THE ROBOT MANIPULATORS (i = 1, · · · , 6)

link mass [kg] mi1 = 1.0 + 0.3i, mi2 = 1.5 + 0.3i
link length [m] li1 = 0.2 + 0.06i, li2 = 0.3 + 0.06i
mass center [m] lic1 = 0.1 + 0.03i, lic2 = 0.15 + 0.03i
inertial tensor [kg·m2] Ii1 = 0.0073, 0.0137, 0.0229,

0.0355, 0.0521, 0.0732
Ii2 = 0.0194, 0.0309, 0.0461,

0.0656, 0.0900, 0.1198

54

3 01 2

6

Fig. 1. Information exchange graph of the leader and followers

to the leader (agent 0). The corresponding adjacency matrix
and pinning vector are given as follows.

A =

⎡⎢⎢⎢⎢⎢⎢⎣
0 1 0 1 0 0
1 0 1 0 1 0
0 1 0 0 0 1
1 0 0 0 1 0
0 1 0 1 0 1
0 0 1 0 1 0

⎤⎥⎥⎥⎥⎥⎥⎦ , b = [0, 0, 1, 0, 0, 1]T (50)

We investigate the synchronized tracking performance for
the following reference trajectory vector and its derivative
generated by the leader.

θd=

[
cos

(
2π

60
t

)
, sin

(
2π

60
t

)]T
[rad]

θ̇d=

(
2π

60

)[
− sin

(
2π

60
t

)
, cos

(
2π

60
t

)]T
[rad/s]

(51)

And to show that the controllers are robust against nonzero
initial tracking errors, the initial conditions are given as

θi(0)=
[π
7
i,

π

8
i
]T

[rad]

θ̇i(0)= [0.05i− 0.2, −0.05i+ 0.2]
T

[rad/s]
(52)

According to the design guidelines, we choose the design
parameters of the local controllers (25) as follows.

φi1 = φi2 = 0.5
ρa = ρb = ρc = 1, ηi1 = ηi2 = 3
l1 = 2, δi1 = δi2 = 0.05

(53)

where i = 1, · · · , 6. The nominal values in (21) are given as
ms0i1 = ms0i2 = 1. The time-constants of the DOB filters
are given as λi1 = λi2 = 0.02. And the saturation level of the
DOBs is chosen as ŵ = 30 (see (24)).

The simulation results are shown in Fig. 2, where from the
top to the bottom are respectively the position-tracking errors
ei1, ei2, auxiliary errors ri1, ri2, control signals ui1, ui2 and

DOBs’ outputs ŵi1, ŵi2, where the lines of magenta, cyan,
red, green, black and blue represents the signals of agents
1∼6 respectively. It can be found in Fig. 1 that the proposed
distributed controllers deliver a very excellent synchronized
tracking performance, owing to the cooperative effects by
DOBs and sliding mode control terms.
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Fig. 2. Synchronized tracking results of 6 two-DOF planar robot arms.

VI. CONCLUSIONS

In this paper, a distributed robust control method for syn-
chronized tracking of multiple EL systems has been proposed.
The problem setting is similar to the works of [3], [4], where
the time-varying reference trajectory is sent to only a subset
of the agents and the network graph is assumed to be undirec-
tionally connected. The proposed distributed controllers while
delivering a very excellent control performance, are model-
free and require only the neighbors’ information. Therefore
the proposed method is considered to be simple and requires
moderate computational burden.
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Abstract—A novel design of two-wheeled double inverted 
pendulum-like vehicle with a movable payload is presented in this 
paper. The developed design extends the abilities of the vehicle with 
five degrees of freedom. The increase of degrees of freedom 
provides the vehicle with more flexibility in maneuvering in narrow 
spaces and limited travel distances. The dynamic model of the 
system is derived using Euler-Lagrange approach and simulated in 
Matlab Simulink environment. A hybrid fuzzy logic control 
approach is adopted to control and stabilise the vehicle. Various 
external disturbances are applied to the system to test the 
robustness of the control approach. It is demonstrated that the 
proposed controller successfully stabilises the vehicle in the upright 
position. 

Keywords; modelling ; Lagrangian dynamics ; double inverted 
pendulum ; hybrid control; fuzzy logic control;  

I.  INTRODUCTION  
An extensive amount of research on inverted pendulum (IP) 

system is found in the literature due its high nonlinearity and 
under-actuated nature [1]. It has been used as a platform to test 
various control algorithms as well as a basis to develop various 
applications. The applications include, but not limited to, gait 
of humanoid robots, personal transporters, and self-balancing 
wheelchairs [2]. The IP system exists in many variations such 
as mobile inverted pendulum on cart and rotational IP systems. 
In addition, IP systems have been extended to have multiple 
links to increase the degrees of freedom (DOF); such as double 
inverted and triple inverted pendulums [3][4][5]. The increased 
DOF increase the complexity of the system adding more space 
for new applications to be developed.  

A novel configuration of balancing two-wheeled double 
inverted pendulum-like vehicle with a movable payload has 
been presented in [1]. The novelty in the configuration relies in 
the increased degrees of freedom with the ability to lift a 
payload to a higher extent. Mathematical model of system 
dynamics has been derived and presented in [2]. A hybrid 
fuzzy logic control (FLC) approach is developed to control the 
vehicle. The vehicle model is used as a basis for an ongoing 
research of new type of self-balancing wheelchairs with an 
extended height and ability to maneuver on irregular and 
uneven surfaces.  

II. SYSTEM DESCRIPTION AND MATHEMATICAL MODEL 
A schematic diagram of the designed vehicle is shown in 

Figure 1. The vehicle is designed based on the double inverted 
pendulum system model with novel modifications [1].  The 
vehicle consists of two links and a cart driven by two DC 
motors that in turn drive the entire system. A third DC motor is 
used to drive the second link. These motors will help 
stabilizing the system in the upright position by applying an 
appropriate control signal. The second link consists of two co-
axial rods connected by a linear actuator to enable lifting up the 
payload to a demanded height. Therefore, the system has five 
degrees of freedom; translational motion with the right and left 
wheels, first and second links and linear actuator on the second 
link. The tilt angles of the first and second links are 1θ  and 

2θ respectively. The linear displacement of the payload 
designated as Q, while the angular displacements of the left 
and right wheels designated as δL  and δR  respectively.  

 

Figure 1. Schematic description of the vehicle 

      Table 1 describes system model terms and parameters. The 
system mathematical model consists of five differential 
equations. The system was modeled using Euler-Lagrange 
approach because of the system complexity and high coupling 
nature. System equations of motion were derived in detail in 
[2] and are presented as in equations (1-5). 
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Table 1. Nomenclature 

 

Variable Description Unit 

LM(t) Distance to the COM of the payload m 
L2u(t) Distance to the COM of the upper part link 2 m 
La Position of the linear actuator m 
Ll Half length of link 1 m 
Q Displacement of the linear actuator m 
M1 Mass of link 1 kg 
Mm Mass of motor driving link 2 kg 
M2l Mass of the lower part of link 2 kg 
Ma Mass of the linear actuator kg 
M2u Mass of the upper part of link 2 kg 
M Payload mass kg 

TR,TL Right and left wheels driving torques N.m 
Tm Motor torque N.m 
Ff Frictional force in the linear actuator N 
Fd External disturbance force N 

θ1 Angular position of link 1 to the positive Z axis rad 

θ2 Angular position of link 2 to the positive Z axis rad 

φ Yaw angle of the vehicle around the Z axis rad 

δR , δL Angular position of the right and left wheels rad 
Jl Mass moment of inertia of link 1 kg.m2 

J2u Mass moment of inertia of the upper rod of link 2 kg.m2 
Ja Mass moment of inertia of the actuator kg.m2 
JM Mass moment of inertia of the payload kg.m2 
Jw Mass moment of inertia of the wheels kg.m2 
JIB Mass moment of inertia of the intermediate body kg.m2 
J2L Mass moment of inertia of the lower rod of link 2 kg.m2 
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III. HYBRID FUZZY LOGIC CONTROL STRATEGY 
Two types of hybrid FLC are designed and implemented to 

control the novel non-linear two-wheeled vehicle with five 
degrees of freedom and movable payload. Referring to Figure 
2, the block diagram of the system is presented. Proportional-
Derivative-like fuzzy logic controller (PD-like FLC) is used to 
control the angular displacement of the wheels, the first link tilt 
angle and the payload linear actuator displacement. A PD plus 
integral fuzzy logic controllers (PD+I FLC) are used to control 
the links tilt angles to overcome the steady-state error.  

 The inputs to the PD-like FLC are the error signal and the 
change of error. While the inputs for the PD+I FLC are the 
error signal, change of error and the sum of previous errors. 
Figure 2 presents the Simulink block diagram of the controlled 
system.  
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Figure 2. System simulink block diagram 

The design of the FLC involves choosing a suitable fuzzy 
inference engine, defining the fuzzy rules and choosing the 
membership function type. The FLC developed here is based 
on Mamdani-type fuzzy inference engine with 25 fuzzy rules 
presented in Table 2 and Figure 3. The generation of the fuzzy 
rules-base is based on the required system performance to 
minimize the system error between the output signal and the 
desired signal.  

Table 2. Fuzzy rule base 
e|ê NB NS Z PS PB 

NB NB NB NB NS Z 

NS NB NB NS Z PS 

Z NB NS Z PS PB 

PS NS Z PS PB PB 

PB Z PS PB PB PB 
 

 

�

Figure 3. Gaussian fuzzy membership functions 

IV. SIMULATION AND RESULTS 
In order to test the robustness of the developed control 

approach, two types of external disturbances were applied to 
the system. The first simulation scenario incorporates applying 
disturbances with different amplitudes to the system. The 
second scenario is to apply disturbances with different 
durations to the system.  

A. Variation of disturbance force amplitudes 
 
Different levels of the applied disturbance force; 0 N, 40 N, 80 
N, 160 N, 300 N, were used to examine the robustness of the 

developed hybrid FLC. The response of the system to the 
disturbances applied to the centre of the first link and second 
link are presented in Figures 4 and 5 respectively. 
 

As noted in Figure 4, overshoots resulted in the tilt angle 
of the first link with a maximum peak amplitude increase of 
30% at the maximum disturbance. The average settling time is 
approximately 5 seconds. The settling time increased by 3% of 
the initial value with each increase in the disturbance 
amplitude. Negative peaks at displacements of both wheel 
motors. Thus explains the opposing movement of the cart to 
overcome the disturbances and to stabilise the first link at the 
upright position. The tilt angle of the second link and the 
displacement of the payload actuator were not affected by this 
disturbance.  

Referring to Figure 5, the effect of applying disturbances 
to the centre of the second link can be noted. Disturbances 
resulted in oscillations in the tilt angle of the second link. The 
tilt angle converges back to the set point within 5 seconds at 
the maximum applied disturbance force while the rise-time 
remained unchanged. With every increment of disturbance 
force amplitude, the peak value increased by an average of 
50%. The angular displacements of both wheels, the tilt angle 
of the first link and the displacement of the payload actuator 
remained almost unaffected by this disturbance. This is due to 
the high damping effects caused by the joints of the vehicle and 
the motor linking the pendulum links. 

B. Variation of disturbance force duration 
 

Different durations of the applied disturbance force; 0 sec, 
1.25 sec, 2.5 sec, 7.5 sec, 12.5 sec, with a fixed force 
amplitude of 40 N were used. The response of the system to 
the disturbances applied to the centre of the first and second 
links are presented in Figures 6 and 7 respectively. 
 

As noted in Figure 6, oscillations were observed at the tilt 
angle of the first link with varied amplitudes. The longer the 
applied disturbance duration the larger the amplitudes of 
oscillations were noted. The settling-time increased by an 
average of 6% while the rise-time varied by increasing and 
decreasing depending on the duration of the applied 
disturbance. The right and left wheel angular displacements 
were affected by this disturbance and fluctuations can be noted. 
The tilt angle of the second link and the payload actuator 
displacement were not affected by this disturbance. 

Figure 7 shows the response of the system for 
disturbances applied at the centre of the second link. The 
disturbances resulted in an oscillatory response at the tilt angle 
of the second link; at disturbance durations up to 7.5 seconds, 
the controller was able to control the tilt angle of the second 
pendulum and stabilise the system within an approximate 
average times of 7 seconds. Settling-time increased by an 
average of 7% at a time. Finally, The right and left wheel 
angular displacements, tilt angle of the first link and the 
payload actuator displacement were not affected by this 
disturbance. 
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Figure 5.  System performance with disturbances 
Of different amplitudes applied at the centre of 2nd link 

 

Figure 4.  System performance with disturbances 
Of different amplitudes applied at the centre of 1st link 
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Figure 6.  System performance with disturbances 

Of different durations applied at the centre of 1st link 
 

 

Figure 7.  System performance with disturbances 
Of different durations applied at the centre of 2nd link 

 

751



V. CONCLUSION 
A hybrid fuzzy logic control approach has been designed 

and applied on a novel configuration of two-wheeled robotic 
vehicle. The mathematical model of the vehicle with five 
degrees of freedom has been derived and equations of motion 
presented. The model was simulated in Matlab Simulink 
environment and successfully stabilised. Simulations of the 
system undergoing different disturbance scenarios have been 
demonstrated and it has been proved that the controller is able 
to balance the vehicle in the upright position with various 
disturbances. The developed hybrid FLC mechanism has been 
shown to be robust and overcoming external impacts of 
disturbances.  
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Abstract—This paper presents a hybrid optimization 
algorithm, referred to as hybrid spiral dynamics bacterial 
chemotaxis (HSDBC) algorithm. HSDBC synergizes bacterial 
foraging algorithm (BFA) chemotaxis strategy and spiral 
dynamics algorithm (SDA). The original BFA has higher 
convergence speed while SDA has better accuracy and stable 
convergence when approaching the optimum value. This 
hybrid approach preserves the strengths of BFA and SDA and 
thus has the capability of producing better results. Moreover, 
it has simple structure, hence reduced computational cost. 
Several unimodal and multimodal benchmark functions are 
employed to test the algorithm in finding the global optimum 
point. Furthermore, the proposed algorithm is tested in the 
design of PD controller for a flexible manipulator system. The 
results show that the HSDBC outperforms SDA and BFA in all 
test functions and successfully optimizes the PD controller. 

Keywords-Spiral dynamics; bacterial chemotaxis; 
optimization algorithm; PD control; flexible manipulator. 

I.  INTRODUCTION 
Metaheuristic optimization algorithms have gained a lot 

of interest by many researchers worldwide. These algorithms 
are inspired by biological phenomena or natural phenomena. 
Some of the newly introduced algorithms include 
biogeography-based optimization (BBO) [1], firefly 
optimization algorithm [2], cuckoo search optimization [3], 
galaxy-based search algorithm [4], and spiral dynamics 
inspired optimization (SDA) [5]. All these algorithms have 
gained attention due to their simplicity to program, fast 
computing time, easy to implement, and possibility to apply 
to various applications. Each of these algorithms has its own 
unique features, advantages and also disadvantages. 
Therefore, there are a lot of possibilities to improve the 
algorithms from various aspects. Many attempts have been 
made to improve performances of the algorithms such as 
developing adaptive approaches or incorporating powerful 
mathematical functions into the algorithms and mostly 
hybridizing two or more algorithms.  

Hybridisation is a common approach used in 
metaheuristic to enhance capability of optimization 
algorithms. It may reduce computational cost by making a 
simple and better structure to lead to higher performance. 
Moreover, with the rapidly emerging computing tools and 
efficiency in current technology, hybrid approaches have 
become increasingly popular to explore. Various 

combinations of optimization algorithms have been 
considered by researchers with the aim to increase system 
performance. [6] developed a hybrid optimization algorithm 
combining bacterial foraging optimisation algorithm (BFA) 
with BBO, and referred to it as intelligent biogeography-
based optimization. In the algorithm, chemotaxis behaviour 
of bacteria is adopted into BBO migration process to 
determine a valid emigration of an individual from one place 
to another. This ensures the island that receives the 
emigrated solution preserves its fitness level by only 
accepting individuals that contribute to a better fitness value. 
[7] introduced hybrid version of BFA with differential 
evolution (DE) algorithm called chemotaxis differential 
evolution. In the algorithm, chemotaxis strategy of bacteria is 
combined with the mutation process in DE. [8], [9] and [10] 
introduced hybrid GA-BF algorithm employing modified 
mutation and crossover operation in GA while applying 
variation bacterial chemotaxis step size in BFA. [11] 
developed cooperative (BF-TS) by combining adaptive 
bacterial foraging optimization algorithm (ABFA) and 
adaptive tabu search (ATS). With limited exploration 
capability of ATS in the search space and complexity of 
ABFA, the chemotaxis strategy of ABFA is incorporated 
into ATS to provide suitable exploration at the early stage. 
On the other hand, [12] used hybrid ABFA and ATS called 
BTSO, to analyze Lyapunov’s stability of linear and 
nonlinear systems. [13] introduced a hybrid algorithm 
namely BPSO-DE synergizing BFA, particle swarm 
optimization (PSO), and DE to solve dynamic economic 
dispatch problem with valve-points effect. Bacterial 
chemotaxis strategy with adaptive step-size in BFA is used 
to perform local search to enhance exploitation while PSO-
DE features containing evolutionary operators and velocity 
update equation are used to perform exploration search over 
the entire search space. Hybrid BFA and PSO on the other 
hand, has received the most attention. [14], [15], [16], [17] 
and [18] employed velocity and position update equation in 
PSO to act as global search method while utilizing 
chemotaxis strategy in BFA to serve as local search method. 
[19] introduced simplified version of BFA employing 
bacterial chemotaxis strategy and PSO velocity update 
equation to solve parameter identification problem of heavy 
oil thermal cracking model. Reproduction and elimination 
stages were omitted to reduce computational time. 

This paper presents hybrid version of bacterial foraging 
algorithm (BFA) chemotaxis strategy and spiral dynamics 
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algorithm (SDA). The rest of the paper is organized as 
follows. Section II provides a brief literature review of the 
original BFA and spiral dynamics inspired optimization. The 
proposed HSDBC is described in section III. Validation of 
the proposed HSDBC in comparison to SDA and BFA with 
uni-modal and multi-modal test functions as well as 
application of the algorithm in optimizing a PD controller is 
presented in section IV. Section V presents concluding 
remarks. 

II. BFA AND SDA 
The original versions of BFA and SDA are briefly 

described in this section. 

A. Bacterial foraging optimization algorithm 
The BFA is a biologically inspired algorithm introduced 

in [20]. It is based on adaptation technique of Escherichia 
Coli (E. Coli) bacteria to find nutrient or food source during 
their lifetime or alternatively the technique might be called 
bacterial foraging strategy. Furthermore, E. Coli bacteria use 
saltatory search technique, which is the combination of 
cruise and ambush movement. One of the exceptional 
features of E. Coli is that it has very high growth rate, which 
is normally exponential. This extraordinary capability of E. 
Coli has motivated researchers to adopt the strategy as 
optimization technique. Bacterial foraging strategy consists 
of three basic cycles namely chemotaxis, reproduction and 
elimination & dispersal. These cycles are continuing 
processes and very effective for optimization purposes [21]. 
Moreover, it offers flexibility for researchers to manipulate 
the strategy according to a specific application area. When 
searching for food or nutrient, tumbling and swimming will 
take place. Tumbling is similar to cruise and it happens when 
the E. Coli navigates in the search area and once the food 
source is found, it swims like ambushing a target area with 
great speed, up to 20μm/s or faster in a rich nutrient medium. 
This unique movement is called chemotaxis. Reproduction, 
elimination and dispersal events then happen to bacteria with 
high fitness or healthier that has capability to reach food 
source accurately and quickly. The strength of BFA lies in 
the bacterial chemotaxis strategy adopted by many 
researchers to improve the optimization algorithm. The 
details of the original algorithm and pseudocode of BFA can 
be found in [20]. In this paper, number of bacteria, number 
of chemotaxis, chemotactic step size, number of swims, 
number of reproduction, number of elimination & dispersal 
are represented as S, Nc, C, Ns, Nre and Ned respectively. 
The probability that each bacterium will be eliminated and 
dispersed is defined as ped = 0.25 for the problems 
considered.  

B. Spiral dynamics inspired optimization algorithm 
The SDA is another metaheuristic algorithm adopted 

from spiral phenomena in nature [5]. 2-dimensional and N-
dimensional [5] logarithmic spiral discrete models have been 
tested on several benchmark functions. Moreover, 
comparisons with other optimization algorithms such as PSO 
and DE have shown that SDA performance is either better or 
the same as those [5]. This simple and effective strategy 

retains the diversification and intensification at the early 
phase and later phase of the trajectory as diversification and 
intensification are important features of the optimization 
algorithm. At the early stage, the spiral trajectory explores a 
wider search space and it continuously converges with a 
smaller radius providing dynamics step size when 
approaching the final point, which is the best solution, 
located at the centre. The distance between a point in a path 
trajectory and the centre point is varied constantly if the 
radius of the trajectory is changing at constant rate thus 
making the radius an important converging parameter for the 
algorithm. The strength of SDA lies in its spiral dynamics 
model. An n-dimensional spiral mathematical model that is 
derived using composition of rotational matrix based on 
combination of all 2 axes is given as: 

x(k +1) = Sn (r,θ )x(k)− (Sn (r,θ )− In )x
*             (1) 

where 
Sn (r,θ )x(k) = rR

n (θ1,2,θ1,3,...,θn−1,n )x(k).  
or 

Sn (r,θ )x(k) = (Rn−i,n+1− j
n (θn−i,n+1− j ))
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Parameters and descriptions used in equation (1) are 

similar to those used in HSDBC optimization algorithm, 
which are shown in Table 1. Since SDA is relatively new, 
not much work in the literature involving the algorithm has 
been reported. The details of the original SDA algorithm for 
2-dimension and n-dimension can be found in [5]. The 
hybrid approach of this algorithm and its details are provided 
in the next section. 

III. HYBRID SPIRAL DYNAMICS BACTERIAL CHEMOTAXIS 
ALGORITHM 

The HSDBC is a combination of bacterial chemotaxis 
strategy used in BFA and SDA. BFA has faster convergence 
speed due to the chemotaxis approach but suffers from 
oscillation problem towards the end of its search process. On 
the other hand, SDA provides better stability when 
approaching optimum point due to dynamic spiral step in its 
trajectory motion but has slower convergence speed. 
HSDBC algorithm preserves the strengths possessed by BFA 
and SDA. Moreover, by incorporating only chemotaxis part 
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of BFA simple structure of SDA can be retained, thus 
reducing computational time and enhancing performance of 
the algorithm. The parameters and description used in n-
dimensional HSDBC optimization algorithm are presented in 
Table 1 and the algorithm is shown in Fig. 1. 

TABLE I.  PARAMETERS FOR HSDBC OPTIMIZATION ALGORITHM 

Symbols Description 

θi, j  
Bacteria angular displacement on 
xi − x j plane around the origin 

r  Spiral radius 

m  Number of search points 

kmax  Maximum iteration number 

Ns  Maximum number of swim 

x i (k)  Bacteria position 

Rn  n x n matrix 

An n-dimensional hybrid spiral dynamics bacteria 
chemotaxis optimization algorithm. 
Step 0: Preparation 

Select the number of search points (bacteria)m ≥ 2 , parameters 
0 ≤θ < 2π, 0 < r <1  of Sn (r,θ ) , maximum iteration number, 
kmax  and maximum number of swim, Ns  for bacteria chemotaxis. 
Set k = 0,�s = 0 . 
Step 1: Initialization 

Set initial points xi (0)∈ Rn,�i =1,2,...m in the feasible region 

at random and center x* as x* = xig (0) , 

ig = arg�mini � f (xi (0)),�i =1,2,...,m . 
Step 2: Applying bacteria chemotaxis 

(i) Update xi   

    xi (k +1) = Sn (r,θ )xi (k)− (Sn (r,θ )− In )x
*  

    i =1,2,...,m . 
(ii) Bacteria swim 
    (a) Check number swim for bacteria i. 
          If s < Ns , then check fitness, 
          Otherwise set i = i+1 , and return to step (i). 
    (b) Check fitness 
          If f (xi (k +1))< f (xi (k) , then update xi , 
          Otherwise set s = Ns , and return to step (i). 
    (c) Update xi  

         xi (k +1) = Sn (r,θ )xi (k)− (Sn (r,θ )− In )x
*  

         i =1,2,...,m . 
Step 3: Updating x*  

x* = xig (k +1) ,  

ig = arg�mini � f (xi (k +1)),�i =1,2,...,m . 
Step 4: Checking termination criterion 

 If k = kmax then terminate. Otherwise set k = k +1 ,  
 and return to step 2. 

Figure 1.  HSDBC optimization algorithm. 

In the proposed hybrid approach, bacterial chemotaxis 
strategy is employed in step 2 to balance and enhance 
exploration and exploitation of the search space. The bacteria 
move from low nutrient location towards higher nutrient 
location, placed at the centre of a spiral. The most important 
factor of HSDBC algorithm is the respective diversification 
and intensification at the early phase and later phase of the 
spiral motion. In the diversification phase, bacteria are 
located at low nutrient location and move with larger step 
size thus producing faster convergence. On the other hand, in 
the intensification phase, bacteria are approaching rich 
nutrient location and move with smaller step size hence 
avoiding oscillation around the optimum point. Another 
factor contributing to better performance of the algorithm is 
the swimming action in bacterial chemotaxis. Bacteria 
continuously swim towards optimum point if the next 
location has higher nutrient value compared to previous 
location until the maximum number of swim is reached. 

IV. VALIDATION TEST AND RESULTS 
In this section, the proposed algorithm is validated 

through simulation tests on two 3-dimensional uni-modal 
and two 2-dimensional multi-modal benchmark functions. 
Moreover, the HSDBC algorithm is tested in optimizing PD 
controller of a flexible manipulator system. Comparison with 
the original version of SDA and BFA tested on the four 
benchmark functions is also given to show the improved 
performance of HSDBC. The parameters used in the 
simulation are chosen heuristically for all test functions. 

A. Uni-modal sphere function 
The sphere function is defined as:  

f (x) = xi
2

i=1

n

∑                                      (2)  

The function has a global minimum at xi = [0, 0, 0] with 
fitness f(x) = 0. In this simulation, the sphere function is 
considered to have dimension n = 3 and variable xi is in the 
range [–5.12, 5.12]. Number of search points, m = 30, 
iteration number, 80, angular displacement, θ = π/4, and 
spiral radius, r = 0.96 were used for both algorithms. 
Number of swims with for HSDBC was defined as Ns = 5. 
BFA parameters for this function were S = 30, Nc = 30, 
C=0.01, Ns = 4, Nre = 4 and Ned = 2. The convergence plot 
for 3 dimensional sphere function thus achieved is shown in 
Fig 2.  

B. Uni-modal Ackley function 
The Ackley function is mathematically defined as:  

f (x) = −20exp(−0.2 (
1

n
xi
2 )

i=1

n

∑

− exp(1
n

cos(2π xi )+ 20+ e
i=1

n

∑
             (3)  

The function has a global minimum at xi = [0, 0, 0] with 
fitness f(x) = 0. The Ackley function is considered with 
dimension n = 3 and variable xi in the range [–32.768, 
32.768]. Number of search points, m = 30, iteration number 
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200, angular displacement, θ = π/4, and spiral radius, r = 
0.96 were used in both algorithms. Number of swims for 
HSDBC with swim radius, r = 0.6 was defined as Ns = 1. 
BFA parameters for this function were S = 20, Nc = 20, C = 
0.02, Ns = 4, Nre = 4 and Ned = 2.The resulting convergence 
plot for 3-dimension Ackley function is shown in Fig 3.  

 

 
Figure 2.  Convergence plot for 3D sphere function. 

 
Figure 3.  Convergence plot for 3D Ackley function. 

C. Multi-modal Rastrigin function 
The Rastrigin function is defined as: 

f (x) = [xi
2 −10cos(2π xi )+10]

i=1

n

∑       (4) 

The function has a global minimum at xi = [0, 0] with fitness 
f(x) = 0. The Rastrigin function is considered with dimension 
n = 2 and variable xi in the range [–5.12, 5.12]. The number 
of search points, m = 50, iteration number 120, angular 
displacement, θ = π/4, and spiral radius, r = 0.96 were used 
in both algorithms. Number of swims for HSDBC with swim 
radius, r = 0.65 was defined as Ns = 2. BFA parameters for 
this function were S = 30, Nc = 20, C = 0.01, Ns = 4, Nre = 4 
and Ned = 2. The resulting convergence plot for the 2-
dimensional Rastrigin function is shown in Fig 4. 

D. Multi-modal Griewank function 
The Griewank function is defined as:  

f (x) = 1

4000
xi
2 − cos

xi
i

⎛
⎝
⎜

⎞
⎠
⎟+1

i=1

n

∏
i=1

n

∑        (5) 

The function has a global minimum at xi = [0, 0] with fitness 
f(x) = 0. The Griewank function was considered with 
dimension n = 2 and variable xi in the range [–600, 600]. The 
number of search points, m = 50, iteration number 200, 
angular displacement, θ = π/4, and spiral radius, r = 0.96 
were used for both algorithms. Number of swims for 
HSDBC with swim radius, r = 0.55 was defined as Ns = 1. 
BFA parameters for Griewank function were S = 30, Nc = 
10, C = 0.1, Ns = 4, Nre = 4 and Ned = 2. The resulting 
convergence plot for the 2-dimensional Griewank function is 
shown in Fig 5. g

 
Figure 4.  Convergence plot for 2D Rastrigin function. 

 
Figure 5.  Convergence plot for 2D Griewank function. 

It can be clearly seen in the plots, in Figures 2-5 that the 
HSDBC outperformed SDA and BFA in terms of 
convergence speed and improved accuracy. Numerical 
results of HSDBC, SDA and BFA performance tests with the 
benchmark functions are shown in Tables II, III and IV 
respectively. It is noted that HSDBC has achieved better 
performance than SDA and BFA with the test functions in 
terms of convergence speed and accuracy. 

TABLE II.  HSDBC PERFORMANCE ON BENCHMARK FUNCTIONS 

Cost 
Function 

Name 

Performance 
Best 

fitness 
Converge 
time (iter) X1 X2 X3 

Sphere 6x10-7 26 2x10-4 6x10-7 -7x10-4 

Ackley 3x10-7 20 1x10-7 2x10-8 -3x10-8 

Rastrigin 0 15 -2x10-9 4x10-10 - 

Griewank 2x10-11 18 -3x10-6 6x10-6 - 
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TABLE III.  SDA PERFORMANCE ON BENCHMARK FUNCTIONS 

Cost 
Function 

Name 

Performance 
Best 

fitness 
Converge 
time (iter) X1 X2 X3 

Sphere 5x10-3 63 -4x10-2 -5x10-2 -7x10-3 

Ackley 6x10-3 159 9x10-4 2x10-5 -2x10-3 

Rastrigin 1x10-6 84 -8x10-5 -2x10-5 - 

Griewank 7x10-5 91 -6x10-3 -1x10-2 - 

TABLE IV.  BFA PERFORMANCE ON BENCHMARK FUNCTIONS 

Cost 
Function 

Name 

Performance 
Best 

fitness 
Converge 
time (iter) X1 X2 X3 

Sphere 5x10-5 84 4x10-3 -4x10-3 3x10-3 

Ackley 2x10-2 40 -5x10-3 -9x10-3 -1x10-3 

Rastrigin 5x10-4 85 -8x10-4 -1x10-3 - 

Griewank 7x10-4 45 -1x10-2 4x10-2 - 

E. Controller design optimization 
The HSDBC algorithm is employed here to optimize PD 

controller of a flexible manipulator system (FMS). 
Schematic diagram of the flexible manipulator system is 
shown in Fig. 6. XoOYo and XOY represent the stationary 
and moving coordinate frames respectively. τ represents the 
applied torque at the hub. Young modulus, area moment of 
inertia, mass density per unit volume, cross-sectional area, 
hub inertia, displacement and hub angle of the manipulator 
are represented by E, I, ρ, A, Ih, v(x, t) and θ(t)  respectively 
[23].   
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Figure 6.  Schematic diagram of flexible manipulator system. 

Mathematical model of FMS adopted here is that derived 
using Lagrange method in [22]. The FMS model has been 
used by many researchers in testing various types of 
controller for flexible systems [23], [24]. The dynamic 
equation of motion of FMS can be represented as:  

M ��Q(t)+D �Q(t)+KQ(t) = F(t)    (6) 
 

where M, D and K are mass, damping and stiffness matrices 
respectively.  F(t) and Q(t) are vectors of external forces and 
modal displacement respectively;  

F(t) = [ τ 0 0 � 0 ]T    (7) 

Q(t) = [ θ q1 q2 � qn ]
T = [ θ qT ]T (8)

More details of the derivation and parameters of FMS can be 
found in [22], [23]. A state-space model of FMS is obtained 
by linearizing (6) and it is used to design PD controller 
through HSDBC. The control strategy of FMS is adopted 
from [23] and [24] where PD feedback of collocated sensor 
signals is employed. A block diagram of the control structure 
is shown in Fig. 7, where Kp, Kv and Ac are the proportional, 
derivative and motor amplifier gains respectively. The input 
of the system is reference hub angle, Rf and the outputs of the 
system are hub angle, θ and hub angle velocity, �θ . In this 
simulation, number of search points, m = 30, iteration 
number 100, angular displacement, θ = π/4, and spiral radius, 
r = 0.96, and number of swim Ns = 3 were used to optimize 
the PD controller. 
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Figure 7.  Collocated PD control structure of FMS. 

Integral square error (ISE) of hub angle was chosen as 
cost function for the optimization algorithm. As a means of 
examining the proposed algorithm, this paper is only dealing 
with step input tracking capability of FMS. Step input was 
defined to have final value at 0.8 radians, which is the final 
location of hub angle. Graphical plot of the hub angle 
achieved is shown in Fig. 8.  g

 
Figure 8.  Hub angle response of FMS. 

In this plot, for the purpose of comparison, the hub angle 
response with PD controller designed using root locus 
approach from [24] is also shown. Simulation with HSDBC 
optimization algorithm on the FMS gave Kp =72.3459 and Kv 
=20.6227 while Kp =60 and Kv =19 using root locus 
technique [24]. It is clear from Fig. 8, that hub angle 
response of FMS using HSDBC was better than hub angle 
response using root locus technique in terms of speed of 
response. Numerical results of the hub angle response are 
shown in Table V. It is noted that the HSDBC approach 
resulted slightly larger overshoot within acceptable range. 
However, the response rise time with HSDBC was better, 
which indicates that the algorithm can perform faster with 
satisfactory response overshoot and no error at steady state. 
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TABLE V.  PERFORMANCE SPECIFICATION OF HUB ANGLE RESPONSE 

Tuning 
Method 

Performance Specification 

Overshoot, 
%os (%) 

Settling 
time, ts (s) 

Rise time, tr 
(s) 

Steady 
state error, 

ess 

HSDBC 0.84 1.47 0.44 0 

Root locus 0.53 1.47 0.50 0 

V. CONCLUSION 
A novel hybrid spiral dynamics bacterial chemotaxis 

optimization algorithm has been proposed. Validation with 
uni-modal and multi-modal benchmark functions and 
comparison with standard SDA and BFA have been carried 
out. Moreover, the HSDBC has been used in controller 
design of a flexible manipulator in comparison with root 
locus design approach. Simulation results have shown that 
the proposed algorithm outperformed its counterpart in all 
test functions and it successfully optimized PD controller of 
flexible manipulator system in terms of convergence speed 
and accuracy. 
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Abstract—This article develops and evaluates state–dependent
parameter (SDP) control systems for the hydraulically actuated
dual–manipulators of a mobile nuclear decommissioning robot.
A unified framework for calibration, data collection and SDP
model identification is proposed, in which the state–dependent
variable is a delayed voltage signal associated with the time–
varying gain of the system. The latter can cause undesirable
joint movements when the device is regulated using linear control
algorithms. By contrast, the present article develops a novel
nonlinear pole assignment algorithm based on the SDP model.
Closed–loop experimental data shows that the SDP design more
closely follows the joint angle commands than the equivalent
linear algorithm, offering improved resolved motion.

I. INTRODUCTION

The UK nuclear legacy comprises a number of facilities
that are significantly contaminated by radioactivity and non–
radiological toxins, are sometimes in a relatively poor state of
repair and for which knowledge of their use can be incomplete.
In fact, the regulatory requirements were very different when
first constructed, with the result that many facilities were not
designed with decommissioning strategies in mind. In areas
of significant contamination, it is necessary to resort to the
use of remote and teleoperated mobile robots. These provide
an invaluable option for the safe retrieval and disposal of
contaminated materials in high–hazard legacy facilities [1].

Mobile robots are used in many hazardous environments,
including explosive ordnance disposal, military reconnais-
sance, natural disaster search and rescue, and in the nuclear
decommissioning sector. In the early stages of nuclear clean–
up, expensive, bespoke machines were designed, built and
commissioned. However, these have suffered from reliability
problems and are usually restricted to specific tasks. More
recently, off–the–shelf remote solutions are striven for but
these lack the ease of control afforded by high–specification
bespoke solutions. The research described in this article aims
to alleviate this unsatisfactory situation by developing opti-
mized, widely applicable control architectures, that are being
tested on an off–the–shelf robotic platform.

The research utilizes a Brokk–40 demolition robot, consist-
ing of a moving vehicle with a single manipulator. Two seven–
function HydroLek–HLK–7W robotic arms have been attached
to the Brokk, as shown by Fig. 1. Such dual–arm mobile robots
now offer a powerful and versatile tool for various types of
decommissioning activity [2]. Unfortunately, devices initially

Fig. 1. Brokk–40 and dual HydroLek–7W manipulators.

developed for heavy lifting are not necessarily suitable for ‘soft
touch’ duties such as picking up relatively fragile objects or
accurately aligning the end effectors. Indeed, the manipulator
can suffer from a relatively slow control action because of
limitations in existing linear methods.

Since the behaviour of hydraulically–driven manipulators
is dominated by the nonlinear, lightly–damped dynamics of
the actuators, high performance control depends on the intro-
duction of some type of nonlinear model structure. Research
embraces approaches such as sliding mode [3], adaptive [4],
quasi–linear parameter varying [5] and state–dependent pa-
rameter (SDP) design [6], among others. An earlier article
considered SDP control of the HydroLek but was limited to
simulation and did not consider resolved motion [7].

By contrast, the present article utilises open and closed–loop
experimental data to investigate potential state dependencies
and resolved motion. Here, the nonlinear system is modelled
using the quasi–linear SDP structure [8]. For the HydroLek,
a novel non–minimal state variable feedback ‘regulator’ is
adapted from the nonlinear pole assignment algorithm of [9].
The data collection and kinematics are described in sections II
and III, followed in section IV by an overview of the control
design method. Finally, the experimental results and conclu-
sions are discussed in sections V and VI.
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II. MOBILE ROBOT PLATFORM

The hardware arrangement was developed at Lancaster
University from components supplied by Brokk UK Ltd and
HydroLek Ltd [2]. The Brokk–40 base machine is 650mm
wide, allowing for access through narrow doorways. The five
Degrees–Of–Freedom (DOF) manipulator is usually equipped
with a variety of tools, including percussive breakers, hydraulic
crushing jaws, excavating buckets and concrete milling heads.
The unit is electrically powered to facilitate internal use, with
an onboard hydraulic pump to power the caterpillar tracks and,
by means of several hydraulic pistons, the manipulator.

For decommissioning tasks, accessing the robot on–site
to change tools could be a slow, laborious and potentially
hazardous task. A more flexible system with the ability
to perform multiple tasks without a tool change has been
achieved with the mounting of two HydroLek–HLK–7W,
seven DOF manipulators, each consisting of six rotational
joints and a gripper. The combined system is shown in Fig. 1,
whilst Fig. 2 illustrates the azimuth yaw, shoulder pitch, elbow
pitch, forearm roll and wrist pitch joints. These are fitted with
potentiometer feedback sensors, allowing the position of the
end–effector to be determined during operation. The joints
are actuated via hydraulic pistons, which are powered via an
auxiliary output from the hydraulic pump of the Brokk unit.

A standard input device, such as a joystick, is connected to
a PC running a graphical user interface developed for the NI
Labview software environment. The PC transmits information
to a NI Compact Fieldpoint Real–Time controller (cFP) via
an Ethernet networking connection. The cFP is a stand alone
device running a real–time operating system, allowing for
the precise sampling rates needed for discrete–time control.
The hydraulic pistons are controlled by seven pairs of control
valves, where each pair has an input for both positive and
negative flow. Output modules convert the digital cFP signal
to a varied voltage fed to the control valves.

The present authors have developed a semi–automated sys-
tem for calibrating and initialising the robot for open–loop
data collection [10]. Here, the robot is manipulated into a
suitable configuration using ‘de–tuned’ proportional control
systems. The operator selects from classical step experiments
or pseudo–random signals for the estimation of nonlinear
models. Figure 3 summarises the basic control system for a
single joint. The system input uk is scaled to lie in the range
-100, representing the maximum power in a negative ‘clos-
ing’ direction, through to +100, representing the maximum
power in a positive ‘opening’ direction. The dead–band of the
system is eliminated by the input calibration step, hence an
input of zero represents no movement. The output yk is the
potentiometer voltage, representing a scaled joint angle.

III. INVERSE KINEMATICS

Since it has no bearing on the end–effector location, the
gripper is neglected from the kinematic solution illustrated
in Figure 4. Gripper control will be considered separately on
the basis of pressure feedback and is beyond the scope of
the present article. Hence, each manipulator is described as

Fig. 2. HydroLek–7W rotational joints.
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Fig. 3. Control system overview for a single joint.

a kinematic model with six solid links and rotational joints.
In fact, the manipulator is over–specified in terms of end–
effector positioning, with the additional degrees–of–freedom
potentially utilised to allow the end–effectors orientation to
be set and to reach past obstacles (for example, to pick up
a contaminated object from a container/skip). The system is
non–trivial to solve for a closed–form, hence incremental steps
in complexity are utilised for testing control performance.

The present research concentrates on the development of
novel joint control systems and initially evaluates these us-
ing a reduced 2–DoF system that allows for straightforward
movement of the end–effector in a plane. Figure 5 shows how
the manipulator is limited to a straightforward 2–DoF system
for Joints 2 and 3, with the remaining joints locked off. Equa-
tions (1) and (2) describe the forward kinematic relationship
of Px and Pz to the joint angles θ1 and θ2, for a generic 2–
DoF planer robot, where Px and Pz represent the horizontal
and vertical positions of the end–effector respectively.

Px = l2c12 + l1c1 (1)

Pz = l2s12 + l1s1 (2)

Here, c1 and s1 denote cos(θ1) and sin(θ1) respectively, c12
and s12 represent cos(θ1 + θ2) and sin(θ1 + θ2), while l1
and l2 are link lengths. Equations (3) and (4) show how this
description is applied to the manipulator geometry in Figure 5,

Px = Rc23−r + a2c2 + a1 (3)
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Fig. 4. 6–DOF kinematic description of HydroLek–7W Manipulator.

Pz = Rs23−r + a2s2 (4)

in which θ2 and θ3 represent the shoulder pitch and elbow
pitch respectively (Figure 2), θR = atan2(a3+a4−a5, d4+d5),
R =

√
(a3 + a4 − a5)2 + (d4 + d5)2 and c23−r represents

cos(θ2 + θ3 − θR). The inverse kinematics are subsequently
derived as follows [11],

c3 =
(Px − a1)

2 + P 2

z −R2 − a2
2

2a2R
(5)

s3 = ±

√
1− c2

3
(6)

θ3 = atan2 (s3, c3) + θR (7)

Similarly,

c2 =
(Px − a1)(Rc3 + a2) + PzRs3

d
(8)

s2 =
Pz(Rc3 + a2)− (Px − a1)Rs3

d
(9)

where d = (Rc3 + a2)
2 + (Rs3)

2. Hence, θ2 is solved by,

θ2 = atan2 (s2, c2) (10)

IV. NONLINEAR POLE ASSIGNMENT

Consider the deterministic form of the SDP model:

yk = wT
kpk (11)

where wT
k is a vector of lagged input and output variables and

pk is a vector of SDP parameters, defined as follows,

wT
k =

[
−yk−1 · · · −yk−n uk−1 · · · uk−m

]
pk = [a1 {χk} · · · an {χk} b1 {χk} · · · bm {χk}]

T

Here yk is the output and uk the control input, while
ai {χk} (i = 1, 2, . . . , n) and bj {χk} (j = 1, . . . ,m) are n

and m state dependent parameters. The latter are assumed to
be functions of a non–minimal state vector,

χ
T
k =

[
wT

k UT
k

]
(12)

a1 a2

R

θR

a3

d4+d5

+a4-a5

J3J2

Fig. 5. 2–DOF description of HydroLek–7W Manipulator.

in which Uk = [U1,k, U2,k, . . . , Ur,k] is a vector of measured
variables, potentially including other joint angles. Any pure
time delay τ ≥ 1 is represented by setting the leading
b1 {χk} . . . bτ−1 {χk} terms to zero. To identify and estimate
this model from experimental data, the authors have used the
back–fitting approach of references [8] and [12].

Using this model, the first author and colleagues have de-
veloped a novel method for nonlinear pole assignment of SDP
systems that guarantees closed–loop stability at the design
stage: see references [6] and [9] for details. The approach is
based on the definition of a suitable non–minimal state space
(NMSS) form. For the present research, the algorithm has been
modified to handle the integrating joint angle dynamics. In
particular, the dead–zone calibration routine ensures that there
is no movement when uk = 0, hence external integral action is
not required. In fact, the destabilizing nature of integral action
has a negative impact on the control performance. For this
reason, the following ‘regulator’ NMSS form is utilised:

xk+1 = F {χk} xk + guk ; yk = hxk (13)

where the n+m− 1 dimensional state vector is,

xk =
[
yk · · · yk−n+1 uk−1 · · · uk−m+1

]T (14)

and the state matrices are defined to satisfy the SDP
model (11), as shown by the example in section V. The state
variable feedback control algorithm is,

uk = −v {χk} xk + k0 {χk} rk (15)

where,

v {χk} = [f0 {χk} . . . fn−1 {χk} g1 {χk} . . . gm−1 {χk}]

is a vector of scheduled control gains, rk is the command input
and k0 {χk} = f0 {χk}+ . . .+ fn−1 {χk}. A vector c {χk}

is defined with a similar structure to v {χk} but in which
ḡi {χk} (i = 1 . . .m− 1) differ from gi {χk} as follows,

gi {χk} =
bτ

{
χk+τ−i

}
bτ

{
χk+τ

} · ḡi {χk} (16)
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Here, c {χk} is determined by defining a suitable matrix
Σk {χk} of model coefficients and solving,

Σ {χk} · c {χk} = d − p {χk} (17)

in which p {χk} and d are the open–loop and desired (time–
invariant and stable) closed–loop coefficients respectively [6].
For brevity, full definitions of the above matrices are omitted
but illustrative solutions for the HydroLek manipulator are
presented in section V. The scaling (16) is necessary in order
to achieve the desired stable closed–loop response and imposes
a clear limitation on bτ

{
χk+τ

}
. In fact, bτ

{
χk+τ

}
�= 0

corresponds directly to the pole assignability condition [6].

V. RESULTS

Preliminary open–loop step experiments (not shown) sug-
gest that a first order linear difference equation, i.e.,

yk = −a1yk−1 + bτuk−τ (18)

provides an approximate representation of individual joints,
with time–invariant parameters {a1, bτ} and the time delay
τ depending on the sampling interval Δt. Such models
have previously been utilized for the development of linear
control systems for large scale hydraulic machinery in the
construction industry [13]. However, further analysis quickly
reveals limitations in the linear model. For the HydroLek, it
is readily apparent that the numerical values of {a1, bτ} are
not repeatable for different step experiments. Most notably, the
value of bτ depends on the magnitude of the applied voltage
utilized for these step experiments, i.e. it is a SDP.

A. System identification
Various candidate SDP structures have been investigated

for open–loop movement of the right hand side manipulator
shoulder and elbow pitch, moving in air with no additional
loading terms, i.e. no objects are held by the gripper. For
these conditions, trial and error experimentation suggests that
a sampling interval of Δt = 0.07 seconds yields a satisfactory
compromise between a fast response and the following low–
order model for control system design,

yk = −a1 {yk−1} yk−1 + b2 {uk−2}uk−2 (19)

The model is based on equation (11) with n = 1, m = τ = 2,
b1 {χk} = 0 and initially χk = [yk−1uk−2]. In fact, the
statistical estimates suggest that a1 {χk} is relatively constant
over time, with the pole close to unity. Assuming a1 = −1,
the system essentially behaves as an integrator. In this case,
b2 {χk} represents the state–dependent angular velocity, ap-
proximated by the following second order polynomial,

b2 {uk−2} = p1u
2

k−2
+ p2uk−2 + p3 (20)

The coefficients in equation (20) are optimized from open–
loop experiments using fminsearch in Matlab R©, yielding the
estimates shown in Table I. The model responses (18) and (19)
are compared with measured data for an illustrative open–loop
shoulder joint experiment in Fig. 6. The SDP model is far
superior, typically explaining over 95% of the output variance,
compared with only 20–60% for the linear model.
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Fig. 6. Upper subplot: applied input voltage plotted against time. Lower
subplot: potentiometer voltage, showing the optimized SDP model response
(thick trace), experimental data (thin) and linear model (dashed).

TABLE I
OPTIMIZED POLYNOMIAL COEFFICIENTS

Joint p1 p2 p3
θ2 −2.2898e−007 1.2576e−005 0.0055
θ3 −1.9290e−007 1.8214e−005 0.0051

B. Control system design
The NMSS/SDP (13) representation of equation (19) is,

xk =

[
yk

uk−1

]
=

[
−a1 b2 {uk−2}

0 0

]
xk−1 +

[
0
1

]
uk−1 (21)

and yk =
[
1 0

]
xk. For b2 {uk−2} > 0, the matrix Σ {χk}

in equation (17) can always be inverted, i.e.,[
f0 {χk}

ḡ1

]
=

[
0 1

b2 {uk−2} a1

]
−1 [

−p1 − p2 − a1
p1p2

]
(22)

in which (z − p1) (z − p2) = z2 − (p1 + p2) z + p1p2 is the
desired closed–loop characteristic polynomial, with the poles
{p1, p2} chosen to lie within the unit circle of the complex
z–plane. For the illustrative results considered in Figures 7, 8
and 9, p1 = 0.9 and p2 = 0.94 are chosen by trial and error
simulation. Utilising (16), the control algorithm (15) is,

uk = −f0 {χk} yk −
b2 {uk−2}

b2 {uk−1}
g1uk−1 + k0 {χk} rk (23)

where f0 {χk} = k0 {χk} = (p1p2 − g1) /b2 {uk−2} and
g1 = −p1 − p2 − a1. Note that g1 is time–invariant in this
case. For the HydroLek, a1 = −1 and b2 {uk−2} is defined
by equation (20). Finally, three linear control systems are also
considered. Experimental results suggests that the most robust
linear algorithm is based on an operating level of uk = 0,
hence utilising equation (20) and Table I, b2 = 0.0055 and
b2 = 0.0051 for the shoulder and elbow joints respectively.
For comparison, linear controllers are also developed for the
maximum input signal each direction, i.e. equation (20) with
uk = −100 and uk = 100. In each case, equation (22) is
solved off–line for these time–invariant coefficients.
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C. Experimental results

Typical practical results for the NMSS/SDP controller are
illustrated by Fig. 7, showing a satisfactory response across a
range of operating levels. The linear controller based on an
operating level of uk = 0 or 100 yields a slower response
(not shown), since the model utilised tends to ‘overestimate’
the steady state gain of the system. By contrast, the linear
controller based on uk = −100 works adequately for large
negative steps in the command (since these are associated with
large negative values of the input) but tends to overshoot the
set point at other times, as illustrated by Fig. 8.

Here, it should be emphasized that the control objective is
to follow the particular response specified by the design poles.
Although arbitrarily chosen for the present article, which
focuses on the low–level joint control problem, the poles and
command sequences are generally determined by the higher–
level control module for optimising tasks using the attached
tools. Hence, the faster speed of response and overshoot for
the linear design in Fig. 8 represents an undesirable deviation
from the required behaviour of the system.

Fig. 9 shows this error between the experimentally observed
joint angle and the ideal or ‘design’ response. The latter is
obtained by simulating a transfer function with the design
poles in open–loop. In Fig. 9, the grey and black shading
highlights the errors for the SDP and linear controllers re-
spectively. Hence the black colour represents the additional
errors associated with the linear controller in each case,
demonstrating the improved performance of the NMSS/SDP
design against all three linear controllers. The mean absolute
errors between the joint angle and ideal response for each of
the controllers (i.e. SDP and the linear controllers associated
with each operating level) are summarised in Table II, for
experiments similar to Fig. 7 and Fig. 8.

Finally, Figures 10 and 11 illustrate a resolved motion
experiment based on the kinematic equations discussed in
section III. Here, the end–effector is programmed to trace a
circle in a clockwise motion, followed by a second lower circle
in an anticlockwise direction, with point–to–point motion
between. In fact, the circular movement is also based on point–
to–point motion, with the trajectory defined by a series of
small steps in the positional set point for [px, pz]. The speed
of response is determined by the number of iterations and the
waiting time for each point. This straightforward approach to
positional trajectory planning appears to work well in practice
for hydraulically operated robotic manipulators [13].

Although the linear and nonlinear responses in Figure 10
are visually very similar, small joint angle errors are prop-
agated in relation to the position of the end–effector for
these resolved motion experiments. Once the experimental
data are displayed in Cartesian form on the work–plane, as in
Figure 11, the potential benefits of high performance nonlinear
control become more apparent, particularly when relatively
fast movement is required. For the illustrative results shown,
each circle was programmed to be completed in 6 seconds,
with the experiment repeated three times in Figure 11.
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Fig. 7. Clockwise from upper left: closed–loop experiment showing the
response of joint angle (thick trace) to a sequence of step changes in the
command (thin), b2 {χk}, f0 {χk} and uk , all plotted against time.
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Fig. 8. Closed–loop response of joint angle to positive (joint opening) and
negative (closing) step changes in the command input, showing experimental
data obtained using the linear (thin trace) and nonlinear (thick) controllers,
compared to the simulated design response (dashed), all plotted against time.
Upper subplot: potentiometer voltage. Lower subplot: applied input voltage.

VI. CONCLUSIONS

This article has considered state–dependent parameter
(SDP) models and non–minimal state space (NMSS) con-
trol design for the hydraulically actuated joints of a mobile
robot designed for nuclear decommissioning. The analysis
suggests that a univariate SDP model with state–dependent
gain, representing the angular velocity, is adequate for fast and
smooth control of the manipulators. However, the authors are
presently investigating other configurations and settings with
a view to identifying additional state variables and potential
multivariable state–dependencies.

To illustrate the modelling approach and typical closed–
loop results, the analysis has concentrated on experimental
data associated with the shoulder and elbow pitch of one
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Fig. 9. Errors between the experimentally observed joint angle and the
design response, plotted against time, comparing the nonlinear (grey shading)
and linear (black) controllers for experiments similar to Fig. 7 (right hand side
subplots) and Fig. 8 (left). Upper subplots: linear controller based on operating
level uk = −100. Middle subplots: uk = 0. Lower subplots: uk = 100.
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Fig. 10. Closed–loop response for a resolved trajectory, showing experimental
data obtained using the linear (dashed) and nonlinear (black) controllers,
together with the set point generated by the inverse kinematics (gray), plotted
against sample number. Upper subplot: Joint 2. Lower subplot: Joint 3.

manipulator. The authors are now investigating the remaining
joints, with a view to the development of a high–level control
algorithm for resolved control of the dual–manipulators. In
the future, these algorithms are intended to be part of a self–
calibrating and self–tuning automatic control system.

ACKNOWLEDGMENT

The authors are grateful for the support of Brokk UK Ltd.
and HydroLek Ltd., who supplied the base robotic systems,
and the Nuclear Decommissioning Authority (NDA), who
have part–funded this research. The statistical tools have been
assembled as the CAPTAIN toolbox within the Matlab R©

software environment and may be obtained from the second
author [12].

600 800 1000

−600

−500

−400

−300

−200

−100

0

100

200

Px (mm)

Pz
 (m

m
)

Fig. 11. End–effector location associated with Fig. 10, showing experimental
data obtained using the linear (dashed) and nonlinear (black) controllers,
together with the set point generated by the inverse kinematics (gray).

TABLE II
MEAN ABSOLUTE ERROR BETWEEN JOINT ANGLE AND IDEAL RESPONSE.

SDP uk = −100 uk = 0 uk = 100
Fig. 7 0.1640 0.5229 0.2414 0.2400
Fig. 8 0.0921 0.2289 0.1030 0.1346

REFERENCES

[1] D. W. Seward, C. M. Pace, and R. Agate, “Safe and effective navi-
gation of autonomous robots in hazardous environments,” Journal of
Autonomous Robots, vol. 22, pp. 223–242, 1999.

[2] M. J. Bakari, D. W. Seward, and C. J. Taylor, “The development of
a prototype of a multi–arm robotic system for decontamination and
decommissioning applications within the nuclear industry,” in 12th In-
ternational Conference on Environmental Remediation and Radioactive
Waste Management, Liverpool, UK, October 2009.

[3] Q. Ha, D. Rye, and H. Durrant-Whyte, “Fuzzy moving sliding mode
control with application to robotic manipulators,” Automatica, vol. 35,
pp. 607–616, 1999.

[4] M.-H. Chiang and H. Murrenhoff, Adaptive servo–control for hydraulic
excavators, ser. Power Transmission and Motion Control. Professional
Engineering Publishing Limited, UK, 1998.

[5] B. Fidan, Y. Zhang, and P. A. Ioannou, “Adaptive control of a class
of slowly time varying systems with modeling uncertainties,” IEEE
Transactions on Automatic Control, vol. 50, pp. 915–920, 2005.

[6] C. J. Taylor, A. Chotai, and P. C. Young, “Nonlinear control by input–
output state variable feedback pole assignment,” International Journal
of Control, vol. 82, pp. 1029–1044, 2009.

[7] C. J. Taylor, A. Chotai, and D. Robertson, “State dependent control
of a robotic manipulator used for nuclear decommissioning activities,”
in IEEE International Conference on Intelligent Robots and Systems
(IROS), Taipei, Taiwan, October 2010.

[8] P. C. Young, P. McKenna, and J. Bruun, “Identification of nonlinear
stochastic systems by state dependent parameter estimation,” Interna-
tional Journal of Control, vol. 74, pp. 1837–1857, 2001.

[9] C. J. Taylor, A. Chotai, and K. J. Burnham, “Controllable forms for
stabilising pole assignment design of generalised bilinear systems,”
Electronics Letters, vol. 47, pp. 437–439, 2011.

[10] D. Robertson, “HydroLek data acquisition & controller testing,” Engi-
neering Department, Lancaster University, UK, Tech. Rep., 2011.

[11] R. Manseur, Robot Modelling & Kinematics. Charles River, 2006.
[12] C. J. Taylor, D. J. Pedregal, P. C. Young, and W. Tych, “Environmental

time series analysis and forecasting with the Captain Toolbox,” Envi-
ronmental Modelling and Software, vol. 22, no. 6, pp. 797–814, 2007.

[13] E. M. Shaban, S. Ako, C. J. Taylor, and D. W. Seward, “Development of
an automated verticality alignment system for a vibro–lance,” Automa-
tion in Construction, vol. 17, pp. 645–655, 2008.

764



Design and Control of Material Transport System for 
Automated Guided Vehicle 

 

Wu Xing, Lou Peihuang, Cai Qixiang, Zhou Chidong, Shen ke, Jin chen 
College of Mechanical and Electrical Engineering 

Nanjing University of Aeronautics and Astronautics 
Nanjing, P. R. China 

Wustar5353@nuaa.edu.cn 
 
 

Abstract—Automated guided vehicle (AGV) is used widely in 
many industrial applications to transport materials. A long-travel 
material transport system is designed and controlled in this 
paper for a unit load AGV to transfer the material pallet from 
AGV to the load stand and back, including a both-side three-level 
push-pull load-transfer mechanism and a programmable logic 
controller (PLC). AGV follows the path of the magnetic tapes in 
the floor, and locates itself according to the RFID tags beside the 
load stand. The PLC detects the docking position of AGV and the 
load stand, and controls the horizontal and vertical movement of 
the load-transfer mechanism by using a stepper motor and an 
electric push rod. The load transfer experiments of our AGV 
testify the performance of this material transport system. 

Keywords-automated guided vehicle; material transport; load 
transfer; mechanism control 

I.  INTRODUCTION 
Automated guided vehicle (AGV) is a driverless, steerable, 

wheeled industrial vehicle that follows markers or wires in the 
floor, or uses vision or lasers. The largest consumer of AGVs is 
the automotive industry, yet AGVs are also common in other 
industries, including warehouses and distribution centers, 
paper, printing, textiles, and steel industries [1]. In these 
applications, AGVs have been found to increase routing 
flexibility, improve space utilization, ensure safety, and 
reduced overall operational cost [2]. 

According to the means of load transfer, AGVs can be 
classified as towing AGV, unit load AGV, pallet truck AGV, 
and fork truck AGV [3]. Towing AGV was the first type 
introduced and is still a very popular type today. It can tow 
single or multiple trailers by using hooks to provide traction. It 
has a simple structure and a capability of several times more 
materials than conventional unit load AGV. However, it has a 
difficulty to control the trailer position and has a larger turning 
radius. Unit load AGV is equipped with decks, which permits 
unit load transportation and often automatic load transfer. The 
decks can either be lift and lower type, powered or non-
powered roller, chain or belt decks or custom decks with 
multiple compartments. Pallet truck AGV is designed to 
transport palletized loads to and from floor level, and it can 
eliminate the need for fixed load stands. Fork truck AGV is 
ideal for applications where automatic load pickup or delivery 
is required from floor or various height elevations. It has 

counterbalanced or straddled leg configurations depending on 
application requirements. 

Initially, AGV paths are specified by electric wires placed 
approximately 1 inch below the ground [4]. It requires the 
expense of cutting the floor for the entire travel route, and it 
can not be easily removed and relocated if the course needs to 
change. Due to these disadvantages, Many AGVs begin to use 
tape in the floor as the guide path. The tapes can be magnetic, 
colored or other media. AGV uses the magnetic sensor to 
detect the magnetic tape and then follow the path [5], or uses 
the vision sensor (e.g. camera) to identify the colored tape [6-7]. 
In order to measure the position of AGV on the path, magnetic 
and visual coded signs can be used as artificial landmarks to 
express its absolute coordinates. Additionally, radio frequency 
identification (RFID) is regarded as a promising technology 
suitable for location and navigation of robot that can achieve a 
pervasive automation [8]. It can contain a large amount of data 
coded information compared to magnetic and visual signs. 

We intend to design and develop an intelligent AGV guided 
by the magnetic tapes and located by the RFID tags to achieve 
the pervasive automation of materials transport and transfer, by 
combining the high guidance accuracy and setting convenience 
of magnetic taps with the high information capacity of RFID 
tags. The pervasive automation requires a close collaboration 
between vehicle guidance and material transport. This paper 
presents a long-travel material transport system for a unit load 
AGV having been equipped with the guidance control system. 
Section II proposes a material transport control methodology 
containing docking, retrieving and depositing for the unit load 
AGV. Section III designs a push-pull load-transfer mechanism 
that can pick up and down the material pallet in both sides. 
Section IV develops a PLC-based control system to detect the 
position of executive mechanisms and control their movements 
in the load transfer process. Section V presents the load transfer 
experiments, and a conclusion is given in section VI. 

II. LOAD TRANSFER METHODOLOGY 
Unit load AGV has many kinds of decks (e.g. lift, roller, 

chain, etc) to transport materials. In the consideration of the 
transfer requirements of automobile assembly production lines, 
we suggest a material transport control methodology to locate 
AGV beside the load stand accurately and retrieve and deposit 
the pallet automatically.  

This work was supported by the National Natural Science Foundation of 
China (No.61105114 and No. 51175262), and the Research Fund of Nanjing 
University of Aeronautics & Astronautics (No. NC2012005). 
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A. Docking 
A load stand is the fixed port where the material pallet is 

transferred from the AGV to the workstation and back. AGV 
movement near the load stand is controlled differently to its 
movement on the path since both a higher accuracy and a 
different obstacle avoidance technique are needed. In the close 
proximity to the load stand, AGV needs to navigate closer to 
obstacles and it must reach the designated point with greater 
precision. In order to achieve the accurate docking distance 
between AGV and the load stand, the real-time position of 
AGV needs to be updated continuously and AGV pose needs 
to be adjusted accurately.  

Our AGV navigates on the specified paths by following the 
magnetic tapes, as shown in Fig.1. A magnetic guide sensor is 
mounted in the lateral center of AGV body, and it can detect 
the lateral deviation between AGV and the desired paths. Path 
tracking control is used to eliminate this deviation and keep 
AGV on the path. When the load stands are placed accurately 
beside the paths, the lateral position between AGV and the load 
stand can be guaranteed by controlling the lateral deviation. On 
the other aspect, the longitudinal position from AGV to the 
load stand is also very important to the docking process. It can 
be controlled by dead reckoning that accumulates the traveling 
distance by supposing pure rolling of AGV wheels. In fact, 
dead reckoning data tends to drift due to wheel slippage. It is 
necessary to reset the dead reckoning counters according to 
some artificial landmarks before AGV enters the docking area. 
Here we put several RFID tags on the path near the load stands, 
as shown in Fig.1. The longitudinal position begins to sum up 
by using dead reckoning after AGV reads the RFID tags. The 
RFID sensor is installed in the head of AGV, which is designed 
as a semi-open structure in order to avoid the shielded metal 
environment that may block the RFID signals. 

 

Figure 1.  Materials transport path 

B. Retrieving 
Retrieving means AGV picks up the material pallet from 

the load stand. After AGV arrives at the accurate docking spot, 
it should check whether there is the designated pallet in the 
load stand. If it exists, AGV begins to pull it by using its load-
transfer mechanism. AGV locates itself by making its side 
facing the front of the load stand, and the pallet needs to be 
pulled to AGV from its side. AGV should dock in the close 
proximity to the load stand in the lateral direction to reduce the 
transfer distance, as shown in Fig.2. Since the width of the 
load-transfer mechanism is no more than that of AGV body, 
the retrieving process is proposed as following actions. 

(1) The mechanism moves downwards to make its convex 
blocks below the sockets of the pallet in the vertical direction. 

(2) The mechanism moves towards the pallet to make its 
convex block 2 aligned with socket 1 in the lateral direction. 

(3) The mechanism moves upwards to make its convex 
block 2 inserted into socket 1. At this time the load-transfer 
mechanism has grasped the pallet. 

(4) The mechanism moves backwards to pull the pallet on 
AGV gradually. At this time block 2 (shown as the dashed 
lines) has aligned with the initial position of block 1 (shown as 
the solid lines) in the lateral direction. 

(5) The mechanism moves downwards to release the pallet. 
At this time, the pallet has been placed on AGV. 

(6) The mechanism moves towards the pallet to make its 
convex block 1 and 2 aligned with socket 1 and 2 respectively 
in the lateral direction. Note that at this time they are aligned 
on AGV. 

(7) The mechanism moves upwards to make its convex 
block 2 inserted into socket 2 (block 1 also inserted into socket 
1). So the load-transfer mechanism can hold the pallet firmly 
when the pallet is carried in the travel. 

 

Figure 2.  Load pickup approach 

C. Depositing 
Depositing means AGV puts down the material pallet to the 

load stand. AGV should contact the workstation and verify the 
load stand is free before the material delivery process starts. 
The pallet is pushed to the load stand from the side of AGV. It 
is a similar process of retrieving as following actions, shown in 
Fig.3. 

(1) The mechanism moves downwards to depart from its 
initial position, shown as step (1) in Fig.3. 

(2) The mechanism moves away from the pallet to make its 
convex block 2 aligned with socket 1 in the lateral direction, 
shown as step (2) in Fig.3. 

(3) The mechanism moves upwards to make its convex 
block 2 inserted into socket 1. At this time the load-transfer 
mechanism has grasped the pallet, shown as step (3) in Fig.3. 

(4) The mechanism moves towards the load stand to push 
the pallet on it gradually, shown as step (4) in Fig.3. 
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(5) The mechanism moves downwards to release the pallet. 
At this time, the pallet has been placed on the load stand, 
shown as step (5) in Fig.3. 

(6) The mechanism moves backwards to align itself with 
AGV body in the lateral direction, shown as step (6) in Fig.3. 

(7) The mechanism moves upwards to return its initial 
position that is always kept when AGV follows the paths. 

 

Figure 3.  Load putdown approach 

III. LOAD-TRANSFER MECHANISM DESIGN 
In order to execute the retrieving and depositing behaviors 

required in the long-travel materials transport process, a both-
side three-level push-pull load-transfer mechanism is designed. 
This mechanism contains a lifting module and a translational 
module, as shown in Fig.4. 

 

Figure 4.  Load-transfer mechanism 

A. Lifting module 
Lifting module is able to change the vertical height of the 

platform by using a cross-shaped mechanism, as shown in 
Fig.5. Two rods are linked at the middle point by using a hinge 
3 to form a cross shape. Hinge 1 and rail 1 are fixed on the 
upper surface of AGV body. Hinge 2 and rail 2 are fixed on the 
lower surface of the platform. An electric push rod mounted on 

AGV surface impels slider 1 to make it move forwards and 
backwards along rail 1. When slider 1 moves forwards, hinge 3 
is pulled to move along arc 1, slider 2 to move along arc 2, and 
hinge 2 to move downwards in the vertical direction, shown as 
dashed shapes in Fig.5. As a result, the platform follows their 
movements and lowers itself. When slider 1 moves backwards, 
these parts moves in reverse trajectories, and their movements 
lift the platform consequently. In order to control two limit 
positions of the platform in the vertical direction, two travel 
switches can be placed at two ends of rail 1 accurately.  

 

Figure 5.  Lifting module 

B. Translational module 
Translational module is fixed on the platform and moved 

by lifting module upwards and downwards. This module is 
responsible for the lateral movement of their convex blocks by 
using a three-level planar mechanism, as shown in Fig.6. The 
low-level plane is the platform, and a stepper motor is installed 
on its lower surface. Gear 1 is linked with the motor shaft by 
using a key, and gear 2 is supported by a stationary mandrel. 
On its upper surface, rail 1 is fixed near the right border, and 
rack 2 is in its middle line. The middle-level plane (plane 2) 
has slider 1 and slider 2 fixed on its upper and lower surfaces 
symmetrically, and has gear 3 supported by another stationary 
mandrel in the center of its upper surface. The high-level plane 
(plane 3) has rail 2 mounted near the right border on its lower 
surface, and rack 3 in its middle line. Convex block 1 and 2 are 
located on its upper surface, as shown in Fig.2. 

 

Figure 6.  Translational module 

The stepper motor drives gear 1 via the connecting key, and 
then gear 1 makes gear 2 roll on rack 1 by engaging tooth. 
Since the platform is fixed with lifting module, plane 2 moves 
relatively to the platform in the lateral direction. Gear 3 is 
pushed forwards by plane 2, and it rolls on the lower rack 2 of 
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the platform and on the upper rack 3 of plane 3 simultaneously. 
If plane 2 is selected as the reference coordinate system, plane 
2 and plane 3 have an opposite translational movement with the 
same speed rate. Therefore, when the platform is stationary, if 
plane 2 has a translational speed and displacement in one 
direction, plane 3 will have a double speed and displacement in 
the same direction. It is the basic principle on which the large-
travel translational movement is implemented based by using 
the three-level planar mechanism with gears and racks. In order 
to control two limit positions and one initial position of plane 3 
in the lateral direction, three travel switches can be placed at 
two ends and in the middle of rail 1 accurately. 

IV. CONTROL SYSTEM DEVELOPMENT 
A Siemens PLC S7-224XP CN is adopted as the controller 

of the material transport system, in charge of controlling the 

lateral movement of translational module by using the stepper 
motor, regulating the vertical movement of lifting module by 
using the electric push rod, and communicating with the on-
board controller of AGV, as shown in Fig. 7. 

The PLC has two high-speed impulse output ports Q0.0 and 
Q0.1, which can generate a PWM pulse or a PTO pulse. PWM 
means the duty cycle is variable by fixing pulse cycle and 
changing pulse width. They are accumulated by counters with 
the maximum value of 65535 and based on time unit of micro-
second or millisecond. PTO is a pulse sequence of square wave 
with a fixed duty cycle of 50%. Their pulse number can change 
in the range of 10~65535Ñs or 2~65535ms. The stepper motor 
is controlled by a PTO pulse from Q0.0 and a direction signal 
from Q0.1. The PLC sends a pulse to make the stepper motor 
rotate over a step angle, and then checks whether the switch is 
triggered by the translational module. 

AGV 
controller

Material 
transport 
controller

I0.0Retrieving instruction

I0.1Depositing instruction

I0.2Stop instruction

I0.3Reset instruction

Q0.2Retrieving done

Q0.3Depositing done

I1.0

I1.1

I1.2

I1.3

I1.4

Switch 1Left limit

 Translational module

Switch 2Right limit
Switch 3Initial 

position

Switch 4
Lower limit

Switch 5
Upper limit

 Lifting module

Q0.0 Q0.1

Pulse signal Direction signal

Stepper motor

Q1.0 Q1.1

Electric push rod

Push signal Pull signal

 

Figure 7.  Material transport control system 

 

Figure 8.  Retrieving control diagram 
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After AGV arrives at the accurate docking spot and checks 
its pallet target, AGV controller sends a retrieving instruction 
to the PLC that starts the entire control process, as shown in 
Fig8. Firstly, the PLC gives a push signal to the electric push 
rod, and it pushes sliders forwards to lower lifting module. 
When switch 4 sends a lower limit signal back to the PLC, it 
stops the push rod, and the convex blocks have moved below 
the sockets. Secondly, the PLC gives a forward pulse sequence 
to the stepper motor. The motor drives plane 2 and 3 towards 
the load stand. When switch 2 sends a right limit signal back to 
the PLC, it stops the stepper motor, and convex block 2 has 
aligned with socket 1. Thirdly, the PLC gives a pull signal to 
the electric push rod, and it pulls sliders backwards to raise 
lifting module. When switch 5 sends an upper limit signal back 
to the PLC, it stops the push rod, and convex block 2 has 
inserted into socket 1. Fourthly, the PLC gives a backward 
pulse sequence to the stepper motor. The motor drives plane 2 
and 3 backwards AGV. When switch 1 sends a left limit signal 
back to the PLC, it stops the stepper motor, and block 2 has 
aligned with the initial position of block 1 in the lateral 
direction. Fifthly, the PLC gives a push signal to the electric 
push rod until switch 4 feeds back a lower limit signal. Convex 
block 2 has retracted from socket 1 and plane 3 has released the 
pallet. Sixthly, the PLC gives a forward pulse sequence to the 
stepper motor until switch 3 feeds back a middle position 
signal. Convex block 1 and 2 has aligned with socket 1 and 2 
respectively in the lateral direction. Lastly, the PLC gives a 
pull signal to the electric push rod until switch 5 detects an 
upper limit signal. Convex block 1 and 2 has inserted into 
socket 1 and 2, and plane 3 has grasped the pallet again. 

V. LOAD TRANSFER EXPERIMENTS 
In order to test the material transport system of AGV, the 

load transfer experiments are carried out in our laboratory. A 
ring closed path is laid out in the floor by using magnetic tapes. 
One load stand is placed on a designated spot accurately beside 
the path, which is used as a load pickup workstation as well as 
a load delivery workstation. Firstly, AGV starts at an arbitrary 
point of the path and moves towards the load stand. After it 
arrives at the accurate docking spot, it picks up the pallet from 
the load stand automatically. Then it continues to run on the 
ring path and comes back to the load stand when it finishes the 
circle of path. After it checks the load stand is free, it delivers 
the pallet to the load stand automatically, as shown in Fig.9. 
Fig.9.(a) shows the grasp operation that plane 3 holds the 
platform by inserting convex block 2 into socket 1 when the 
electric push rod pulls sliders backwards to raise lifting module. 
Fig.9.(b) shows the push operation that plane 3 pushes the 
platform to the load stand when the stepper motor drives rack 1 
and 3 move forwards. 

In the load transfer experiments, retrieving and depositing 
operations of AGV are executed continuously in a periodic 
way up to 8 hours. This satisfactory experiment result can only 
be achieved when the material transport system already has 
two control capacities at the same time. One is that AGV can 
locate itself accurately on the same spot beside the load stand at 
each time. So the longitudinal position and the lateral position 
between AGV and the load stand can be guaranteed strictly. 
Usually, the longitudinal position error is less than ±15mm,

and the lateral position error is less than ±10mm. The other is 
that the load-transfer mechanism can arrive at the precise 
position to grasp the platform, push the platform to the correct 
position of the load stand, and pull the platform back to itself 
accurately. The experiments show that the translational module 
has a position error less than ±1mm, and the lifting module has 
a position error less than ±3mm. It is seen that the performance 
of the material transport system can be guaranteed by the high 
repeatable accuracy of AGV and its load-transfer mechanism. 

 
(a) grasping the platform 

 
(b) pushing the platform 

Figure 9.  Load transfer experiments 

VI. CONCLUSIONS 
This paper designs a long-travel material transport system 

for a unit load AGV. AGV follows the path of the magnetic 
tapes in the floor, and locates itself according to the RFID tags 
beside the load stand. A load transfer methodology containing 
docking, retrieving and depositing is proposed firstly. A push-
pull load-transfer mechanism is then designed to pick up and 
down the pallet in both sides, including a lifting module that 
changes the vertical height of the platform and a translational 
module that moves their convex blocks in the lateral direction. 
Thirdly, a PLC-based control system is developed to detect the 
position of executive mechanisms and control their movements. 
Lastly, the load transfer experiments of our AGV testify the 
performance of this material transport system. 
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Abstract— The elderly population worldwide has an increasing 
expectation of well-being and life expectancy. The monitoring of 
elderly people on an individual basis, in a medical sense, will not 
be a viable proposition in the future. The infrastructure available 
is not adequate to meet all expectations and subsequently people 
will continue to live at home with inadequate care. Prior research 
has shown an accelerated need for the expansion in the Ambient 
Intelligence (AmI) domain and to that end we present a novel 
learning technique for intelligent agents that are embedded in 
Ambient Intelligent Environments (AIEs). A novel agent that 
combines an emotion recognition system with a fuzzy logic based 
learning and adaptation technique provides for an automated 
self-learning system that constantly adapts to individual 
requirements. This agent, entitled Health Adaptive Emotion
Fuzzy Agent (HAOEFA), has the ability to model and learn the 
user behaviour in order to control the environment on their 
behalf with respect to his/her emotional preferences. In addition, 
the agent incorporates temporal adaption in order to facilitate 
changing behaviour and preferences within the environment. The 
results show that such architecture can both provide monitoring 
and ambient environmental control features such that users with 
limited physical or cognitive functions can have their well-being 
advanced with limited external resources.

Keywords: Fuzzy Logic Systems, Ambient Assisted Living 
Systems, Adaptive Intelligent Agents, Ambient Intelligent Home 
Care Environments, Well-being. 

I. INTRODUCTION

The world is being overtaken by different demographic 
trends that will affect the human life over the coming years. 
One of these trends is labelled as global ageing where in the 
next few decades it promises to affect everything from business 
psychology and workforce productivity to the shape of the 
family and the direction of global capital flows [1]. For 
instance, according to the Office for National Statistics (ONS) 
[2] the percentage of the population aged 65 and over within 
the UK has increased from 15% in 1984 to 16% in 2009, which 
is an increase of 1.7 million people. More important is in the 
same period of time, the percentage of the population aged 
under 16 decreased from 21% to 19%. Future estimation were 
calculated where it presents that by the year 2034, 23% of the 
population is projected to be aged 65 and over compared to 
18% aged under 16. Also, a chart presented by the HelpAge 

International [3, 4] showed in Fig. 1 shows different world 
countries in different regions ageing around the globe as years 
pass. The vertical axis measures the percentage of each 
country’s population between 65-79 years, the horizontal axis 
measures shows the countries’ population get "older" as they 
move upwards and across the years [4]. 

Fast ageing of populations is presenting different 
challenges for developed and developing countries. These 
challenges include economic challenges, strains on pension and 
social security systems, bigger demand on long-term care as 
well as health care, and bigger demand for trained-health 
workforce. To address such challenges computer scientists 
attempted to develop a variety of interactive systems that can 
communicate with humans as well as helping people through 
their daily life activities. So, the use of new technologies such 
as ambient sensors can help doctors to monitor certain 
activities of elderly people within their houses in order to 
collect more information about the person. It can help them to 
understand the alteration of the human well-being status.  

Figure 1. World population over the years [4] 

With intelligent home care assistance, care providers can 
use these aspects and functionalities of sensors (such as kitchen 
sensor activated, fridge door opened, cold water run for 20 
seconds, kettle switched on for 60 seconds) in order to clearly 
understand the individual’s wellbeing current state, as well as 
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answering judgmental questions (such as “is occupant sleeping 
regularly”, “has the occupant any repeating eating disorder in 
the last few months”,  etc.) [5]. 

Such techniques of intelligent data monitoring, information 
clustering and analysis can enable doctors to make accurate 
diagnosis before it is “late”, and by “late” it is meant the doctor 
was able to identify accurately the current situation before it 
reaches a critical state [6]. These efforts of advancing 
technology to pervade everyday life and to foster wide 
availability and acceptance was yielded in 1991 when Mark 
Weiser [7] introduced his vision of ubiquitous computing in his 
famous article "The Computer for the 21st Century" [7]. Thus, 
different approaches developed have attempted to help 
decreasing the global ageing trend where applications such as 
Tele-care systems developed by Martin et al. [5] tries to 
produce emergency alerts system that helps in critical 
situations. Also, research scientists in the Ambient Intelligent 
Center (AMIC) located in the German University in Cairo [8] 
have developed an AIE that can learn, and model the user 
behaviour as well as adapt to the changes of his needs, habits, 
and gestures in an invisible none interrupting way. In Essex, 
the Computational Intelligence Centre research team [9] used a 
soft computing approach based on computational intelligence 
techniques in order to control the environment on the user 
behalf and adapt to his/her needs. According to Riva [10] the 
Intelligent Mixed Reality (IMR) is the most determined 
illustration to ambience intelligence where it can be invasively 
integrated and embedded into physical real life environments. 
It will allow the user to interact with other persons and the 
environment itself in a usual way. The Research group in 
University of Bristol identified the three generations of telecare 
as the first generation systems are typically for “panic alarms 
situations” such as falling on the ground, the second generation 
systems are more complicated where they use sensors to detect 
needed assistance in certain situations and send alarm to family 
members, friends or to a monitoring agency. Finally, the third 
generation vision where it tries to predict early warnings for 
possible emergency situations by observing intrusively 
significant changes in the person’s “well-being” [5, 11].

Most of the research in the intelligent environments field is 
focused on controlling and adapting the environment to its user 
according to their behaviour preferences [12], less focus has 
been given to the user emotional state within the environment. 
Therefore, this paper aspect is to show a developed embedded 
intelligent agent that has the ability to understand the user 
behaviour in a real-life physical environment pervasively. In 
addition to, the emotions recognition that take place over time 
in order to understand the domain of the word well-being and 
how does it affect the user behavioural actions within the 
environment. For instance, a person notices that his house has 
been burglarised. The person assesses the situation, which 
triggers anger. His heart rate, respiration rate starts to increase 
rapidly. Consequently, the person contacts the police. Such a 
situation handling strategy shapes the emotional reactions by 
adjusting the link between a person and their environment [13]. 

Various experiments had took place in which the intelligent 
agent has learned the user behaviour and their emotions during 
an extended experiment of 14 consecutive days in Glamorgan 
intelligent home care (Glam i-HomeCare) that acts like a real 

world AIE test bed. The rest of this paper is structured as 
follows. In Section II, we will introduce our test bed for AIEs 
which is the Glam i-HomeCare. Section III presents a 
description of the life-long learning and adaptation agent 
entitled HAOEFA. Section IV presents the experiments and 
results obtained while testing HAOEFA in the environment. 
Finally, Section V provides the conclusion and future work. 

II. GLAMORGAN I-HOMECARE OVERVIEW

The Glam i-HomeCare is one of the real physical AIE test 
beds shown in Fig. 2, located in the University of Glamorgan. 
It aims at Home Care AIEs where it looks like any other 
ordinary room containing furniture. However, it consists of a 
big number of embedded actuators, processors and sensors that 
are connected to each other through an assorted network [14].
The Glam i-HomeCare is a single user space that can be used 
in a wide range of activities such as reading books, watching 
TV, and eating dinner, etc. 

Figure 2. The Glam i-HomeCare Environment 

Any networked computer that can run a standard Java 
process can access the Glam i-HomeCare easily. Thus, this 
multimedia PC shown in Fig. 2 can also act as an interface 
controlling the actuators inside room wirelessly. The Glam i-
HomeCare Network Infrastructure shown in Fig. 3 is equipped 
with various embedded actuators and sensors that consists of: 
date, time of day, internal light level sensor, external light level 
sensor, internal temperature sensor, external temperature sensor 
and an occupancy sensor. The developed agent can control four 
dimmable floor standing up lights and the TV inside the room. 
These actuators and sensors are embedded within the room 
infrastructure in order to keep the user completely unaware of 
the intelligent infrastructure developed, which is required to 
reach the main aim of AIEs [15]. 

Although the Glam i-HomeCare environment looks like 
any other room, the walls and the celling hide numerous 
networked embedded devices residing on two different 
networks. Since, it is essential to manage the access of the 
devices, gateways between different networks critical 
components in such systems, while combining appropriate 
granularity with security. Glam i-HomeCare network 
architecture provides the diverse infrastructure present in 
ubiquitous computing environments that allow us to improve 
network independent solutions [16]. 
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Figure 3. Glam i-HomeCare Network Infrastructure 

Fig. 4 shows photos of the various sensors located in the 
Glam i-HomeCare where its values are displayed on our fuzzy 
agent interface shown in Fig. 7(b) that operates from the 
standard multimedia PC in the room presented in Fig. 2. 

Figure 4. Glam i-HomeCare Sensors 

III. THE HEALTH ADAPTIVE ONLINE EMOTION FUZZY 
AGENT (HAOEFA) 

The proposed agent, entitled as Health Adaptive Online 
Emotion Fuzzy Agent (HAOEFA), is a Type-1 Fuzzy Logic 
Controller (FLC). HAOEFA uses an unsupervised 
methodology to extract fuzzy membership functions and fuzzy 
rule sets from the data gathered during the learning process, in 
order to build a fuzzy logic controller that will be capable of 
learning and modelling the user’s behaviour while taking in 
consideration his/her emotional preferences. These data are 
gathered by monitoring the user interaction inside the real life 
environment over a certain period of time. HAOEFA allows its 
interface to take controls actions in the Glam i-HomeCare 
environment based on the present situation (state of inputs) and 
the user emotional state. Additionally, the adaptive agent have 
the ability to control and manage the room on behalf of the user 
as well as allowing the rules set to be extended online and 
adapted over time, achieving a life-long learning technique that 

adjust to environmental changes and user’s behaviour adjusting 
to it. The HAOEFA consist of the five following phases as 
shown in Fig. 5: 

1. Monitoring the user’s behavior and capturing the 
input/output data that are associated with user’s 
actions with in the environment. 

2. Extraction of fuzzy membership functions from the 
data. 

3. Extraction of the user emotional states. 

4. Extraction of the fuzzy rules from the captured data. 

5. The agent controls the AIE on behalf of the user  

6. Life-long learning and adaptation mechanism. 

Figure 5. HAOEFA Flow Diagram. 

As presented in Fig. 5, the last two phases of this algorithm 
are control loops that once started, it receives the environment 
inputs as changes of sensor values. Subsequently, HAOEFA 
produces the right control response based on the set of learned 
rules. Moreover, if the user is not satisfied by the agent control, 
he/she can take over with a simple change to the system 
Graphical user interface (GUI) that will lead to a modification 
in their environment behavioural actions. Therefore, the rules 
learned by the system will be adapted to the new preference 
instantly. 

A. Input/Output Data Capture 
In the learning process the agent displays the different 

sensor values shown in Fig. 7(b) and monitors the user actions 
in the room. Every five minutes the agent records a "snapshot" 
of the current sensor values. For instance, a snapshot of the 
Glam i-HomeCare environment would look like the following 
statement: 

Occ Int_Light Ext_Light Int_Temp Ext_Temp Hour Heart_Rt Body_Temp Body_MoveResp__Rt B_Orient Emotion
1 853 61895 15.46 20.69 12.5 68 28.5 16 19.2 18 0
1 853 61895 15.36 21.05 12.5 67 28.5 16 19 18 0
1 725 61895 15.36 21.35 12.5 58 28.6 16 19.9 18 0
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where Occupancy will be equal to 1 if the user is in the room, 
else it’s going to be 0, the internal and external light levels are 
measured in LUX, internal and external temperatures are 
measured in degree Celsius (°C), the hour is the time of the 
day. In addition, the agent captures the measurements of the 
heart rate, skin temperature, respiration rate, and body posture 
using a wireless belt that that user wears around his chest. In 
the learning process the system won’t be able to detect the 
user emotional state, but once the adaptation process takes 
place, HAOEFA will be able to interpret the emotions of the 
user such as happy, angry and Neutral.  

It also observes the outputs (actuator states with new 
values of which any actuators were modified by the user). For 
instance, the output or the action of the user that took place for 
the input or the situation discussed previously in the snapshot 
taken is:

ACTION_Light_value Action_TV_value
0 0
0 0
0 0

where the ACTION_Light_value are the control light values 
of the lights in the room where they range from 0 to 100 (0 
equals off, 50 equals to halfway, and 100 is on). The TV value 
is either 0 or 1 (0 equals off, and 1 is on). All these inputs are 
recorded by the agent in order to model the user behavior, 
detect his/her emotional state while living in the Glam i-
HomeCare. 

B. Extraction of Fuzzy Rule Sets 
The proposed agent combines the set of membership functions 
with the input/output data so that it can model the behavior of 
the user in order to extract the fuzzy rules. This fuzzy rule 
extraction methodology used by the HAOEFA extracts multi-
input multi-output rule that describe the relation between y = 
( ,..., ) and x = as in (1):

                                      (1) 

where l = 1, 2, ... , M, and M is the number of rules and l is the 
index of rules. There are V fuzzy sets , q = 1, ... , V, defined 
for each input . There are W fuzzy sets , h = 1, ... , W 
defined for each output [9]. 

C. The Emotion Recognition System 
Emotion recognition computing systems should operate in a 

similar way to how humans recognize emotions during 
communication. Thus, detecting people emotions during 
conversations could lead to an intelligent human to human 
interaction. For example, a person notices that a friend is 
feeling sad so he turns off the music being played instantly. 
Inspired by this idea the intelligence of HAOEFA is not only 
limited to the environment conditions, weather, time, etc. but it 
also includes the recognition of the user emotional state as it 

tries to achieve a certain level of comfortably within the 
environment by controlling it on the user’s behalf. In addition, 
it monitors the user’s health indicators as an attempt to better 
understand the user’s well-being over time. 

During Glam i-HomeCare experiments, the user wears the 
equivital belt which uses Bluetooth communication to measure 
the physiological conditions of the human body. Following the 
learning period and the extraction of the fuzzy membership 
functions for the FLC, HAOEFA is able to identify the user 
emotions by monitoring the user physiological data where it 
detects any changes that occurs in a real-time mode. 
Consequently, the agent starts controlling the environment on 
the user behalf. For instance, play some music while the user is 
happy.  Currently, only “angry”, “happy” and “neutral” 
emotions are being considered since more differentiated 
emotion recognition would lead to lower accuracies [14, 17].

D. The Agent Controller 
The proposed agent uses singleton fuzzification, max-

product composition, product implication and height 
defuzzification, as it maps a crisp input n into a crisp output y 
= f(x) where it applies  as in (2) as follows: 

μ

μ
               (2) 

where M is the total number of rules in the rule base, y-l is the 
maximum membership value point in the ith rule output fuzzy 
Bl, ) set is the product of the membership values 
of each rule’s input fuzzy sets, and n is the number of inputs. 
As to get multiple outputs, equation (2) is repeated for each 
output parameter. Consequently, after extracting the 
membership function and building the set of rules from the 
user’s environment multi-input/output data. The agent has 
learned and modeled the user behavior. Consequently, 
HAOEFA starts controlling the environment on the user’s 
behalf with respect to their needs and emotional state by 
monitoring the Glam i-HomeCare environment input values 
(such as sensors and emotional state) and as a result it controls 
the actuators based on the rule model built before from the 
user interactions that have been made during the learning 
process in the intelligent environment. 

E. Life Long Learning and Online adaptation  
In the above subsection, we have explained how the agent 

can learn the user behaviors. Nevertheless, HAOEFA is a 
flexible system, where the initially learned rules can be easily 
extended to change both existing rules as well as adding new 
rules as user’s behavior might alter or change over time. The 
agent allows capturing wide range of various values for each 
input and output constrains. This methodology offers a 
continuous operation even if a gradual change in the 
environment exists (such as temperature drop off in winter). If, 
however, a significant alteration in the environment or the 
user’s behavior acquires, that has not been introduced to the 
system during the learning phase. Consequently, the agent will 
intelligently create new rules that satisfy the current state in an 
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unobtrusive way in order to extend its behavior to satisfy the 
user [14]. 

In other words, that the rule fired, and would therefore 
have contributed to the overall control response generated by 
the agent’s FLC. The consequent membership functions that 
give the highest membership values to the user defined 
actuator values are selected to replace the consequent sets of 
all fired rules in the rule base [15]: 

           (3) 

where , and W is the number of fuzzy sets, 
is chosen as , where . The fired rules are 
therefore adapted to better reflect the user’s updated actuator 
preferences given the current state of the environment and this 
leads to a grid of identified fuzzy set(s) for each input 
parameter. From this grid, new rules are constructed based on 
each unique combination of consecutive input fuzzy sets [15].
The consequent fuzzy sets for each of the new rules are 
determined as in (3). This allows new rules to be gradually 
added to the rule base. The agent will also add new rules when 
the currently monitored environmental state is undefined by 
the existing rules in the rule base; i.e., none of the existing 
rules fired. In this case, the agent will create new rules where 
the antecedent sets reflect the current input states of the 
environment and the consequent fuzzy sets are based on the 
current state of the actuators. The agent adopts life-long 
learning, where it adapts its rules as the state of the 
environment and the preferences of the user change over a 
significantly long period of time [14, 15].  

IV. EXPERIMENTS AND RESULTS

This section demonstrates the results obtained by the 
HAOEFA in the Glam i-HomeCare which is a real AmI test 
bed. In the beginning, we are going to introduce the scenario 
performed during experiments. Consequently, the HAOEFA 
results obtained in the Glam i-HomeCare will be presented, 
where the agent has learned and modeled the user behavior 
through a certain period of time. Afterwards, the agent 
controls the environment on the user behalf with respect to the 
user emotion preferences. The results were examined where 
the rules are compared with the readable format rules with 
user’s journal parameters to guarantee that the agent has 
successfully learned the behavior the user was anticipating. 

A. Glam i-HomeCare Scenario 
The experiments scenario takes the following route: 

whenever a user enters the Glam i-HomeCare, there are 
several steps to be maintained as shown in Fig. 6. Firstly, the 
user enters the username and password in order to authenticate 
with an online server as shown in Fig. 7(a) as well as for the 
system to identify the user in action. Subsequently, on one 
hand, if the user is already registered with the Glam i-
HomeCare, HAOEFA will start immediately to control the 
environment on the his/her behalf accordingly to the behavior 

learned and the emotion preference. It can be easily adapted 
online to whatever changes could happen wither in the 
environment or in the user behavior. On the second hand, if 
he/she is a new user to Glam i-HomeCare, the HAOEFA will 
start monitoring the user for x days as it enters the learning 
mode. The experiments presented in this section take a period 
of 14 days while the first day is the learning day then the agent 
start computing in order to build the rule base. Subsequently, 
HAOEFA will enter the live adaption online control phase for 
13 more days where the agent controls the environment and 
whenever the user is unsatisfied with agent control he can 
easily adapt it using the Glam i-HomeCare GUI shown in Fig 
7(b). 

Figure 6. The Glam i-HomeCare Scenario 

In addition, the user uses HAOEFA’s GUI installed on the 
multimedia PC to monitor the real-time physiological body 
changes and the emotions recognized with it, as well as the 
display of the environment’s sensors data while the agent the 
environment control taken as shown in Fig. 7(b). In order to 
test the agent capabilities a history record of the user decisions 
was saved in a journal and using a parsing tool that convert the 
.csv file containing the fuzzy rules sets into a readable format. 

The complete dataset of 2880 instances acquired from the 
user’s interactions in the Glam i–Home Care over the initial 
period of one day was used by HAOEFA to learn an initial 
FLC set of rules. The membership functions were built using 
fuzzy c-means and the results are shown in Fig. 8 (a) and (b). 
The agent then runs online for a further 13 days, during which 
it monitors the user’s activities and controls the environment 
on their behalf. During this time, the user is allowed to 
override and adapt the agent’s learned control responses, if it 
was necessary to modify and tune them further. As mentioned 
previously, one of the main characteristics of the Glam i-
HomeCare System is that the user is always in control of the 
environment and capable of overriding the agent’s control at 
any time and his instructions are executed immediately, in 
order to achieve the responsive property implied in the 
ambient intelligence vision. 
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Figure 7. (a) User Login Screen (b) Glam i-Home Care Graphical User Interface

Thus, whenever changes to controls were made by the 
user, the agent received the request, generated new rules or 
adjusted previously learned rules, and allowed the action 
through. The performance of the agent could be gauged on the 
number of occasions when the user had to override the agent’s
control responses and adapt the rules over time, as this can 
reflect how satisfied the user is with the agent control actions.

(a) 

(b) 
Figure 8.   (a) User Heart Rate Membership Function  (b) User Heart Rate 

Membership Function 

The success of HAOEFA could be measured by the ability 
of understanding human dialogue words such as very low, low, 
medium, high, etc. as presented in the built membership of 

different attributes like heart rate and the control indoor room 
light shown in Fig. 8(a) and Fig. 8(b) respectively. In addition 
to, the monitoring of how efficient the agent adjusted the 
environment to the user’s preferences where the user 
intervention was reduced over time. Fig. 9 shows a graph 
plotting the number of online rule adaptations against time 
measured in hours. The agent initially learned 16764 rules in 
the first 24 hours from the user’s dataset and over the course of 
the subsequent rest of the days. It also demonstrates the 
number of the user’s induced rule adaptations that occurred 
over the duration of the experiment, where 341 rules were 
added in the second day, and then 11 rules were added in the 
third day. Later, a total of 729 new rules were added by end of 
the seventh day. At that time, no more adaptations occurred 
which illustrate that HAOEFA was able to fully stabilize by the 
end of the first week. Moreover, given the theoretical 
maximum number of rules which is 15625000 rules, the agent 
generated a total of 17493 rules. This shows that HAOEFA 
was able model the user’s behaviour within Glam i-HomeCare 
using 0.001%  of the actual theoretical number using a 
nonintrusive technique to learn most of the user’s preferences 
for various weather and environmental conditions over the 
duration of the first day of the experiment, including 
behavioural changes associated with user emotion changes. 

Figure 9. HAOEFA rules learned plotted against the experiment time. 
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V. CONCULISION AND FUTURE WORK

In Conclusion, the Glam i-HomeCare agent succeeded in 
interacting within a real life physical environment. HAOEFA 
has effectively produced the appropriate control responses 
based on its learned rules and the emotion preference of the 
user detected at a time. In the Future, more experiments will 
take place in order to enhance the emotional model and to add 
more emotions such as sadness, and fear to the agent. Over and 
above that, a more efficient Type-2 Fuzzy Logic agent will be 
developed in order to enhance the FLC to model the user 
behavior with respect to his emotional preference as an attempt 
to define the word “Well-Being” in order to help the elder 
people to live a better life in their homes with care they 
deserve. 
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Abstract—ILC is an emerging technique for learning 

control. The D-ILC algorithm is the generic ILC scheme which 
captures the error trend of a batch to update the control input 
for the next batch or batches. The 2-dimensional nature 
requires in-depth convergence analysis of the algorithm. This 
paper addresses these issues in detail. This paper deals with the 
convergence properties of ILC algorithms with emphasis on 
control input. Discrete-time linear state space representation of 
a linear time-invariant system has been considered along with 
usual assumptions which ensure D-type ILC algorithm 
converges in terms of output error. The convergence for control 
input sequence is investigated up to component level.  

Keywords: Iterative Learning Control; Rate of Convergence; 

I.  INTRODUCTION 
Iterative Learning Control (ILC) is one of the Intelligent 

Control schemes. The transient performance is improved for 
systems which operate in a repetitive manner. The repetitions 
occur after fixed intervals of time. ILC has achieved better 
performance of control systems especially when dealing with 
uncertain/stochastic systems[1]. The concept of learning 
through repeated trials evolved in late 1970s for improving 
the motion control of mechanical arms [2, 3]. The D-type 
algorithms for Iterative Learning Control for linear time-
varying systems with application to robotic manipulators 
were developed [4-6]. However, the D-type ILC suffered 
with the problem of differentiation of high frequency noise. 
Later, the P-type ILC improved upon by using only the error 
instead of its derivative [7].  

Current Iteration Tracking Error (CITE) was introduced 
which formulated ILC in line with feedback control 
paradigm and helped to overcome large overshoot thus 
convergence could be accelerated [8]. The discrete-time 
version of D-type ILC was formulated for MIMO linear 
systems which possessed global robustness against state 
disturbances, measurement noise and re-initialisation error at 
the beginning of each iteration[9]. The ILC law has been 
employed for non-linear time varying systems having affine 
input and linear output. Uniform convergence of input and 
state was achieved when there were no disturbances  [10]. 

In real world applications, the plants are usually non-
linear with higher order dynamics and can not be modelled 
accurately. The mathematical model is linearised around a 
known equilibrium point for LTI systems. It then becomes 
easier to design the controllers. However, the model 

uncertainties restrict the controller from achieving optimal 
solutions.  

Iterative Learning Controllers provide an adaptive 
solution. These controllers utilize the error information of 
each batch/iteration and update the control input accordingly 
for the next batch or batches. The control input signal using 
ILC converges to the desired value of the control input which 
is the inverse solution. Hence, it is also termed as Iteration 
Inversion Process.  

The error information at each time instance can be used 
in a variety of ways to generate the update for control input. 
Hence, there are D, PD, PI, PID, Gradient based etc. many 
types of ILC controllers in which the output error, its 
derivative, integral or some combination of these is added to 
the current control input to generate input for the same time 
instant in next batch [7, 9-19]. The rate of convergence up to 
component level inside batches has not been covered in 
earlier works. This has been carried out in this paper. 

II. DISCRETE-TIME SYSTEM WITH ILC 
The discrete-time LTI system having one relative degree is 
considered as follows: 

( 1, ) ( , ) ( , )

( , ) ( , )

x i k Ax i k B u i k

y i k C x i k

� � �

�
 (1) 

where k  denotes the Batch/iteration/trial number having 
M number of samples in each trial, [1, ]i M�  is the time 
index or sample number during each batch, state vector 

nx � � , input ( , ) ru i k � �  and output of the system is 
( , ) py i k � � . ,A B  and C  are the real-valued state, input 

and output matrices respectively, having appropriate 
dimensions. The initial conditions have been selected as 
follows: 

• 0(1, )x k x�  is same at the start of each batch. 
Hence zero initial error is maintained.  

• 0( ,1) ( )u i u i�  is the control input vector for first 
batch which may be externally specified or left to 
be zero [9, 10, 19, 20].   

Here the control input for the first batch is assumed zero. 
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A. D-ILC Control Input Update 
Control input is updated using D-ILC as follows: 

( , 1) ( , ) { ( 1, ) ( , )}du i k u i k K e i k e i k� � � � �  (2) 

where dK  is the real-valued learning gain matrix and the 
derivative of error ( , )e i k�  has been approximated using 
forward difference:  

( , ) ( 1, ) ( , )e i k e i k e i k� � ��   (3) 

where  ( , )e i k  is the error between the desired/reference and 
the actual outputs: 

( , ) * ( ) ( , )  for 1e i k y i y i k i M� � � �  (4) 

Furthermore, using the zero initial error assumption we have 
(1, ) 0e k �  i.e., * (1) (1, )y y k� . 

Thus, the objective of the D-type ILC algorithm is to find the 
sequence ( , )u i k  so that: 

lim ( , ) * ( )   for 1, 2, ,
k
u i k u i i M

��
� � � �  (5) 

For a linear system, the convergence of input sequence 
corresponds to the convergence of the output sequence: 

lim ( , ) * ( )   for 2, 3, , 1
k
y i k y i i M

��
� � � � �  (6) 

B. Convergence of Control Input Sequence using D-ILC 
In this section, the component-level relationship for 

( , 1)u i k �  at th( 1)k �  batch is presented in terms of static 
and dynamic components as well as the control input ( , )u i k  
from previous batch k. Convergence of control input ( , )u i k  
approaching the desired input * ( )u i  is investigated. So that 
the desired output sequence * ( )y i is generated when 
sequence * ( )u i  is applied to the system: 

� �� �-1* ( ) ( ) * ( ) * ( )y i G z u i C zI A B D u i� � � �  (7) 

The convergence condition for control input and rate of 
convergence for individual components of the control input 
have been derived, where bounds for the convergence rates 
have been formulated as well. 

1) Batch to Batch Control Input Sequence 
 

The D-type ILC algorithm generates the batch to batch 
control input sequence, i.e. from 1, 2, , , 1,k k �� �  for each 
time index i . In this section a recurrence relationship is 
derived to perform a convergence analysis on ( , )u i k . The 
control input sequences for individual time indices are 
derived using   (2) as follows: 

(1, 1) (1, ) { (2, ) (1, )}du k u k K e k e k� � � �  (8) 

Using the zero initial error, i.e., (1, ) 0e k � , we get: 

� �

� � � � 0

(1, 1) (1, ) { (2, )} 

(1, )
(1, ) * (2)

(1, )

(1, ) * (2)

d

d d

d d d

u k u k K e k

Ax k
u k K y K C

Bu k

I K CB u k K y K CAx

� � �

� � �
�

� � � �

�  ! !! !" #! !! !$ %
  

  (9) 

It can be further expressed as follows: 

� � � �

� �

(1, 1) (2, ) * (3) * (2)

             + (2, )

d d

d

u k I K CB u k K y y

K C I A x k

� � � � �

�
 (10) 

The sequence in   (10) can be generalized as follows: 

� �

� �

* ( 1)
( , )

* ( )( , 1)

( , )

d d

d

y i
I K CB u i k K

y iu i k

K C I A x i k

�
� �

�� �

� �

� � ��� � �� � � �� 	 
� � � � �� �

 (11) 

Solution for (11) is expressed as a recurrence relation: 

� �

� �
� �

� �

-1

-1
- -1

1

( , ) ( ,1)

* ( 1) * ( )
 

( , )

k

d

k dk j

d
j d

u i k I K CB u i

K y i y i
I K CB

K C I A x i k�

� � �

� �
�

� �

� �
� �
� �
� �	 


&
 (12) 

For zero control input at first batch, (i.e. ( ,1) 0u i � ),  (12) 
can be reduced as follows: 

� �
� �-1

- -1

1

* ( 1) * ( )
( , )

( ) ( , )

k
d

k j

d

j d

K y i y i
u i k I K CB

K C I A x i k
�

� �
� �

� �

� �
� �
� �
	 


&  (13) 

As batch number k  increases, the control input components 
achieve convergence one after the other with increasing time 
index i  inside a batch. From re-writing the sequences in (11) 
to show the dependency of  ( , 1)u i k �  on ( , )u i k  from 
previous batch including all the other previous control input 
components ( 1, )u i k� , ( 2, ), , (1, )u i k u k� �  occurring in 
the same batch as follows: 

� �

� �
� �

( )
( , 1) ( , )

( 1, )

      * ( 1) * ( )
( 1, )

d d

d d

I A
u i k I K CB u i k K C

Ax i k

I A
K C K y i y i

Bu i k

�
� � � �

�

�
� � � �

�

� �� � � �� �

� �� � � �� �

 (14) 
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On further simplification, we have: 

� � � �

� �

� � � �

-2

-1

( , 1) ( , )  ( 1, )

(1, )

          (1, ) * ( 1) * ( )

                  

d d

i

d

i

d d

u i k I K CB u i k K C I A Bu i k

K C I A A Bu k

K C I A A x k K y i y i

� �

� � � � � �

�

� � � � �

�

  (15) 

It can be observed that convergence (1, ) * (1)u k u�  
occurs first. After that the output convergence 
(2, ) * (2)y k y� is achieved. Then after one or few batches, 
(2, ) * (2)u k u�  convergence is achieved followed by 
(3, ) * (3)y k y� . Convergence of other inputs ( , ) ' su i k  

and corresponding outputs ( 1, ) ' sy i k�   occurs in further 
batches. The batch to batch sequential convergence of 
samples is shown in Figure 1. 

  
Figure 1 Sequential Convergence in ILC 

 
 

2) Convergence Condition for Control Input Sequence 
 

To obtain a stable and bounded sequence of control input 
( , )u i k  in (13), the  Eigenvalues of � �- dI K CB must lie 

inside the unit circle. Hence, the maximum absolute 
eigenvalue should be less than unity as follows: 

� �max - 1dI K CB� '   (16) 

For monotonic convergence, the condition in (16) is 
expressed as norm [21]: 

- 1dI K CB '   (17) 

The (17) gives the necessary and sufficient condition for 
convergence of D-ILC algorithm. It is pointed that since this 
condition does not depend on the system matrixA , it marks 
the ability of ILC algorithm to achieve convergence even 
when the model parameters are unknown. 

3) Rate of Convergence of Control Input Errors 
 

Using D-ILC algorithm, the component-wise control 
input errors between desired control input * ( )u i  and  
( , 1)u i k �  are calculated as follows: 

� �

� �

� �

( , )

* ( ) ( , 1) * ( ) { ( 1, )

( , )}

* ( ) ( , )

* ( ) * ( )

( , ) ( , )

* ( ) ( , )

d

d

d

u i k

u i u i k u i K e i k

e i k

u i u i k

Ax i Bu i
K C

Ax i k Bu i k

K y i y i k

� � � � � �

�

� �

�
�

� �

� �

� �
� �
� �
� �
� �
� �� �	 


� ��  ! !! !� �! !" #� �! !� �! !! !$ %	 


 (18) 

Let’s denote * ( ) ( , ) ( , )u i u i k u i k� � (  and use in (18) and 
after simplification we get: 

� �� �

� �� �

( , 1) ( , )

       * ( ) ( , )

d

d

u i k I K CB u i k

K C I A x i x i k

� � � (

� � �

(
 (19) 

Since initial conditions are preserved & initial error is zero, 
i.e. * (1) (1, )x x k� , hence at 1st time index the error is: 

� �� �(1, 1) (1, )du k I K CB u k( � � � (  (20) 

At thi  time index, the error becomes: 

� �

� �

� �

� �

-1

-2

( , 1) - ( , )

       - ( - 1, )

- (2, )

- (1, )

d

d

i

d

i

d

u i k I K CB u i k

K C I A B u i k

K CA I A B u k

K CA I A B u k

( � � (

� (

� � (

� (

�
 (21) 

By writing (20) and (21) in matrix form, the evolution of 
vectors of control input errors from batch to batch is given as 
follows: 

( 1) ( )u k T u k( � � (   (22) 

where, the operator matrix T  controls the evolution of 
control input errors from batch to batch as follows: 
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�

�

� �

� � � �

� � �

 (23)   

The solution of  (22) is given as follows: 

-1( ) (1)ku k T u( � (   (24) 

 
Lemma: 

The D-ILC algorithm produces a sequence of bounded 
control inputs which over the long term converge 
component-wise to the desired control input sequence at the 
rate equal to the magnitude of the   Eigenvalue of the matrix 
relating the evolution of control input error provided initial 
conditions are same and desired output matches with the 
measured output at the beginning of each batch. 

Proof of Lemma: 

Consider the solution for evolution of control input errors 
in (24). Due to repeated eigenvalues, matrix T  cannot be 
diagonalised using eigen-decomposition or SVD because 
there are repeated eigen vectors which make the matrix of 
Eigen vectors singular. Therefore, the following assumptions 
have been considered: 

1. The rate of convergence of each component 
( , )u i k(  can be found if ( )M M)  matrix T  is 

decomposed into Jordan Normal form. For a non-
singular matrix Q  such that -1Q Q I) � , Jordan 
Decomposition is -1T Q D Q� . 

2. The matrix D  has the eigenvalues of matrix T as 
its diagonal elements along with a sub-diagonal 
containing all 1’s. 

3. To calculate the convergence rates of individual 
components of control input error vector ( )u k(  in  
(24) we have to decompose as follows [22]: 

         1 1 1k kT Q D Q� � ��                                            (25) 

4. The control input error in   (22) can be written as 
follows: 

        -1 -1 -1( ) (1) (1)k ku k T u Q D Q u( � ( � (           (26) 

5. The rate of convergence ( , )u i k(*  is the ratio of � -
norm at batch k  with respect to the � -norm at 
batch 1k � : 
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  (27)

Consequently, after simplification, (27) can be written as 
follows: 

-1

( , )
0

1 21 1i

u i k
j

j jk k

j j
�

� �(
�

* �
�  �  � � � �! ! ! !� �� � � �! ! ! ! � �! ! ! !  � �� �" # " #  � �� � � � � � � �! ! ! !� � � � � �! ! ! !! ! ! !$ % $ %

&  (28) 

where 

� �

1 ( 1)!

1 ) ! !

k k
j k j j

� �
�

� �

� �� � � �� �
 (29) 

In the limit k � � , the ratio to the right of summation  
in  (28) is unity, so that every component ( , )u i k(  has long 
term convergence rate � �- dI K CB�+ �  .                   �                

III. CASE STUDY 
A damped pendulum in Figure 2 is an interesting control 

problem which has been widely studied. Here we apply the 
D-type ILC algorithm for learning to track the desired angle 
& corresponding angular velocity by generating the desired 
control signal at each sample time. The set of desired control 
signal for a complete swing has been obtained from a fine-
tuned PD controller. The angle �  is measured anti-clock-
wise. The control input torque u  is applied in anti-clock-
wise direction as well. The pendulum is at rest with initial 
position 0 / 4θ π= radians at the left side. The initial angular 

velocity, 0 0ω = rad/s.  The pendulum has been simulated 
using following parameters: 

Length L  = 1m, mass m  = 0.5 Kg, acceleration due to 
gravity g  = 9.81 m/s2  and damping co-efficient b  = 0.25 
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N-s/m. Using state vector [ ], Tx θ ω= , the linearised 
discrete-time state space matrices for the pendulum, sampled 
at 0.05 seconds are as follows: 

0.9879 0.0492 0.0012
, ,

0.4824 0.9633 0.0492

1 0 0
,

0 1 0

d d

d d

A B

C D

= =
−

= =

� � � �
* ' * '� � � �
� � � �
* ' * '� � � �

 (30) 

The time period for the pendulum is 2 seconds, so there 
are 40 samples for each swing from left to right and back.  

For ILC update, the error considered is the state error. 
The selected learning gain matrix 0.5 [0,1]dK � )  allows 
the forward difference error of the angular velocity only to 
update the control inputs. The tracking of the desired control 
input u , angle �  and angular velocity �  has been 
monitored for 2500 swings in Figure 3 and Figure 4. 

The RMS values reached minima around 2000 swings: 

Final RMS of error in angle =   1.2015e-015, 

Final RMS of error in angular velocity = 2.2210e-015, 

Final RMS of control input error = 1.6876e-014 

These values show that limit of precision has been 
reached. The evolution of the control input errors at selected 
time indices is shown in Figure 5. The semi-log plot in 
Figure 6 give the convergence rate of control input errors at 
selected time indices. The rate of convergence varies in the 
earlier swings. The convergence occurs sequentially as the 
control input for earlier time indices converge before the 
later ones. The kinks in convergence rates for initial swings 
occur due to oscillations or zero-crossings of the control 
input errors. Finally, the D-ILC algorithm achieves its limit 
at large batch numbers. As shown in Figure 6, that just 
before the control input errors are near the minimum 
threshold, all the individual components ( , )u i k(  achieve 
the same rate (0.9754) equal to the eigenvalue of matrix T .  

 

 
 

Figure 2 Damped Pendulum          
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Figure 3 Tracking control input 
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Figure 4 Tracking angle and velocity 
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Figure 5 Evolution of control input errors 
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Figure 6 Convergence rate of control input errors 

 

IV. CONCLUSION 
The rate of convergence of D-ILC algorithm has been 

investigated in terms of input errors at component level 
which evolve sequentially. In the long term, all input 
components acquire same convergence rate equal to the 
eigenvalue of the Toeplitz matrix which relates the input 
errors from batch to batch. This knowledge can be helpful in 
designing the Iterative Learning controllers and their 
performance comparison. 
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Abstract—Stability analysis and control for linear periodic time-
delay systems described by state space models are investigated in 
this paper. Semi-discretization method is used to develop a 
mapping of the system response in a finite-dimensional state 
space. The stability region and stability boundary can be found 
by comparing the maximum absolute value of the mapping’s 
eigenvalues with 1. More importantly, an efficient stability 
criterion is presented for linear periodic neutral systems. Besides, 
minimization of the maximum absolute value of the mapping’s 
eigenvalues leads to optimal control gains. Two numerical 
examples are given to illustrate the proposed method’s 
effectiveness. 

Keywords-periodic time-delay systems; periodic neutral 
systems; stability analysis; feedback control; semi-discretization. 

I.  INTRODUCTION 
Generally speaking, linear periodic time-delay systems can 

be divided into three categories according to the system 
complexity: (i) systems with a single time-delay, (ii) systems 
with multiple time-delays and (iii) neutral systems. Linear 
periodic systems with a single or multiple time-delays are 
actually special cases of linear periodic neutral systems. 

In recent years, the stability analysis of linear time-delay 
systems, especially neutral systems, has attracted considerable 
attention. Among different derivation methods for stability 
criteria, one main method is based on Lyapunov-Krasovskii 
functional (LKF) and linear matrix inequality (LMI) [1-5]. In 
[1] delay-dependent stability conditions were obtained for 
neutral systems with time-varying delays in terms of LMIs and 
descriptor model transformation. Reference [2] derived a 
stability criterion which was formulated in an LMI for 
uncertain neutral systems with norm-bounded or time-varying 
uncertainty. A discretized LKF approach was developed to 
analyze the stability of linear neutral systems with mixed 
neutral and discrete delays in [3]. Combining the parameterized 
model transformation method with a method taking the 
relationships between the terms in the Leibniz-Newton formula 
into account and using LMI, [4] put forward delay-dependent 
robust stability criteria and a stabilizing method for neutral 
systems. Reference [5] studied the stability of neutral type 
systems with uncertain time-varying delays and norm-bounded 

uncertainties by utilizing the input-output approach and LKF. 
Besides, some other methods have also been introduced, e.g. 
[6] presented necessary and sufficient conditions for delay-
dependent stability by principle of the argument. 

Meanwhile, control for linear time-delay systems has also 
been investigated intensively using LMI, LKF and sliding-
mode control (SMC) [7-12]. Reference [7] proposed a 
sufficient condition for the solvability of the design of 
memoryless state feedback controllers in terms of LMI and 
gave an explicit expression for the desired controller. In [8], a 
criterion for the existence of dynamic output feedback 
controllers was derived based on the LMI and LKF, and a 
parameterized characterization of the controllers was also 
given. In [9], LMI optimization approach is used to design the 
robust output dynamic observer-based controls. Reference [10] 
raised a robust control design method with LMI and discretized 
parameter-dependent LKF. In [11], the design of SMC for a 
class of neutral delay systems with uncertainties in both the 
state matrices and the input matrix was studied. Reference [12] 
put forward a robust adaptive SMC design scheme for discrete-
time state-delay systems with mismatched uncertainties and 
external disturbances. 

Although there are a large number of references discussing 
linear systems with time-delay, one type of time-delay system, 
i.e. linear periodic time-delay systems, has not received much 
attention. Semi-discretization has been introduced to study this 
type of time-delay systems. This method proposes to discretize 
some spatial or temporal variables and treat the rest of them as 
continuous variables, and thus the exact solution of linear 
systems can be obtained to construct a very accurate mapping 
of the state vector over a mapping time step. Therefore semi-
discretization is able to handle periodic time-delay systems. 
Semi-discretization was utilized for the stability analysis of 
second order linear periodic time-delay system with a single 
delay represented by ordinary differential equations (ODEs) in 
[13]. In [14] the stability analysis of higher order systems with 
both discrete and continuous time-delays was studied based on 
semi-discretization. Reference [15] reported an application of 
semi-discretization to the feedback controls and optimal gain 
design of linear periodic systems with a single time-delay. 

This work was supported by the Scientific Research Foundation for the 
Returned Overseas Chinese Scholars, State Education Ministry 
(WF2100100001) and the Fundamental Research Funds for the Central 
Universities (WK2100100003). 
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Reference [16] extended this idea to the stability analysis of 
linear neutral systems represented by ODEs. 

In this paper, we further extend this method to the 
investigation regarding stability analysis and control design of 
all types of linear periodic time-delay systems described by 
state space models. 

The rest of this paper is organized as follows. In Section II, 
semi-discretization method is deployed to derive stability 
criteria for different types of linear periodic time-delay 
systems. Also, optimal feedback control of such systems is 
discussed. Section III presents two numerical examples to 
illustrate this method’s effectiveness. The conclusions are 
presented in Section IV. 

II. MAIN RESULTS 
In this section, two topics are covered: Subsection A 

presents stability criteria for three types of linear periodic time-
delay systems. Subsection B introduces one scheme for the 
optimal feedback control design. 

A. Stability Criteria 
Linear periodic time-delay systems have a general state 

space form as shown by (1). 

 
1

( ) ( ) ( ) [ ( ) ( ) ( ) ( )],
m

j j j j
j

t t t t t t tτ τ
=

= + − + −�x A x B x C x� �  (1) 

where ,N∈x R and the coefficient matrices ( ), ( )jt tA B and 
( )j tC are all periodic matrices with period .T m is the number 

of time-delays. Without loss of generality, it is assumed 
that 'sjτ are already arranged such that 1 2 .mτ τ τ< < <�  

With different constraints on m and ( )'stC , (1) is able to 
represent different types of linear periodic time-delay systems. 
The general forms of periodic time-delay systems with a single 
delay and periodic time-delay systems with multiple delays are 
given by (2) and (3). 

 ( ) ( ) ( ) ( ) ( )t t t t t τ= + −x A x B x�  (2) 

 
1

( ) ( ) ( ) ( ) ( )
m

j j
j

t t t t t τ
=

= + −�x A x B x�  (3) 

Because (2) and (3) are special cases of (1), stability criteria 
for linear periodic systems with a single or multiple time-
delays are derivable from the criterion for linear periodic 
neutral systems. Hence Theorem 1 will be first introduced as a 
stability criterion for linear periodic neutral systems, and then 
the stability criteria for the other two types of systems are given 
in Corollaries 1 and 2, respectively. 

Theorem 1: Suppose for one linear periodic time-delay system, 
the mapping of the state vector over one period is obtained 
using semi-discretization, and is shown as 

 1 ,p p+ =y 	y  (4) 

where p indicates the index of one period, and py is the state 
vector at the beginning of the thp period. 	 is the product of 
transition matrices over the period, namely, 

 
1

0

,
Tk

T
i

i

−

=

� �= 	 �

 �
∏	 H  (5) 

where iH is the transition matrix over a time interval 

1[ , ],i it t + and satisfies (6). Note that the period T is equally 
partitioned into k intervals. 

 1 ,i i i+ =y H y  (6) 

where i indicates the index of one time interval, and iy is the 
state vector at the beginning of the thi interval. 

The transition matrices 'siH are given in (7). 
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� �= � �

=

� �= � �

B A PB

H 0 C A PC C A PC

H 0

H 0 I

�

�

 

In (7): 

 
1

, ,

ˆ( )

( ), ( ), ( ),

ˆ, ,

/ ,  1, 2,..., .

i

i i

i

i i j i j i j i j i

t
t t t

i i
t

j j

t t t

e e dt

n t j mτ

+
Δ Δ −

= = =

= =

= Δ =

A A

A A B B C C

Q P  (8) 

Let
max

λ denote the maximal absolute value of eigenvalues 
of .	 Then the stability region is determined by 

 
max

1,λ <  (9) 

and the stability boundary is determined by 

 
max

1.λ =  (10) 

Proof: First let us discretize the period T into an integer 
k intervals of equal length tΔ such that .T k t= Δ  
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Consider (1) in a time interval 1[ , ],i it t t +∈ where 
, 0,1,2,..., .it i t i k= Δ = In each small time interval 1[ , ],i it t + the 

delayed responses ( )jt τ−x and time-dependent coefficient 
matrices are assumed to be constant. Thus we have the 
notations in (8). Besides we denote 

 1 1

( ) ,
( ) ,
( ) ( ) .

j

i i

i i

j j i n

t
t
t i t n tτ

+ +

−

=
=

− = Δ − Δ =

x x
x x
x x x

 (11) 

Within one particular interval, (1) becomes: 

 , ,
1

( ) ( ) [ ( ) ( )] 0.
m

i j i j j i j
j

t t t tτ τ
=

− − − + − =�x A x B x C x� �  (12) 

The general solution of (12) is given by 

ˆ( ) ( )
, ,

1

ˆ ˆ ˆ( ) [ ( ) ( )] ,i i i i

i

t m
t t t t t

i j i j j i j
jt

t e e t t dtτ τ− − −

=

= + − + −�A Ax x B x C x�  

(13) 

where 1[ , ].i it t t +∈  

Let t be 1it + in (13), then 

 1 , ,
1
( ),

j j

m

i i i i j i i n j i i n
j

+ − −
=

= + +�x Q x P B x C x�  (14) 

where the definition of  and i iQ P is given in (8). 

In order to construct a mapping over one time interval, 
one 2( 1)mn N+ × dimensional state vector is defined as: 

 1 1 .
m m

TT T T T T T
i i i i n i i i n− − − −� �= � �y x x x x x x� � �� �  (15) 

To find the transition matrix iH is equivalent to find a 
mapping from iy to 1i+y . 1i+y has the form in (16). 

1 1 1 1 1 .
m m

TT T T T T T
i i i i n i i i n+ + − + + − +� �= � �y x x x x x x� � �� �

  (16) 

All entries except 1 1 and T T
i i+ +x x� in 1i+y also appear in iy , 

which indicates that corresponding entries in iH are identity 
matrices with appropriate dimensions. 

Moreover, (14) actually provides a representation of 
1i+x using the entries in iy . Hence the last problem lies in the 

representation of 1.i+x�  

Let t be 1it + in (12), and it becomes: 

 1 1 , 1 , 1
1
( ).

j j

m

i i i j i i n j i i n
j

+ + − + − +
=

= + +�x A x B x C x� �  (17) 

Plug (14) into (17) and we get (18). 

1

, , 1 , , 1
1
[ ].

j j j j

i i i i
m

i i j i i n j i i n i i j i i n j i i n
j

+

− − + − − +
=

= +

+ + +�

x A Q x

A P B x B x A P C x C x

�

� �

  (18) 

Combining the results above together, and the transition 
matrix over 1[ , ]i it t + can then be expressed as (17). 

The mapping of the state vector over one periodT k t= Δ is 
therefore shown by (4), and 	 is given by (5). 

The stability of the system is determined by the eigenvalues 
of 	 , i.e. 

 1 max
.p pλ+ ≤y y  (19) 

When
max

1,λ < 	 is a contraction, and the system is 
asymptotically stable. Then the stability region and stability 
boundary can be found using (9) and (10), respectively. 

Moreover, (19) also indicates that the smaller
max

λ is, the 

faster the system response converges to zero. Hence
max

λ also 
provides an indicator of the control performance. 

æ 

Furthermore, as particular cases of the previous result, the 
stability criteria for periodic time-delay systems with a single 
delay and multiple delays are presented in the sequel. 

Corollary 1: For a linear periodic time-delay system with one 
single time-delay, the stability region and stability boundary 
are determined by (9) and (10), respectively. The mapping over 
one period and the corresponding mapping matrix 	 are the 
same as in Theorem 1, and transition matrices 'siH can be 
instead calculated using (20). 

 ,1

,2 ( 1) ( 1)

,i
i

i n N n N+ × +

� �
= * '

� �

H
H

H
 (20) 

where 

[ ]
,1 ( 1)

,1

,

0 ,
/ ,

i i N n N i i

i nN nN nN N

n tτ

× −

× ×

� �= � �
=

= Δ

H Q 0 P B

H I  

and ,  and i i iQ P B are the same as in (8). 

Corollary 2: For a linear periodic time-delay system with 
multiple time-delays, the stability region and stability boundary 
are determined by (9) and (10), respectively. The mapping over 
one period and the corresponding mapping matrix 	 are the 
same as in Theorem 1, and transition matrices can be found 
with (21). 

 ,1

,2

,i
i

i

� �
= * '

� �

H
H

H
 (21) 

where 
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1 1,1 ( ) 1, ( ) ,

,2 ( 1) ( 1)

,

,

/ ,  1,2,..., ,

m m

m m

i i N n N N i i N n N n N i m i

i n N n N

j jn t j mτ

−× − × −

+ × +

� �= � �
=

= Δ =

H Q 0 P B 0 P B

H I

�

 

and ,,  and i i j iQ P B are the same as in (8). 

B. Optimal Feedback Control 
In this section, we consider the optimal feedback control 

design for linear periodic time-delay systems. 

Equation (22) is a general linear periodic time-delay system 
with feedback control, which can be either delayed or not. 

1
( ) ( ) ( ) [ ( ) ( ) ( ) ( )] ( ) ( ),

m

j j j j
j

t t t t t t t t tτ τ
=

= + − + − +�x A x B x C x D u� �

  (22) 

where ,  . ( ),  ( ),  ( ) ,  and ( )N M N N
j jt t t t×∈ ∈ ∈x R u R A B C R D

N M×∈ R are periodic matrices with period .T  

According to whether delays exist in ( )tu or not, ( )tu have 
two different forms which are represented by (23). 

 ( ) ( ) or ( ) ( ).ut t t t τ= − = − −u Kx u Kx  (23) 

where M N×∈K R is the gain matrix. 

Obviously, (22) is able to be transformed into the form of 
(1). Therefore, the stability region and stability boundary can 
be obtained by using stability criteria presented in Subsection 
A. Furthermore, optimal control gains can also be found, and 
the search scheme is discussed as follows. 

If the problem is restricted in a finite and compact 
region � in the parametric space 
 , we can find the regions of 
stability and optimal control gains in the region to minimize 

max
.λ This leads to one optimization problem: 

 
max

min[max ( ) ] subject to 1.λ λ
∈

<
K �

	  (24) 

This optimization formulation offers an approach to design 
feedback controls for linear periodic time-delay systems, and 
the control performance criterion is chosen as the decay rate of 
the mapping 	 over one period. For some further discussion, 
please refer to Sheng and Sun [15]. 

III. EXAMPLES 
In this section, two examples are presented to illustrate 

semi-discretization’s validity. All computations are carried out 
by Matlab R2010b. 

EXAMPLE 1: Equation (25) describes a linear time-invariant 
neutral system. 

 ( ) ( ) ( ) ( ),t t t tτ τ= + − + −x Ax Bx Cx� �  (25) 

where 

2 0 1 0 0
,  ,  ,  0 1.

0 0.9 1 1 0
c

c
c

− −� � � � � �
= = = ≤ ≤* ' * ' * '− − −� � � � � �

A B C  

When 0,c = this system is simplified to be a linear time-
delay system with a single time-delay, so Corollary 1 is applied 
to get the upper stability bound of τ ; when 0c ≠ , this system 
is a linear neutral system, and Theorem 1 is used. 

The upper stability bound is calculated with different 
criteria, which are given in [1, 2, 4 and 6]. The comparison 
with the criteria presented in this paper is listed in Table I. 

Table I suggests that the upper bounds obtained by the 
methods in this paper are much less conservative and much 
more accurate than those of [1, 2 and 4], and meanwhile they 
are comparable with those of [6]. 

TABLE I.  COMPARISON OF TIME-DELAY’S UPPER BOUND FOR 
EXAMPLE 1 

                              c 
Criteria 0 0.5 0.9 

[1] 4.47 1.14 0.13 

[2] 4.35 3.62 0.99 

[4] 4.47 3.67 1.41 

[6] 6.15-6.2 4.735-4.74 1.57-1.575 

Semi-Discretization 6.17 4.67 1.52 

EXAMPLE 2: A linear periodic neutral system is given by (26). 

 
2

1
( ) ( ) ( ) [ ( ) ( )],j j j j

j
t t t t tτ τ

=

= + − + −�x A x B x C x� �  (26) 

where 

1 2
1 2

1 2

1 2

0.9 1
( ) ,

1 0.3sin 2 0.9 0.4cos 4

0 0 1 0.4
,  ,

0 1

0 0.4 0.5 0
,  ,

0.5 0 0 0.5

,  .
10 5

t
t t

k k

π πτ τ

− −� �
= * '+ +� �
� � � �

= =* ' * '− − � �� �
− −� � � �

= =* ' * '− −� � � �

= =

A

B B

C C

 

In this example, the coefficient matrix ( )tA is periodic with 
period ,π and the feedback controller is delayed with delay 

10.π  

Theorem 1 is utilized for searching the stability region on 
the 1 2k k− plane. Besides, the optimal pair of control gains is 
also found by solving the optimization problem stated by (24). 

The stability region and the optimal control gain pair are 
shown by Fig. 1, where the labels of contours are the maximum 
absolute values of eigenvalues of the mapping matrices, i.e. 

max
.λ The stability region is within the bold black line, and the 
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optimal gain pair is 1 2( ,  ) (0.3556,  2.8256),k k = with
max

λ =  
0.3234,  which is indicated by red “+”. Besides, the blue circle 
and black triangle indicate (0.8,  3) and (1,  2) , respectively. 
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Figure 1.  Stability region and the optimal pair of control gains. 

Fig. 2 shows simulation results when different pairs of 
control gains are applied for (26), where the horizontal axis is 
simulation time, and the vertical axis is the norm of state, 
which is defined as 2 2

1 2 .x x= +x The initial conditions are set 
to be 0 [0 0.1]T=x . Note that (0.3556,  2.8256) is the optimal 
controller, and therefore the corresponding system response 
converges to zero fastest. (0.8,  3) is within the stability region, 
but the corresponding 

max
λ is 0.8403, which is larger than that 

when the optimal controller is applied, so the system response 
converges to zero asymptotically yet slowly. (1,  2) is one pair 
causing the system to be unstable, with 

max
1.9439 1,λ = > and 

hence the system response increases very quickly. 
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Figure 2.  System responses with different control gains. 

IV. CONCLUSION 
In this paper, stability analysis and control design of linear 

periodic time-delay systems have been investigated. Based on 
the semi-discretization method, stability criteria have been 
derived for different types of linear periodic time-delay 
systems, and optimal feedback control design scheme has also 
been presented. Two illustrative examples have been given to 
demonstrate the merits of the obtained results. 
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Abstract 

In this paper a multi-wavelet and cycle-spinning based image 
resolution enhancement technique is presented. The proposed 
technique generates a high-resolution image for the input low-
resolution image using the input image and an inverse multi-
wavelet transform (all multi-wavelet high frequency subbands’ 
coefficients are set to zero). The concept of the cycle spinning 
algorithm in conjunction with the multi-wavelet transform is 
then used to generate a high quality super-resolution image for 
the input image from the resulting high resolution image, as 
follows: A number of replicated images with different spatial 
shifts from the resulting high-resolution image is first 
generated; Each of the replicated images is de-correlated into 
its subbands using a multi-wavelet transform; The multi-
wavelet high frequency subbands’ coefficients of each of the 
de-correlated images are set to zero and then a primary super-
resolution image for each of these images is produced using an 
inverse multi-wavelet transform; The resulting primary super-
resolution images are then spatially shift compensated and the 
output  super-resolution image is created by averaging the 
resulting shift compensated images. Experimental results were 
generated using four standard test images and compared to the 
state of art techniques. Results show that the proposed 
technique significantly outperforms the classical and non-
classical super-resolution methods both subjectively and 
objectively. 

1 Introduction 

The Super-Resolution (SR) techniques aim at displaying or 
printing an image at a resolution higher than that the original 
image without severely affecting the visual quality of the 
image. Since natural images exhibit abrupt discontinuities at 
object boundaries, traditional image interpolation methods 
such as linear and higher-order polynomial interpolation 
algorithms (which implicitly assume the underlying image is 
locally smooth) may not be able to offer the required visual 
quality [1]. 
 
Wavelets have been applied to image resolution enhancement 
to address the over smoothing problem of the traditional 
super-resolution techniques and promising results have been 
reported in the literature [2, 4, 7, 8, 9, 10]. The common 
feature of the wavelet based techniques is the assumption that 
the image to be enhanced is the wavelet approximation band 

of the high-resolution image. These techniques generate the 
high frequency wavelet coefficients from the given low 
resolution image [9]. A wavelet-based interpolation method 
was proposed by Carey et al. in [1]. Their proposed method 
estimates the wavelet high frequency coefficients of the 
image by exploiting the regularity of edges across the scales. 
They reported promising results. However, this method may 
not be able to estimate wavelet high-frequency coefficients 
with small values. A wavelet based image resolution 
enhancement algorithm using an adapted cycle-spinning 
technique was reported in [8]. This algorithm uses the 
information in the low-resolution image wavelet subbands to 
estimate the local edge orientation of the image. This local 
edge orientation information is then used to determine the 
cycle spinning parameters to generate the enlarged image. 
Authors reported superior results compared to Kinebuchi and 
Muresan method. Temizel and Vlachos proposed another 
wavelet based image resolution enhancement using cycle-
spinning [7], which gives superior results to the state of the 
art. Another wavelet based image resolution enhancement 
algorithm, which operates in a quad-tree wavelet 
decomposition framework and exploits wavelet coefficient 
correlation in a local neighbourhood sense, was presented in 
[9]. This method employed linear least-squares regression 
algorithm to estimate the wavelet high-frequency coefficients. 
This method gives superior results compared to the 
conventional methods for a wide range of test images. 
Another image resolution enhancement method in wavelet 
domain using inter-subband correlation was presented by Piao 
et al. [4]. They designed filters to estimate high frequency 
subbands from the lower bands. They reported superior 
results, up to 0.36dB, to the competing methods.  
 
Wavelets filters generally have poor frequency characteristic. 
Hence, wavelet baseband of the images usually contain some 
of the image high-frequency information [4]. This property of 
the wavelets is usually used to improve the quality of the 
enlarged image especially around their edges. Applications of   
multi-wavelet transform [6] that use two or more wavelets in 
image decomposition generate four or more approximation 
bands from the input image. Similar to wavelets, multi-
wavelet filters also have poor frequency characteristics. 
Therefore, their resulting approximation bands carry different 
high-frequency information of the image. This feature of 
multi-wavelets makes them a potential tool in enhancing 
image resolution. The application of multi-wavelets in 
enlarging images and also application of cycle spinning 
algorithm in multi-wavelet domain for enlarging images have 
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not been reported in the literature.  Hence, in this paper, 
cycle-spinning algorithm is adapted into multi-wavelet 
domain and used for enlarging images. The rest of the paper 
is organized as follows: In Section 2, a brief review of the 
multi-wavelet transform is presented. The proposed image 
resolution enhancement technique is discussed in Section 3. 
Experimental results are presented in Section 4. Finally the 
paper is concluded at Section 5. 

2 Multi-wavelet transform 

Multi-wavelet transforms are very similar to scalar wavelet 
transforms with some vital differences. Classical wavelet 
theory is based on the following refinement equations: 
 

( ) ( )

( ) ( )�

�
∞=

−∞=

∞=

−∞=

−=

−=

k

k
k

k

k
k

ktmgt

ktmht

ψψ

φφ

                 (1) 

 

where ( )tφ  is a scaling function, ( )tψ  is a wavelet function, 

kh and kg  are scalar filters, m represents the subband number 

and k  is the shifting parameter. In contrast to wavelet 
transforms, multi-wavelets have two or more scaling and 
wavelet functions. The set of scaling and wavelet functions of 
a multi-wavelet in vector notation can be defined as:  
 

( ) ( ) ( ) ( ) ( )[ ]

( ) ( ) ( ) ( ) ( )[ ]T
r

T
r

ttttt

ttttt

ψψψψ

φφφφ

...

...

321

321

≡Ψ

≡Φ
        (2) 

 

where ( )tΦ and ( )tΨ  are the multi-scaling and multi-wavelet 

functions, respectively, with r scaling- and wavelet-functions. 
In the case of scalar wavelets their multiplicity order r is 
equal to 1, while multi-wavelets support 2≥r . To date, most 
multi-wavelets have multiplicity order, 2=r . A multi-
wavelet with two scaling and wavelet functions can be 
defined as [6]:  

                     

( ) ( )

( ) ( )�

�
∞=

−∞=

∞=

−∞=

−Ψ=Ψ

−Φ=Φ

k

k
k

k

k
k

ktmGt

ktmHt

2

2

        (3) 

 

where kH  and kG are 22× , ( rr × ), matrix filters and m  is 

the   subband  number.  Similar to   wavelet transforms, multi-
wavelets can be implemented using Mallat's filter bank theory 
[3].  A visual comparison of the resulting subbands for a 2D 
wavelet and respectively multi-wavelet, is shown in Figures 
1(a) and 1(b). From Figure 1, the multi-wavelet transform 
generates four subbands instead of each subband created by 
the wavelet transform, and these four subbands carry different 
spectral content of the input image due to the properties of 
multi-wavelet filters. 
 
The major advantage of multi-wavelets over scalar wavelets 
is their ability to possess symmetry, orthogonality and higher  

Figure 1: Single level decomposition of Lena test image (a) 
Antonini 9/7 wavelet transform, (b) balanced bat01 
multiwavelet transform. 
 
order of approximation simultaneously, which is not possible 
for scalar wavelets. Furthermore, the multi-channel structure 
of the multi-wavelet transform is a closer approximation to 
the human visual system than what wavelets offer. These 
features of multi-wavelets make them a potential tool in 
enhancing image resolution. Further information about the 
generation of multi-wavelets, their properties and their 
applications can be found in [5, 6].  

3 Multi-wavelet based image resolution 
enhancement technique 

Figure 2 shows a block diagram of the proposed multi-wavelet 
based image resolution enhancement technique. A low 
resolution image is input to the system. The input image 
coefficients are weighted to generate four multi-wavelet 
basebands. The weighting factor for each of the multi-wavelet 
basebands equals to the overall multi-wavelet filters gain for 
that subband. The Inverse Multi-Wavelet Transform (IMWT) 
block produces a High-Resolution (HR) image for the input 
image using the information in the resulting basebands (the 
coefficients in multi-wavelet high frequency subbands are set 
to zero.). The concept of the cycle spinning technique is then 
combined with the multi-wavelet transform to generate a 
super-resolution image for the input image from the resulting 
HR-image, as follows: The resulting HR-image is first 
spatially shifted with different 2D shift values, generating N 
Shifted High Resolution (SHR) images.  Then the N 2D-shift 
vectors are determined using equation 4: 
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Figure 2: Block diagram of the multi-wavelet based image 
enlargement algorithm. 

where k is the maximum number of pixel shifts in both 
horizontal and vertical directions. In this paper k  was set to 
3, as system exhibits its best performance with this value. 
Number of shifted images, N, can be calculated using 
equation 5: 

( ) 212 += kN             (5) 

where k is the maximum number of pixel shifts in both 
horizontal and vertical directions.  

Each of the resulting N Shifted High Resolution (SHR) 
images is then processed as follows: I) a 2D Multi-Wavelet 
Transform (MWT) is applied on the SHR-image, de-
correlating the SHR-image into its multi-wavelet subbands; 
II) the coefficients in the resulting multi-wavelet high 
frequency subbands are set to zero; III) a 2D Inverse Multi-
Wavelet Transform (IMWT) is used to generate a Primary 
Spatially Shifted Super Resolution (PSSSR) image from the 
resulting coefficients; IV) the PSSSR-image is spatially 
inverse shifted, bringing back the image coefficients onto its 
original positions. 

The output super-resolution image is created by averaging the 
resulting N-shift compensated PSSSR-images. 

4 Experimental results 

To generate experimental results, four standard test images 
called: Lena, Elaine, Baboon and Peppers are taken. Each of 
these four images, is first lowpass filtered using a 2D 
Blackman filter, and then down sampled by a factor of 2 in 
both horizontal and vertical directions, generating a replica 
low resolution image for each of them. The Blackman 2D FIR 
filter coefficients are tabulated in Table 1.  
 

0.0381 0.1051 0.0381 

0.1051 0.4273 0.1051 

0.0381 0.1051 0.0381 
 

Table 1: The Blackman 2D FIR filter coefficients. 
 
To evaluate the performance of the proposed method, the 
resulting low resolution Lena, Elaine, Baboon and Peppers 
test images are enlarged using the proposed method, Nearest-
neighbourhood, Bilinear, Bicubic, Sinc, Cycle Spinning (CS) 
[8], Directional Cycle Spinning (DSC) [9], and Yinji [4] 
methods. In this research, ghm multi-wavelet was used to 
generate the experimental results. The Peak Signal to Noise 
Ratio (PSNR) measurements for the enlarged images were 
calculated and tabulated in Table 2.  
 

 Lena Elaine Pepper Baboon 

Nearest 29.15 30.15 29.20 25.30 

Bilinear 29.90 30.45 29.69 26.28 

Bicubic 30.25 30.59 29.90 26.91 

Sinc 34.49 32.89 33.26 31.55 

Yinji 33.75 32.50 32.79 30.17 

CS 34.31 32.92 33.22 31.16 

DCS 34.77 33.19 33.54 32.16 

Proposed 34.96 33.35 33.63 32.55 

 
Table 2: The PSNR comparison of different methods. 
  
From table 2, it can be seen that the proposed method 
outperforms the competing methods when enlarging the 
images that contain significant high frequency information. 
The proposed technique produces almost the same objective 
quality when enlarging images containing less high frequency 
components.  
 
To give a visual perception of the resulting enlarged images, 
original Lena test image and its enlarged image using the 
proposed technique are shown in Figure 3. From Figure 3, it 
can be seen that the enlarged image is almost the same as the 
original image and it is hard to differentiate between the 
original and the enlarged image. 
 
To facilitate the assessment of different enlargement 
techniques, the enlarged image using the proposed method, 
Nearest neighbourhood, Bilinear, Bicubic, Sinc, Cycle 
Spinning (CS), Directional Cycle Spinning (DSC), and Yinji 
methods are subtracted from the ground truth image and 
magnified by a factor of 10 (shown in Figure 4). From these 
figures it is obvious that the proposed technique exhibits the 
lowest residuals compared to the other techniques. 
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Figure 3: a) Original Lena test image; b) enlarged Lena test 
image using the proposed technique. 

4 Conclusions 

In this paper, a new image resolution enhancement technique 
was proposed. The proposed technique adopts the cycle-
spinning scheme into multi-wavelet domain, increasing the 
quality of the enlarged images. Experiments on natural test 
images showed the proposed technique outperforms the state 
of the art techniques especially when the enlarged images 
contain high frequency information.  
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Figure 4: Difference images magnified by a factor of ten, (a) 
Nearest neighbourhood, (b) Bilinear, (c) Bicubic, (d) Sinc, (e) 
Cycle Spinning (CS) [8], (f) Directional Cycle Spinning 
(DSC) [9], (g) Yinji [4]  and (h) the proposed methods. 
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Abstract- Choice of the control structure is a major concern 
and considerable research activity has been devoted to 
finding the best control configuration. In this work eight 
distillation control structures have been investigated by 
simulation based on models that are deduced using a 
software package for distillation column. These programs 
use transformations between the structures. The Dynamic 
Relative Magnitude Criterion, DRMC has been used to 
evaluate the interactions and disturbances propagation 
between the two interacting controlled loops of distillation 
column. Comparison between the results given by DRMC 
and those given by the Relative Gain Array, RGA has been 
also given in this work. 
 
Keywords: Configuration;, Distillation; Interaction; DRMC; 
RGA; Optimal control.  

 
I. INTRODUCTION 

 
       Recently there has been considerable interest in 
developing process control strategies for multivariable 
control system, that is, problems where several process 
variables are to be controlled and several variables can 
be manipulated [1]. Although a variety of advanced 
control techniques are available, only a few industrial 
applications have been reported. The conventional 
industrial approach to multivariable control problems is 
to use a “multiloop control system” consisting of m 
conventional PI or PID controllers where m is the 
number of controlled variables [2].  

A big part of monovariable control problems can be 
solved by the classic PID-type compensator and fuzzy 

controllers. A number of investigators have developed 
measures of interaction that allow a control system 
designer to determine the proper input-output pairing for 
a set of single-input/single-output (SISO) controllers. 
There are many cases , however, where the measures of 
interaction show the absence of an adequate control 
configuration. 

The goal of this paper is to give insight into the 
different structures of controlling binary distillation 
column and give the best scheme that allows us to 
minimise the energy consumed by this column 

The configurations considered here are the Energy 
balance "LV-configuration" [3], the material balance “ 
DV-configuration” [3], the ratio configuration such as 
(L/D,V/B) (L/D, V/F), (D/ (L+D), V), (L/D, V),  (D/ 
(L+D), V/B), and LB [4], [5], [6]. 

II. DISTILLATION CONTROL STRUCTURES  

A. Energy balance structure (L V) 

       The energy balance structure can be considered to 
be the standard control configuration for dual 
composition control of distillation. In this control 
structure, the reflux flow rate L and the boil-up 
manipulator V are used to control the outputs 
concentrations or temperatures.  

A typical distillation column with LV configuration is 
shown in Fig (1). 
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B. Material balance structures (D,V) and (L,B) 

       Two other frequently used control structures are the 
material balance structures (D, V) and (L, B). In the (D, 
V) structure, D and V are used as primary manipulators 
whereas L and B usually are used as inventory control 
manipulators. The implementation of this control 
scheme is shown in Fig (2).  
 

 C. The ratios scheme  B
V

D
L ,  

       Ratio control configurations have been used in 
industry for at least forty years [7]. Condenser level is 
adjusted with both L and D such that their ratio is 
constant and reboiler level with both V and B such that 
their ratio is constant. The simplest justification for 
using ratios as inputs follows from steady state 
considerations: to keep the compositions constant, the 
ratio /L V inside the column (slope of the operating 
line on the McCabe- Thiel diagram [8],[9]) should be 
constant. 

D. The ratios scheme )/,/( FVDL  

       The )/,/( FVDL  is an example of a control 
structure where a primary manipulator include a 
measurable disturbance. The inclusion of F in the 
manipulator  FV /  means that there is such a built-in 
feed forward from measured disturbances in F that V is 
changed in the same proportion as F. This results in a 
better rejection of disturbances in F than is the case in 
other structures.  

E.  Ryskamp's control scheme  

       This control structure is suggested by Ryskamp 
(10), where the primary outputs are  

Controlled by VDLD and)/(  . This scheme 
holds the reflux ratio constant if the top composition 
controller is constant. An increase of heat input from the 
bottom composition controller does not make top 
product as impure as would occur with reflux constant 
(conventional control) nor as over-pure as would occur 
with distillation flow constant (material balance 
control).Thus, this property of the scheme is sometimes 
said to result in "implicit decoupling", in contrast to 
"explicit decoupling" accomplished by external 
decoupling elements.  

F. (L/D, V) structure 

       This control structure is equivalent to Ryskamp's 
structure, because   
  )/())/(()/( 2 DLDLDDLD   [7]; 

the only difference is a different scaling of gains 
associated with the top primary manipulator. 

G.  (D/(L+D),V/B) structure 

 This control scheme is an extension of 
Ryskamp's structure, is suggested and studied by 
Takamatsu, Hashimoto, and Hashimoto (11).  

 

III. ANALYSIS OF INTERACTIONS IN THE 
LISTED STRUCTURES USING DRMC 

A. Conventional control structure (LV) Configuration 

       To specify parameters for the PI controllers root 
locus method has been used. In our case the design 
objective is to get a closed loop response where the 
percent overshot is small or equal to 07% . The closed 
loop step responses and bode diagrams for both loops 
are shown in Fig(3),   
 

 
 
 
 
 
 
 
               

 
 
 
      
 
 
 

 
 
 
 
 
 

 
 

 
Fig (3-a) The closed loop bode diagram and step response 1st loop (LV 
scheme) 

 
 

  
 

 
 
 
Fig (3-b) The closed loop bode diagram and step response 2nd loop (LV 
scheme) 

 

As it is shown in  Fig (4) the magnitude of the diagonal 
elements for the range where the system works (i.e. the 
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resonant frequency) are  far from unity 72211  and   
which means that strong interactions  exist between the loops, 
the fact that let the (LV) configuration to be not 
recommended for two point control ( i.e. where all loops are 
in automatic). The off-diagonal elements 

1and8.0 2112    in the resonant frequencies which 
indicate that there exist large disturbances between the two 
loops and propagate approximately by the same magnitude. 
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Fig(4) The DRMC diagonal elements 

B. Material balance (D,V) structure  

       The DRMC values, the diagonal elements  
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Fig(5) The DRMC elements of  DV configuration 

 

The distillation column under this configuration is slightly 
interactive as it is indicated by the DRMC diagonal elements 
shown in Fig (5) ( 45.0and 2211   are close to unity). 
For the off-diagonal elements we notice that 

21 12 21 120.1, 0.09 i.e.       which means that there 
exist disturbances that propagate from the top loop to the 
bottom loop. In general this configuration is a good choice in 
the sense of interactions but in reality there are problems that 
affect the operation of the column under this control scheme 
[7],[12], the major problem that may rise with this 
configuration is the effect of level control, such that with fast 
condenser level control, the increase in boil-up goes up the 
column,  then returned back as a reflux through the action of 
the condenser level controller (since D is constant), and we 
have an increase in the internal flows only.  

 
C. Material balance (L,B) structure 
 
       The DRMC elements, the diagonal elements  
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Fig(6) The DRMC diagonal elements 
                LB configuration  
 
The distillation column under this configuration is almost 
non-interactive as it is indicated by the DRMC diagonal 
elements shown in Fig (6) ( 11 22and 0.6    are close 

to unity). For the off-diagonal elements 21 12 0.1    
which means that there are disturbances that propagate 
between the loops by the same magnitude. As the first 
material balance configuration there is a problem of level 
control, another practical problem is that this configuration is 
extremely sensitive to disturbances in feed flow rate [7]. 
 

D. The two ratios scheme  B
V

D
L ,  

       The DRMC values, the diagonal elements  
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Fig(7) The  DRMC diagonal elements (L//D V/B) configuration 

The distillation column under this configuration is interactive 
as it is indicated by the diagonal elements of the DRMC 
shown in Fig (7) ( 11 22and 3.2   ), but compared with 
the energy balance configuration the degree of interactions is 
smaller (this also can be deduced using the RGA). The 
examination of the off-diagonal elements show that 
 21 0.6   is greater than  12 0.35  which indicates that 
there is disturbance propagation from the top loop to the 
bottom loop. The main disadvantages of this configuration is 
the need for measurements of all flows L, D, B and V which 
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makes it more failure sensitive and more difficult to 
implement.    

E. The two ratios scheme  F
V

D
L ,  

       The (L/D,V/F) model is deduced from the LV steady 
state model.  
 
The DRMC values, The diagonal elements  
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Fig (8) The DRMC diagonal elements(L//D V/F) configuration 

 

The examination of DRMC values (at the resonant 
frequencies) shows that ( 11 22and 0.15   ) which 
indicates that more interaction  compared with the previous 
two ratios configuration is expected, for the off-diagonal 
elements  21 0.2   is greater than 

 2
12 1.6x10  which indicates that there exists a 

disturbance propagation from the top loop to the bottom loop,  
in general we can say that this configuration behaves between 
the (DV) and (L/D,V/B) , but in this configuration we avoid 
the disturbances created by the flow rate ( because F is 
included in the primary manipulator). The major drawback 
for this control scheme is the need of measurements for all 
flows which makes it more difficult to implement. 

 

F. Ryskamp's scheme   VDLD ,/    

 
       The DRMC values, the diagonal elements  

 

10
-3

10
-2

10
-1

10
0

10
1

10
0

10
1

Frequency (rad/min)

M
ag

ni
tu

de

 The first diagonal element

10
-3

10
-2

10
-1

10
0

10
1

10
0

10
1

Frequency (rad/min)

M
ag

ni
tu

de

 The second diagonal element

 
 

Fig(9) The DRMC diagonal elements Ryskamp's configuration 

 

The diagonal elements at the resonant frequencies shown in 
Fig (9) are far from unity  11 22and 5.5   , but 
there values are small compared with those of LV control 
scheme, which indicates that the degree of interactions exist 
in this configuration is small compared with conventional 
control,  this is according to decoupling (implicit) effect 
which results from the property that the scheme holds the 
reflux ratio constant if the top composition controller is 
constant. The DRMC off-diagonal elements that indicate that 
there is a large disturbance propagation from the bottom loop 
to the top loop (since    12 210.6 0.1    ). 

G. The (L/D,V) control scheme  

       The properties of   VDL ,/   structure are similar to 

those of the  FVDL /,/  structure, particularly in our case 

where the feed rate is 1F .  The  VDL ,/  model is 
deduced from the LV steady state model. 

 

 H. The (D/(L+D),V/B) control structure  

       The DRMC values, the diagonal elements  
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Fig (10) The DRMC diagonal elements (D/(L+D),V/B) configuration 
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Fig (10) presents DRMC diagonal elements for this structure, 
the examination of the diagonal elements shows that there 
exist interactions between the two loops, but with a 
magnitude smaller than those of Ryskamp's 
scheme  11 22, 3.2    (this is what Shinskey (1984) and 
Hashimoto have shown [7]),  and disturbances propagate 
from the top loop to the bottom loop  as it is given by the off-
diagonal elements    21 120.5 0.3     
 
 

IV. ANALYSIS OF INTERACTIONS USING RGA 
 

TABLE I  
COMPARISON BETWEEN THE RGA VALUES AND 
DRMC VALUES FOR THE STUDIED STRUCTURES 

 
Structure 11λ  11  
LV 36.06 7 
DV 0.446 0.45 
LB 0.56 0.6 
(L/D V/B) 3.28 3.2 
(L/D V/F) 5.98 0.15 
Ryskamp's 5.98 5.5 
(L/D, V) 5.98 0.15 
(D/(L+D) V/B) 3.28 3.2 

 
 
As it is shown in Table I,  there are deviations between the 
values given by the RGA and those given by the DRMC, 
since the first method gives information about the steady state 
behavior of the system, whereas the DRMC deals with the 
dynamic behavior of the system.  
 

 CONCLUSION 

       In order to overcome the problem of interactions several 
distillation control schemes are suggested by many 
contributors. DRMC is used to assess interactions in eight 
well known control configurations for binary distillation 
columns. The mathematical model for each configuration is 
deduced by using transformations between control schemes 
taking the (LV) configuration as a base model. It has been 
shown from the analysis that the conventional control 
structure (LV) suffers from severe interactions the diagonal 
elements are far from unity and the off diagonal elements 
show that there exist large disturbances that propagate 
between the loops approximately by the same magnitude. The 
material balance control (DV) is non-interactive the diagonal 
elements are close to unity, the off diagonal elements show 
that there exist disturbances that propagate from the top loop 
to the bottom loop since 12 21  , the same remark with the  
second material balance (LB) the diagonal elements are close 
to unity which indicates that for this configuration low 
interaction is expected, the off diagonal elements show that 

there exist disturbances that propagate between the loops by 
the same magnitude.  
The ratio schemes are introduced to reduce the degree of 
interactions exist in the conventional control scheme (LV) 
and that is what it has been shown using DRMC for the 
remaining control schemes. For the two ratios control scheme 
     L D, V B , L D, V F and L D, V are non-
interactive with respect to (LV) control (as it is indicated by 
the DRMC diagonal elements for the three cases).  Ryskamp's 
configuration is an interactive one but with smaller degree 
than that of (LV) control scheme, the larger degree of 
interaction in Ryskamp's has been reduced using its extension 
control scheme i.e.(D/(L+D),V/B) .  
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Finding Risk Dominance Strategy in Imperfect Game, 

A Theory Perspective 
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ABSTRACT: 
Game theoretic reasoning pervades economic theory and is used widely in other social and behavioral sciences. It is 
widely used in decision of economic behavior and other game conditions with risk characters. A model is an 
abstraction we use to understand our observations and experiences. This paper proposes an imperfect information 
multi-player system using risk dominance strategy for its decision module. In this article, the Influence of the strategy 
in different conditions is discussed. A model is unlikely to help us understand a phenomenon if its assumptions are 
wildly at odds with our observations. The cases that risk dominance worked and the process of the module to exclude 
risk is illustrated. In the end, basing on the results of experiments, the performance of the strategy is discussed. 
 
KEYWORDS: Game theory, Imperfect game, Decision tree. 
  
1.  INTRODUCTION 

Risk dominance and payoff dominance are two 
related refinements of the Nash Equilibrium (NE) 
solution concept in game theory, defined by John 
Harsanyi and Reinhard Selten[2]. Nash equilibrium is 
considered payoff dominant if it is Pareto superior to 
all other Nash equilibrium in the game. When faced 
with a choice among equilibrium, all players would 
agree on the payoff dominant equilibrium since it offers 
at least as much payoff as each player's best alternative. 
Conversely, Nash equilibrium is considered risk 
dominant if it has the largest basin of attraction [3], 
meaning the more uncertainty players have about the 
actions of the other player(s), the more likely they will 
choose the risk dominant strategy [4]. 

A game with imperfect information means the 
players face risks not only come from the uncertain 
strategies of other players but also from the uncertain 
game conditions [5]. Thus, risk dominance strategy is 
imported as the decision module of an imperfect 
information game called Military Chess.  

The main contribution of the system that is 
presented is the realization of a decision module basing 
on risk dominance strategy which is used for the 
selection of optimal step in the Military game. The 
performance of the strategy is also discussed in the 
following experiments. 

This paper is organized as follows. Section 2 briefly 
introduces the related theories and works about the risk 
dominance strategy in game theory. Section 3 gives a 
primary introduction of Military Chess game. And 
then, in Section 4, a specific description is presented 
about the risk dominance strategy and the realization 
details of the decision module in our game system. 

Section 5 analyzes the performance of the new system 
that is tested locally and on the Internet. And finally, 
section 6 contains our conclusion. 

 
2.  ITERATED ELIMINATION OF WEAKLY 
DOMINATED ACTIONS 

A strictly dominated action is clearly unattractive to 
a rational player. Now consider an action a is weakly 
dominated in the sense that there is another action that 
yields at least as high a payoff as does ia  whatever the 
other players choose and yields a higher payoff than 
does ia for some choice of the other players. In the 
game in Figure 1, for example, the action T of player 1 
weakly (though not strictly) dominates B. 
A weakly dominated action that is not strictly 
dominated, unlike a strictly dominated one, is not an 
unambiguously poor choice: by Lemma 356.1 such an 
action is a best response to some belief. For example, in 
the game in Figure 1, if player 1 is sure that player 2 
will choose R then B is an optimal choice for her. 
However, the rationale for choosing a weakly 
dominated action is very weak: there is no advantage to 
a player’s choosing a weakly dominated action, 
whatever her belief. For example, if player 1 in the 
game in Figure 1 has the slightest suspicion that player 
2 might choose L then T is better than B, and even if 
player 2 chooses R, T is no worse than B. 
If we argue that it is unreasonable for a player to 
choose a weakly dominated action then we can argue 
also that each player should work under the assumption 
that her opponents will not choose weakly dominated 
actions, and they will assume that she does not do so, 
and so on. Thus, as in the case of strictly dominated 
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actions, we can argue that weakly dominated actions 
should be removed iteratively from the game. That is, 
�rst we should mark actions of player 1 that are weakly 
dominated; then, without removing these actions of 
player 1, mark actions of player 2 that are weakly 
dominated, and proceed similarly with the other 
players. Then we should remove all the marked actions, 
and again mark weakly dominated actions for every 
player. Once again, having marked weakly dominated 
actions for every player, we should remove all the 
actions and go through the process again. We should 
repeat the process until no more actions can be 
eliminated for any player. This procedure, however, is 
less compelling than the iterative removal of strictly 
dominated actions since the set of actions that survive 
may depend on whether we remove all the weakly 
dominated actions at each round, or only some of them, 
as the two-player game in Figure 1 shows. The 
sequence in which we �rst eliminate L (weakly 
dominated by C) and then T (weakly dominated by B) 
leads to an outcome in which player 1 chooses B and 
the payoff pro�le is (1, 2). On the other hand, the 
sequence in which we �rst eliminate R (weakly 
dominated by C) and then B (weakly dominated by T) 
leads to an outcome in which player 1 chooses T and 
the payoff pro�le is (1, 1).  
 

 
 
Figure 1. A two-player game in which the set of 

actions that survive iterated elimination of weakly 
dominated actions depends on the order in which 
actions are eliminated. 

 
In the games studied in this chapter, the players are 

representatives from an evolving population of 
organisms (humans, animals, plants, bacteria, ... ). Each 
player’s payo�s measure the increments in the player’s 
biological �tness, or reproductive success (e.g. 
expected number of healthy o�spring), associated with 
the possible outcomes, rather than indicating the 
player’s subjective feelings about the outcomes. 

Each player’s actions are modes of behavior that the 
player is programmed to follow. 

The players do not make conscious choices. Rather, 
each player’s mode of behavior comes from one of two 
sources: with high probability it is inherited from the 
player’s parent (or parents), and with low (but positive) 
probability it is assigned to the player as the result of a 
mutation. For most of the models in this article, 
inheritance is conceived very simply: each player has a 
single parent, and, unless it is a mutant, simply takes 
the same action as does its parent. This model of 
inheritance captures the essential features of both 

genetic inheritance and social inheritance: players 
either follow the programs encoded in their genes, 
which come from their parents, or learn how to behave 
by imitating their parents. The distinction between 
genetic and social evolution may be signi�cant if we 
wish to change society, but is insigni�cant for most of 
the models considered in this article. 

Members of a single large population of organisms 
are repeatedly randomly matched in pairs. The set of 
possible modes of behavior of each member of any pair 
is the same, and the consequence of an interaction for 
an organism depends only on the actions of the 
organism and its opponent, not on its name. As an 
example, think of a population of identical animals, 
pairs of which periodically are engaged in con®icts 
(over prey, for example). The actions available to each 
animal may correspond to various degrees of 
aggression, and the outcome for each animal depends 
only on its degree of aggression and that of its 
opponent. Each organism produces o�spring 
(reproduction is asexual), to each of whom, with high 
probability, it passes on its mode of behavior; with low 
probability, each o�spring is a mutant that adopts some 
other mode of behavior. 

Harsanyi and Selten’s risk dominance is based on 
what they refer to as a tracing procedure [2], the details 
of which are beyond the scope of this paper. As an 
alternative, Selten proposes a measure of risk 
dominance that is easy to calculate for our games [6], 
and is indicative of the outcome of the tracing 
procedure. Let u1(X, X) be the payoff of player1 with 
strategy pair (X, X), Selten’s [6] weighted average log 
measure of risk dominance of the equilibrium (A, A) 
over (B, B) is given by: 
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If R is positive, Harsanyi and Selten’s tracing 
procedure selects (A, A) as risk dominance. If R is zero, 
the mixed strategy Nash equilibrium is risk dominant. 
If R is negative, (B, B) is risk dominant. Notice that any 
affine transformation of the payoffs in the game would 
not change either the sign or the magnitude of R. 

This criterion can explain the experimental result of 
Paul Straub. In Game 1, R of player 1 can be calculated 
by (1) that equal to Log (2.5), so (A, A) is both payoff 
and risk dominance. In Game2, R of player 1 changes 
to Log (0.67) which is a negative value, so the strategy 
B has risk dominance. That is why the players picked 
strategy B in the final three rounds of the session 
utilizing Game 2. 

There are two main factors that affect the risk 
characteristics of the games [7]. One is the trust level 
between the players as showing in table 2. Generally 
speaking, the coordinate game will keep a comparative 
higher trust level which weakens the influence of risk 
dominance. However, in uncoordinated games and zero 
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sum games, there is almost no trust between players. In 
another side, the imperfect information game situation 
will greatly enhance the uncertainty of the game, thus 
the effect of risk dominance strategy should be 
carefully considered in decision process. 

The notion of Nash equilibrium requires only that 
each player’s strategy be optimal in the whole game, 
given the other players’ strategies; after histories that 
do not occur if the players follow their strategies, the 
actions speci�ed by a player’s Nash equilibrium 
strategy may not be optimal. In some cases we can 
think of the actions prescribed by a strategy for 
histories that will not occur if the players follow their 
strategies as “threats”; the notion of Nash equilibrium 
does not require that it be optimal for a player to carry 
out these threats if called upon to do so. In the previous 
chapter we studied the notion of subgame perfect 
equilibrium, which does impose such a requirement: a 
strategy pro�le is a subgame perfect equilibrium if 
every player’s strategy is optimal not only in the whole 
game, but after every history (including histories that 
do not occur if the players adhere to their strategies). 

 
Table 1. Payoff and risk dominance in two  

games condition 
 

Game1 Player2 
 
 

Player 
1 

 A B 
A  8  3 

8  4  
B  4  6 

3  6  
 

Game2 
 

Player 2 
 
 

Player 
1 

 A B 
A  8  4 

8  0  
B  0  6 

4  6  
 
 

Table 2. Games with low trust level, risk  dominance 
will be very important in decision process 

 
Game Player2 

 
 

Player1 

 A(20%) B(80%) 
A  8  4 

8  0  
B  0  6 

4  6  
 
 
 
 
 
 
 

Table 3. The four strategies of player 2 in the game in 
Figure 1. 

 
 
 

3.  MILITARY CHESS GAME SYSTEM WITH 
MONTE-CARLO SAMPLING 

In this section, the imperfect information game 
system basing on a game called Military Chess is 
presented. 

 
3.1.  Introduction for Proposed Game 

The Military Chess, which is also called Kriegspiel, 
has been a very popular game for many years. The 
rules of the Military Chess are quite complex. Simply 
speaking, the basic process of the game is to move 
pieces, attack opponent’s pieces and finally occupy the 
position of enemy’s flag. Maybe it sounds quite like 
Chess but there are at least three main differences 
between them as following. 

Opposite and two opponents sits aside, like Bridge. 
Second, the pieces which have a certain military rank 
can only destroy those with lower ranks. Last but most 
important, player cannot see the ranks of other player's 
pieces, even though it belongs to his associate. As the 
result, players have to guess the ranks of other pieces. 
This is the most difficult and complex point of the 
development of Military Chess game system. A 
Military Chess game system is developed which is 
called mygames [11].  

 

 
 

Figure 2. The approximate set of Nash equilibrium 
discounted average payoffs for the in�nitely repeated 
Prisoner’s Dilemma with one-shot payoffs to 1. 

 
As in the case of a �nite horizon game, if a strategy 

pro�le is a subgame perfect equilibrium then certainly 
it satis�es the one-deviation property, since no player 
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must be able to increase her payoff by any change in 
her strategy. What we need to show is the converse: if a 
strategy pro�le is not a subgame perfect equilibrium 
then there is some subgame in which the �rst-mover 
can increase her payoff by changing only her initial 
action. 
 
3.2.  Monte-Carlo Sampling 

In imperfect information game, none of the players 
in the game have the whole knowledge about the 
current game state. In order to solve such problem in 
practice, one has to either resort to special cases, or fall 
back heuristics which is created by Monte-Carlo 
sampling [5]. 

Monte-Carlo sampling is an algorithm that deals 
with imperfect information games. When evaluating 
the choices of one player, the Monte-Carlo method 
randomly guesses the unseen pieces of the other 
players. The game is then searched using min-max 
game tree as if these pieces are known to each player. 
As demonstrated in figure 2, the square represents the 
max node and the circle represents the min node. Only 
the root node is the random (the diamond) and all the 
other nodes are board states with perfect information. 

 

 
Figure 3. Game tree of imperfect information 

using Monte-Carlo sampling 
 
3.3.  Realization with Monte-Carlo Sampling 
 
The set of Nash equilibria consists of the action pro�le 
(Hare,...,Hare) in which all hunters catch hares, and any 
action pro�le in which exactly k hunters pursue the stag 
and the remaining hunters catch hares. 

 
 

 
Figure 4. A subgame perfect equilibrium strategy 

for player i in a two-player in�nitely repeated game. 

The outcome p is that in which each player’s action is 
one that holds the other player down to her minmax 
payoff. 

 
In the process of game, when it is the agent’s turn to 

move, the current state that agent faces is an imperfect 
information state. Monte-Carlo sampling process 
transforms the imperfect information state to perfect 
information state. Next, basing on the sampled perfect 
information, move generator module generates moves 
list and build the game tree. And then, tree search 
algorithm is used searching the optimal move from the 
game tree. When a move has been chosen, the system 
check the end condition, which could be set for a limit 
of running time or a limit times for system’s iteration. 
This process will iterate many times which is set by 
users. Each iteration generates a candidate move. When 
the end condition is fulfilled, system will collect all the 
candidate moves in before iterations and decision 
module will take an analysis about them and finally 
choose the optimal move. 
 
4.  DECISION MODULE  IN THE SYSTEM WITH 
RISK DOMINANCE STRATEGY  

The task of decision module is to select one optimal 
move from tens of candidates. The criterion is the 
expect payoff of the moves. However, in the case of 
imperfect information, the uncertainty of the game 
condition leads the payoff for one move is uncertain. 
Decision module builds a suppositional game condition 
to deal with the problem. Just like the table 5 illustrates, 
player 1 denotes the player for whom the system make 
decision, and player 2 is set to denotes different Monte-
Carlo sample results from the uncertain game 
circumstance which greatly influences the payoff of the 
player1’s strategies. 

For concisely express, set the numbers of candidate 
move and different conditions are both three. E(X) 
means the expect payoff of move X, aP means the 
appear probability of condition a and AbV  means the 
payoff when condition b appears and player1 adopts 
move A. Let M means the cluster of all conditions and 
the system calculates the E(X) as following: 

 

     �
∈

=
Mi

Xi iPVXE )()(   

(2) 

 
And the finial optimal result will be decided 
by )}(),(),(max{ CEBEAE . 

The system calculates the E value with equation (2) 
of each move, and then chooses the largest to be the 
optimal strategy. The process of decision can deal with 
most of the conditions well except some special cases 
which is also the reason the risk dominance strategy be 
adopted. 

There are some cases that terrible departure lost 
appears just like table 6 shows. When condition b 
happens, candidate move B will leads a terrible lost. 
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The low appearance probability of condition b will 
smooth the lost of B when calculates E (B). Just like no 
one want to take the risk of low probability to eat candy 
in a bowl which is full of hundreds of candy and only 
one of them is poison, the task of risk dominance 
strategy in this case is to exclude B-like candidate 
moves from the final result. 

The decision module creates the game condition 
like table 7 shows. Value (A, a) means the average 
payoff of other conditions and (B, b) means the payoff 
in the dangerous condition. Using equation (1) to 
calculate the value R is Log (5) which is a positive 
value and it can be concluded that the strategy A is risk 
dominance. That is the process that risk strategy B is 
excluded. 
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Abstract—The problems of stochastic stability and H  control 
for a class of discrete time singular networked control systems 
(SNCSs) with data packet dropouts and nonlinear perturbation 
are investigated in this paper. By modeling the sensor-to-
controller and controller-to-actuator with random data packet 
dropouts as Markov chains, the closed-loop system can be 
expressed as a jump discrete singular system with four modes. A 
sufficient condition for the existence of a controller is established 
in terms of linear matrix inequalities (LMIs), the controller gain 
can be solvable via the cone complementary linearization method, 
and the designed controller guarantees the systems to be regular,   
causal and stochastically stable and satisfies  H  performance. 
In addition, a numerical example is given to illustrate the 
effectiveness of the proposed approach. 

Keywords-singular systems; networked control systems; data 
dropout; H control ; Markov chain 

I.  INTRODUCTION  
Networked control systems (NCSs) have been widely used 

in various industrial areas, with the rapid development of 
computer, network and communication technology. The 
primary advantages of NCSs are simplified system structure, 
lower cost of system integration, ease of diagnosis, remote 
distributed control, and increasing system agility. In an NCS, 
several important issues need to be treated, which include the 
network induced delay and data packet loss, more recently, the 
analysis and synthesis problem of networked systems with data 
dropout and network induced time delays have attracted many 
research interests [1-7]. Due to bandwidth limited communica  
-tion channels, packed loss and time delays are the most 
important and special two issues of NCSs. Generally speaking, 
there were three main approaches for modeling packed loss and 
time delays in the NCSs. The first one is to model the data loss 
and induced delays as a binary switches sequence which obeys 
the Bernoulli process with certain probability, the NCSs in both 
continuous time case and discrete time case with packet loss 
and delays were studied in [5,6]. The second approach is to 
model the process as discrete time Markov jumping systems, in 
which transmission times are varying within a time interval or 
driven by a stochastic process with Markov chain, a class of  
methods for stabilization  

This work was supported by the National Natural Science  Foundation  of 
China under Grant No.61174066, also by the Jiangsu Overseas Research & 
Training Program for University Prominent Young & Middle aged Teachers & 
Presidents.   

analysis for an NCS were proposed [3,4]. The third model is to 
view data packet loss as a special time delay system, which 
deals with the stability and controllability [2]. However, it can 
only be used to treat the systems with sense-to-controller 
packet loss or controller-to-actuator packet loss cases.   

In [15], the stabilization problem for a class of NCSs in the 
discrete time domain is studied by modeling the sensor-to 
controller packet loss and controller-to-actuator packet loss as 
Markov chains. It is worth noting that the mentioned literature 
results are still very limited for they are all concerned with a 
nonsingular controlled plant. In real projects, a certain linear 
NCS model provides just an approximate singular of the real 
facts. Recently a few results have been reported for the singular 
NCSs [7, 16]. 

In actual physical networked transmission field, there 
coexist data packed loss and nonlinear perturbation, however, 
the aforementioned articles do not consider the two problems 
simultaneously. The H control problem for discrete time 
singular markov jump systems with data loss and nonlinear 
perturbation is also an important problem, and it is not simple 
extension to stability for the systems over networks.  
Motivated by recent research on singular perturbed systems 
and networked control systems [8-14, 18], this paper considers 
the problems of stochastic stability and H control for a class 
of discrete time singular networked control systems with data 
packet dropouts and nonlinear perturbation. Firstly, we 
consider the case that modeling the sensor-to-controller and 
controller-to-actuator with random data packet dropouts as 
Markov chains, and the nonlinear perturbation satisfying 
Lipschitz condition, the closed-loop system can be expressed 
as a jump discrete singular system with four modes in Section 
II; Next, the state feedback controller design and solvable 
problem are proposed in section III  and section IV; Finally, 
an example is given to illustrate the effectiveness of the 
proposed approach in section V.  

Notations: Throughout this paper, for real symmetric 
matrices X  andY , the notation X Y  (respectively, X Y ) 
means that the matrix X Y  is semi-positive 
definite(respectively, positive definite); n and n m denote 
the n-dimensional Euclidean space and the set of all n×m real 
matrices, respectively; I is the identity matrix with 
appropriate dimension; the superscript T represents the 
transpose of a matrix; X  refers to Euclidean norm of the 
vector X ;   denotes the set of non-negative integer numbers; 
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    denotes the mathematical expectation, and   denotes 
the matrix entries implied by symmetry of a matrix.                                                 

II. PROBLEM STATEMENTS AND PRELIMINARIES 
In this paper, considering a typical NCS model with data 

packet dropouts exist in the communication links from sensor 
to controller and controller to actuator as shown in Fig. 1.  

 
Fig.1 Framework of networked control system 

The physical process to be controlled is the following 
singular discrete-time nonlinear model: 

( 1) ( ) ( ) ( ) ( , , )
( ) ( ) ( ) ( )

Ex k Ax k Bu k B k f x u k

z k Cx k Du k D k







    
   

                 (1) 

Where ( ) nx k   is the system state, the matrix 
n nE  may be singular, we shall assume that   

( )rank E r n  ,  ( ) pu k   is the control input, ( ) qk  is 
the disturbance input which belongs to 2[0, )L  , and 

( ) mz k  is the system controlled output; ( ) nf   is 
nonlinear uncertain perturbation, with (0,0, ) 0f k  satisfies 
Lipschitz condition; , , , , ,A B B C D D  are known real constant 
matrices with appropriate dimensions.  

Assume the system state can be measured and the data are 
transmitted in a single packet at each time step, the data loss 
information is important for controller design, it is desirable 
that the state feedback controller is  

( ) ( )u k Kx k                                                                          (2) 
which K is the controller gain to be determined.  

 In Fig.1, 1 2,S S are networked switches, and ,   
[ , (0,1)]   are the states, respectively, when 0   , 
there is no data packet loss, then ( ) ( )x k x k , ( ) ( )u k u k ; 
when 1    there exist data packet loss, then  

( ) ( 1)x k x k  , ( ) ( 1)u k u k  .  
Then ( )x k  and ( )u k  can be written as: 

( ) (1 ) ( ) ( 1)
( ) (1 ) ( ) ( 1)

x k x k x k

u k u k u k

 
 

   
    

                                             (3) 

By introducing new state vectors   
( ) [ ( ), ( 1), ( 1)]k x k x k u k       , then the closed-loop 

system resulting from equations (1), (2) and (3)  can be 
expressed as  ( (1,2,3,4)i ) 

( 1) ( ) ( ) ( )
( ) ( ) ( )

i

i

E k A k B k f k

z k C k D k




  
 

    


 
                                   (4) 

Where  

1) 0   ,  1 1

0 0
0 0 , [ ,0,0]
0 0

A BK

A I C C DK

K

 
    
 
 

 

2) 0, 1   ,  2 2

0
0 0 , [ ,0, ]

0 0 0

A B

A I C C D

 
   
 
 

 

3) 1, 0   ,  3 3

0
0 0 , [ , ,0]
0 0

A BK

A I C C DK

K

 
   
 
 

 

4) 1, 1   ,  4 4

0
0 0 , [ ,0, ]
0 0

A B

A I C C D

I

 
   
 
 

 

[ 0 0]T TB B  , 
0 0

0 0 0
0 0 0

E

E

 
   
  

  ( ) [ ( ) 0 0]T Tf k f   

It is noted from above analysis, the closed-loop system (4) 
is component by four sub-systems, so it can be constructed as  
Markov jump systems 

( )

( )

( 1) ( ) ( ) ( )
( ) ( ) ( )

k

k

E k A k B k f k

z k C k D k
 

 

  
 

    
  

                               (5) 

where  ( ),k k   is discrete Markov chains that takes 

values in  1,2,3,4l  . Its transition probability matrix is  

 ij  , which is defined ( ( 1) ( ) )ij P k j k i       with 

0ij   and 4

1
1ijj




  for all i l .  

Assume the nonlinear ( )f k  of system (4) satisfies   

( ) ( ) ( ) ( )f k f k k H k                                                       (6) 
Hear H is known real constant matrix.  
Remark  2.1   When , 0E I f  , system(5) reduces to 

( )

( )

( 1) ( ) ( )
( ) ( ) ( )

k

k

k A k B k

z k C k D k
 

 

  
 

   
  

                                              (7) 

is a special case of this paper, which discussed in [18]. 
The following definitions will be used in the sequel. 

Definition 2.1 [12] The discrete singular system (5) under 
without disturbance ( ( ) 0k  ) is said to be stochastically 
stable if for any 0

nx  , there exist 0 0( , ) 0x   and a 
scalar  , such that  

 2
0 0 0 00

lim , ( , )N

kN
x x x  


                                    (8) 

Definition 2.2 [10] For all i l , the discrete singular system 
(5) is said to be 
i . regular if det( )izE A  is not identically zero. 
ii.    causal if deg(det( )) ( )izE A rank E  . 

actuator plant sensor 

controller 

2S

( )u k  
1S

( )u k ( )x k

( )x k  
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iii. stochastically admissible if it is regular, causal and 
stochastically stable. 
Definition 2.3 [11] System (5) with ( ) 0u k  is said to be 
robustly mean square quadratic stability, if there exists a scalar 

0   such that
2 2

( ) ( )z k kg w£ , for any nonzero 
disturbance 2( ) [0, )k L   , where  

 2 0
( ) ( ) ( )T

k
z k z k z k


  ,  2 0

( ) ( ) ( )T

k
k k k  


   

The objective of this paper is to establish a sufficient 
condition such that the closed-loop system (5) is stochastically 
stable and to design a state-feedback controller in the form of 
(2), to satisfy H  performance.  

III. STABILITY  ANALYSIS 
In this section, we analyze the stochastic stability and 

H performance of system (5). Before presenting the main 
results, we introduce the following lemma. 

Lemma 3.1 [10] The system (5) with ( ) 0k   is 
stochastically admissible if and only if there exists 0iP   
such that the following matrix inequalities holds: 

0
0

T
i

T T
i i i i

E PE

A P A E PE

 


 
                                                            (9) 

where   
1

N

i ij ij
P P


    

Now, we propose the results of this section as follows. 
Theorem 3.1 Given scalar 0   for each i l , if and only if 
there exist matrices T

i iP P and 0   such that the following 
matrix inequalities (10) and (11) hold                         

0T
iE PE                                                                              (10) 

2

1

0
0

0

i i i i i i i
T

i

A P A E PE A PB C H

B PB I D

I

I



  




    





 
    
   
 

     

          (11) 

then the SNCs (5) is stochastically admissible and robust 
asymptotically stable , moreover satisfies H performance g  
norm. 
Where 4

1i ij ij
P P


   

Proof: stochastically admissible and asymptotically stable 
analysis. 
construct the following lyapunov function 

( )( ( ), ( )) ( ) ( )T T
kV k k k E P E k                                        (12)        

when ( ) 0k  , for simplicity ( )k i  , calculating the 
difference of ( , ( ))V k k  along the trajectory of system (5) 
and taking the mathematical expectation, we have 

( ( ), ( )) [ ( ( 1), ( 1))] ( ( ), ( ))V k k V k k V k k          

 1( 1) ( 1) ( ) ( )T T T T
i ik E P E k k E PE k       

 

1

( ) ( )
( ) ( )

i i i i
k kA P A E PE H

f k f kH I

 


   



    
         

min 1

( )
( ) ( )i i i iA P A E PE H
k k

H I
  



  




            

( ) ( )x k x k                                                                       (13)
 

where min ( )   denotes the minimum eigenvalue of matrix ( ) ,  

( ) ( ) ( )k k f k 
       and  min0 min ( )    .   

Inequality (13) implies that  

0
[ (( 1), ( 1))] [ (0, (0))] [ ( ) ( )]N

k
V k k V x k x k     


       

(14) 

So    
0

1[ ( ) ( )] [ ( (0), (0))]N

k
x k x k V  


 


  ,  

let N   then   

0

1[ ( ) ( )] [ ( (0), (0))]
k

x k x k V  


  


                       (15) 

applying definition 2.1 and lemma 3.1, we can obtain the 
system is stochastically admissible and asymptotically stable. 

Then we prove system (5) with zero initial condition, the 
output ( )z k satisfies H  performance. 

Definition    1
0

( ) ( ) ( ) ( )N T T

k
J z k z k k k   


         (16) 

Through computation, we have  

 1
0

( , ( )) ( ) ( ) ( ) ( )N T T

k
J V k k z k z k k k    


      

2
0

( ) ( )
( ) ( )
( ) ( )

i i i
N T

ik

k A A PB C k

f k B PB I D f k

k I k



 

 


  


  




     
            
            




  (17) 

where  i i i iA A P A E PE H H      
According to the theorem 3.1, applying Schur complements 

formula  
 0

(17) 0lim
N

kN
Inequality


 , 

then       0 0
( ) ( ) ( ) ( )T T

k k
z k z k k k    

 
  ,  

so the system has H  performance g  norm. 
This completes the proof. 
Remark 3.1   For systems (7), considered the random data 
packet dropout as Bernoulli process ( 1    or 0   ) 
for state feedback controller designing in [18]. Without 
disturbance ( ( ) 0k  ) for systems (7), a question of robust 
mean square stability of networked control systems with 
packed dropout was investigated in [15], in the theorem 3.1, 
we consider the system with external and nonlinear 
disturbance simultaneously, and establish a sufficient 
stochastic stability condition for state feedback controller 
designing, which is more generality in actual networked data 
transmission  and application. 
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IV. STATE FEEDBACK H CONTROLLER DESIGN 

In theorem 3.1, not given out the controller gain K  solve 
method, in this section, we will present a design method for the 
state feedback controller (2) in terms of LMIs. 

Theorem 4.1 Given scalars 0g > , 0   for each i l , if 
there exist matrices 0iX  , 0iP   and K , such that the 
inequalities (18) and (19) are feasible, then the SNCs (5) is 
stochastically admissible and asymptotically stable, satisfies 
H  performance norm g . 

0T
iE X E                                                                            (18) 

1 2 3 4 5

0

1

0 0

00
0

ij i i i
j l
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P C DKE

I D
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              (19) 

where  
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( )
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i i i i
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 1 , , ,i i i idiag X X X X        4 0 0 0 0              

 5 0 0 0iX
   

Proof:  First, in theorem 3.1, we rewrite iA  and iC  as 

0i i i iA A M KN  ,  0i i iC C DKE    
where 

 01 01

0 0
0 0 , 0 0

0 0 0

A

A I C C

 
   
  

 02 02

0
0 0 , 0

0 0

A B

A I C C D

I

 
   
  

 

 03 03

0 0
0 0 , 0 0
0 0 0

A

A I C C

 
   
  

 04 04

0
0 0 , 0
0 0

A B

A I C C D

I

 
   
  

 

 1 2 3 40 , 0 0 0
T TTM M B I M M       

   1 20 0 , 0 0N I N I        3 4 0 0 0N N   

   1 30 0 , 0 0E I E I          2 4 0 0 0E E   
Then applying Schur complements formula, inequality (11) 

can be rewritten as an equivalent form (20) 

 

1 2 3 4 5
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1

0 0
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ij i i i
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P C DKE
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             (20) 

where 
1 1 1 1

1 , , ,i i i idiag P P P P         , 2 2 3 3 4 4, ,          

1
5 0 0 0iP

      

Let 1
i iP X   in inequality (20), it yields (19). 

This completes the proof. 
Remark 4.1 It should be noted that inequality (20) are non-
convex due to 1

iP , which can be solved via the cone 
complementary linearization method [17], the controller gain 
solve method converted into the following nonlinear 
optimization problem involving LMI conditions.  

4

, , 1
min ( )

i i
i iP X

i

tr P X



  

s )(18) (19)ubject to i and , ) 0i

i

P I
ii

I X

 
 

 
                      (21) 

The   sub-optimal H  controller gain K  can be found 
using the following algorithm: 
Algorithm 4.1 

Step 1 Find an initial feasible set 0 0 0( , , )P X K  satisfying 
(21), let 0k  . 

Step 2  Solve the following LMI problem 
4

, , 1
min ( )

s )(18) (19), ) 0

i i

k k
i i i iP X

i

i

i

tr P X P X

P I
ubject to i and ii

I X








      


 

Step  3  let  1 1 1, ,k k k k
i i i iP P X X K K      

Step 4 If k N , where N  is the maximum numbers of 
iterations allowed, give up and stop. 

Step 5 If ( , , )P X K satisfy (21), then stop, if not, let 
1k k    go to step2. 

V. ILLUSTRATIVE  EXAMPLE 
In this section, we present a numerical example to illustrate 

the theoretical results developed earlier. Consider the system 
(1) with the following matrices borrowed from [18] example 3, 
we have the parameters 

1 0 1 1
,

0 0 1 0.5
E A

   
        

, 
6 0.03 0.01

,
2 0 0.01

B B

   
    
   

 

   0.1 0.05 , 0.01 0.01C D    , 
1

0.5,
1

D H
 

   
 

 

Applying augmentation matrix method, it can be obtained 
parameters of system (5)  
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01

1 1 0 0 0 0
1 0.5 0 0 0 0

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

A

 
   
 

  
 
 
 
  

02

1 1 0 0 6 0
1 0.5 0 0 2 0

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1

A

 
   
 

  
 
 
 
  

03

1 1 0 0 0 0
1 0.5 0 0 0 0

0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0

A

 
   
 

  
 
 
 
  

04

1 1 0 0 6 0
1 0.5 0 0 2 0

0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

A

 
   
 

  
 
 
 
  

 01 03 0.1 0.05 0 0 0 0C C   

 02 04 0.1 0.05 0 0 0.5 0C C   

 1 2 6 2 0 0 0 0M M 

 3 4 0 0 0 0 0 0M M   1 1 0 0 0 0 0N 

 2 0 0 1 0 0 0N   3 4 0 0 0 0 0 0N N 

 1 1 0 0 0 0 0E   

 3 0 0 1 0 0 0E  ,  2 4 0 0 0 0 0 0E E   
The transition probability matrix is given as  

0.3 0.5 0.1 0.1
0.2 0.3 0.5 0.0
0.1 0.7 0.0 0.2
0.6 0.1 0.2 0.1

 
 
  
 
 
 

 

applying algorithm 4.1 to this example, it can be obtained 
min 0.175  , the controller gain matrix  

0.2490 0.4263
0.2328 0.4256

K
 

   
 

In the initial condition (0) [1 1]x    and (0) 1  , the 
external disturbance ( )k  is assumed to be,  

0.2, 10 15
( ) 0.2, 15 25

0,

k

k k

else


 

   



 

the system state response and control output trajectory are 
given in Fig.2 and Fig.3, respectively. 

 
Fig.2 The state response of system 

 
Fig.3 The control output of system 

from the simulation, it shows the asymptotical stability of the 
closed-loop system.  

For system (1), when , 0E I f  , in [14] only considered 
the networked control systems are modeled as a Markov jump 
linear system with two operation modes, compared with 
references [15, 16, 18], our result has more generality in 
practical application. 

 
CONCLUSION 

In this paper, the problem of robust H control of discrete 
time singular systems over networks has been investigated, 
both the data packed dropout and nonlinear disturbance are 
considered, the system communication link failure is modeled 
as markovian jump singular systems with four models, based 
on the Lyapunov function method and LMI technique, an 
approach has been developed to design a state feedback H  
controller, such that the closed-loop system is stochastically 
stable and preserves a guaranteed H performance. An 
example is shown that the approach presented in this paper is 
effective.  
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Abstract— When wind speed is below the rated value, the 
efficiency of captured wind energy must be maximized and the 
mechanical oscillation be guaranteed to be small. To deal with 
these problems, This essay describes the advantages of the direct-
driven permanent magnet synchronous wind power system, and 
then introduces the two-frequency-loop model based on 
frequency separation principle, The LPV model and LPV control 
method are suggested for the high-frequency part of the system. 
The output of the high-frequency part is used to compensate the 
mechanical torque. The mathematical model is built with 
MATLAB, and the online test is carried out by dSpace. The 
simulation results show that the controller reduces mechanical 
oscillation effectively, and enhances the system reliability. 

Keywords-LPV; direct-driven; permanent magnet synchronous 
wind turbine; Wind Power Conversion System; dSpace 

I.  INTRODUCTION 
Wind power is one of clean renewable resources. After 20 

years development, the system performance of wind power 
generation is gradually improved, and its cost is greatly 
reduced. Wind power has become an important strategy for 
national economic development [1, 2]. 

The wind power system mostly adopts DFIG at present, 
with a gearbox between generator and wind turbine. The 
gearbox not only consumes a part of energy, but also has big 
noises, high failure rate and high maintenance costs. Permanent 
magnet synchronous generator is a newer type motor without 
brush and commutator, so it has big power factor. Without 
gearbox, namely that the wind turbine and generator is 
connected directly, it can promote the efficiency, improve the 
reliability of the system and decrease failure rate and 
maintenance costs. 

In the wind power system, the control objective under rated 
wind speed is to maximize the efficiency of captured wind 
energy, but the traditional control methods usually cause high 
mechanical oscillation. Since the wind energy conversion 
system (WECS) is a typical strong nonlinear system, many 
control means need to transform nonlinear model to linear 
model, such as PI or PID control [3], and with some advanced 
control ways, like LQ and LQG control [4], however, the 
robustness of all these control methods is low, this becomes an 
applying restrictions for these control methods. The 

randomness of wind often results in low resolution linear 
model, reference [5] proposed LPV (Linear Parameter 
Varying) control which can solve above problems efficiently.  

Firstly, this paper introduces two frequency loop model of 
the system [6, 7], and then in the low-frequency part, PI control 
is employed. After build LPV model for the high-frequency 
part, the LPV control method is adopted to promote the 
accuracy of the model, also, maximize the efficiency of 
captured wind energy and restrain oscillation. This paper built 
simulation model based on MATLAB, then loaded into 
dSPACE to make on-line experiment, the experiment result s 
show LPV control can improve the performance of the system, 
and it proved the feasibility and superiority of the control 
method. 

II. WIND ENERGY CONVERSION SYSTEM MODEL 
It is reasonable to ignore the dynamic process of generator 

electromagnetic response in this paper, since the 
electromagnetic time constant is much smaller than the 
mechanical time constant. The structure of variable speed 
constant frequency wind power energy conversion system is 
shown in Fig. 1. 

v

lΩ
lΩ

GΓ
wtΓ

 

Figure. 1 Structure of Variable Speed Constant Frequency WECS 

In Fig. 1, the wind turbine and generator are connected 
directly, drive train represents the shaft, and there is no gearbox 
between them. For this reason, they have the same speed Ω . 

A. Wind Speed Model  
Wind speed ( )v t  which is a non-statistical random process 

is decomposed into two components in [8, 9], that is 

 ( ) ( ) ( )v t v t v t= + Δ   (1) 
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Where ( )v t is the low-frequency component, which 
describes long-time scale and low-frequency changes, it is 
usual to assume ( )v t  as a Weibull distribution; and ( )v tΔ  is 
high-frequency component, it is made up of Gaussian white 
noise ( )e t  as a disturbance signal composed of a first-order 
filter. 

 ( ) ( ) ( )1 1

w w

v t v t e t
T T

Δ = − Δ +�  (2) 

Where wT  is the time constant of the filter, and w tT L v= . 

tL is the length of wind speed turbulence. 

B. Wind Turbine Model 
According to the Bates theory, the mechanical power 

captured by turbine is: 

 ( )2 30.5wt pP R C vπρ λ=  (3) 

Where ρ  is air density, R  is the radius of wind turbine, v  
is wind speed, λ  is tip speed ratio, and lR vλ = ⋅Ω , lΩ  is the 
angular velocity of wind turbine rotor, ( )pC λ  is the power 
factor of wind turbine, which is defined as:  

 ( )
12.5116, 0.22( 0.4 5)pC e λλ β β

λ

−

= − −  

Where β  is the pitch angle of variable-pitch control. For 
the fixed-pitch control 0β = . 

The torque of wind turbine is: 

 ( )3 20.5wt
wt

l

P
R v Cπρ λΓΓ = =

Ω
  (4) 

Where ( )C λΓ  is torque coefficient which is defined as 

( ) ( )pC Cλ λ λΓ = . 

C. Drive Train Model  
Neglecting the transients, the rigid drive train is expressed 

as: 

 
.

ll wt G
iJ
η

Ω = Γ − Γ  (5) 

Where lJ  is the total inertia of drive train, i  is the gear box 
ratio, for the direct-driven case, its value is 1, η  is the 
efficiency of the transmission shaft, GΓ  is the electromagnetic 
torque of the generator. As mentioned above, the formula (4) 
and (5) constitute the basic low-frequency model of the wind 
power conversion system. 

D. Model of  PMSG 
Assuming that, 

• Ignore the influence of the core magnetic saturation, 
excluding the eddy current and hysteresis loss. 

• The conductivity of permanent magnetic materials is 
zero. 

• There is no damper winding in rotor. 

• The three-phase of stator is symmetrical and the 
induced EMF (electromotive force) is sinusoidal. 

The electromagnetic torque of permanent magnet generator 
in d,q coordinate system is: 

 ( ) [ ( ) ]G d q q d m q d q d qp i i p i L L i iΓ = Φ −Φ = Φ + −  (6) 

It is assumed that the load of the generator lR  is 
independent and symmetric three-segment, and the states and 
input of the system are defined as: 

 [ ]1 2( ) ( ) ( ) ( )
TT

d qx x t x t i t i t� �= ≡ � �  

 lu R≡  

The state model of the generator can be expressed: 

 

•
1 2

2 1

2

1 ( ( ) )

1 ( ( ) )

1 0

10

q s l
d s

d s h m h
q s

d s

q s

G m

Rx p L L x
L L

x
Rx p L L x p

L L

L L

L L

y p x

� � �− + − Ω� * '+� * '= +� * '
− − − + Ω + Φ Ω� * '+� � �

�� �� −�* '+�* '
�* '

−�* '+�� �
�
�
� ≡ Γ = Φ�

 (7) 

Where R  is the stator resistance, dL  and qL  are the 
inductance of the stator in d, q coordinate system, di  and qi  are 
the stator current, sL  is the equivalent inductance of grid and 
converter, mΦ  is the flux, and is a constant for the permanent 
material, p is the pole pairs of the generator. 

III. LPV CONTROLLER DESIGN 
The LPV theory was firstly proposed by Professor 

Shamma, its dynamic characteristics depend on the adjustable 
parameters which are measured in real time [5]. Since these 
parameters can reflect the nonlinearity of the system, LPV 
system can be applied to describe nonlinear system. The gain 
scheduling controller is then designed using linear method to 
make controller gain change with the parameters. 

The LPV model of the system can be expressed in [6, 7], 

 ( ) ( ) ( ) ( )
( ) ( )

x t Ax t Bu t Le t
y t Cx t

⋅
= + +
=

  (8) 
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The formula (8) shows that external interference ( )e t  

exists in the LPV model. In order to effectively suppress wind 
disturbance and improve the system dynamic performance, the 
controller is designed based on the LPV dynamic model, 
making the H∞  norm of the closed-loop transfer function 

( )ezT s  from the disturbance input ( )e t to the control output 

( )y s less than a given performance index, that is, 

 ( )ez s γ∞ ∞∞
<T  

Then the designed state feedback controller is: 

 ( ) ( )( ) ( )u t K t x tρ= ⋅  

The closed-loop system is obtained as: 

 
( ) ( ) ( ) ( )

( )
( ( ( )) ( ( )) ( ) )

( ) ( ( ))

x t A r t B r t K r t x t Le t

y t C t x tρ
= + +

=

�
  (9) 

The affined parameters of this LPV model depend on ( )tρ , 
and the controller matrix is solved according to theorem 1. 

Theorem 1[10]:  

For the LPV model described by formula(8) and a given 
positive constant, if there are continuously differentiable 
symmetric positive definite matrix ( )( )X tρ , symmetric 

positive definite matrix Y , matrix V  and ( )( )R tρ  satisfying 
formula(10) for all the parameters, then the parameters of 
closed-loop (9) are quadratic stability and meet the given H∞  
performance. 

 

( )
( )( )

( )( )
( )( )

( )( )

- * * * * *
* * * *-

* * *0 0 0
0 - * *0
0 0 - *0
0 0 00

T

T

T

V V

M X t Y
Y

IL t
IC t V

X tV

ρ

γρ
γρ

ρ

∞

∞

� + �* '+* '* '−* <'* '* '* '* − '�*�

 (10) 

where ( )( ) ( )( ) ( )( ) ( )( )T T T TM V A t R t B t X tρ ρ ρ ρ= + + . 
If the inequality (10) has feasible solution, then the state 
feedback controller gain matrix which dependent on the 
parameters is 

 ( )( ) ( )( ) 1K t R t Vρ ρ −=  

According to the formula (5), 

 
1 G

T l wt G
wt

J
η

⋅ Γ
ΔΩ = ΔΓ − ΔΓ

Γ
 (11) 

Where T l l wtJ J= Ω Γ , l
l

l

⋅
⋅ Δ Ω

ΔΩ =
Ω

, l l l

⋅⋅ ⋅
Ω = Ω − Ω , lΩ is 

the stable value of the lΩ , also for the lΩ , lΔΩ  and wtΔΓ . 

According to the high-frequency pulsation wind speed 
modeling method in [9] and formula (2), there is  

 � �
. 1

w

v e v
T

( � �(   (12) 

From formula (4) and low-frequency sub-model, 

 � �2wt l v� �
- - -

(* � -(. � � (   (13) 

Where �  depends on the low-frequency operating point of 

the system, its value is 
( )

( ) 1p

p

C

C

λ λ
γ

λ

′
= − , and  

( ) ( )p
p

dC
C

d

λ
λ

λ
′ = . 

Put the formula (11) and (12) into (13), there is 

 

� � � � � �

� � � �

1

2

wt wt l
T w w

G
G

T wwt

t t t
J T T

t e t
J T

� � �

� �
	

� �� (* � � (* � (.� � �� �

* �
� (* �

*

   (14) 

Formula (11) and (14) constitute the high-frequency sub-
model of the conversion system, for this model and according 
to the theory above, ( ) Gu t = ΔΓ  is chose as the control input, 

( )
T

l wtx t � �= ΔΩ ΔΓ� �  is the state vector, 

� � � � � �� � � �y t t C t x t� 
�( �  is defined to be the output 
vector, and the matrixes obtained by formula (14) are 

0 1
1

T

w T w

J
A

T J Tγ γ
� �

= * '−� �
,

1 G

T wt

G

T wt

J
B

J
γ

� �Γ−
* '

Γ* '= * 'Γ−* '
* 'Γ� �

, ( )0 2
T

wL Tγ= −� �� �  ,          

2 1
2 2

C
� �

� �
� �� �� �� �	 


 

Use the LMI toolbox to describe the matrix of the theorem 
1 to obtain the controller K. 

IV. ONLINE SIMULATION AND RESULTS ANALYSIS 
According to Fig. 1 and the analysis above, the general 

structure diagram of the direct-driven permanent magnet 
synchronous wind power system based on LPV is shown in 
Fig. 2, and the online experiment is done by dSPACE. 
dSPACE system is a development and testing platform based 
on MATLAB/Simulink in real-time environment, it can be 
connected with MATLAB/Simulink seamlessly, and can 
realize real-time control and modify for the control system, so 
it is much easier and overcomes some inconvenience of on-line 
simulation.  
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Figure. 2 Gain Scheduling Control Structure Based on LPV 

In MATLAB simulation environment, find the solution of 
matrix in theorem 1 with LMI and Simulink toolbox, and build 
the general simulation diagram of the system, then download 
the simulation to the dSPACE to do the real-time simulation 
experiment. The parameters of the experiment are shown in 
Table 1. 

TABLE I.  EXPERIMENT  PARAMETERS 

Name Value Name Value 
R 2.5 m É 1.25kg/m3 
Tw 21.4286s � 0.95 
JT 0.563kg*m2 Cpmax 0.476 

TGmax 40Nm �out 7 
The experiment results of power factor of the wind turbine 

pC  and tip speed ratio λ  (lam) are shown in Fig. 3 and Fig. 4. 

 

Figure. 3 Power Factor  

 

Figure. 4 Tip Ratio 

From Fig. 3, it is easy to see that the value of pC  is stable 
and very closed to the maximum value 0.476; and the Fig. 4 
shows that the accuracy of tip speed ratio tracking the best 
value is high, and the robustness of the system is good, so the 
controller can capture the wind energy as much as possible, and 
the oscillation is small, solve the contradictions between the 

wind energy capturing and big oscillation. The experiment 
results show the effectiveness and advantages of this control 
method. 

V. CONCLUSIONS 
The situation discussed in this paper is below the rated 

wind speed of the direct-driven permanent magnetic 
synchronous wind power system, we need to capture the 
maximum wind energy and to ensure the smaller mechanical 
vibration, while increasing the model precision, firstly we build 
the basic model of the system, then for the high-frequency part, 
according to the LPV theory to linear the part and design the 
LPV controller, with PI control of the low-frequency part, the 
torque can be controlled well. The simulation results based on 
the dSPACE show that the control method of this paper can 
fulfill the control objective and efficiently improve the 
performance, while the real-time experiments are still on 
research. The research of this paper has broad application 
prospects in direct-driven permanent magnetic synchronous 
wind power system. 
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Abstract- Mobile agents ( MA ) are autonomous software entities 
that are able to migrate across heterogeneous network execution 
environments. Mobility and autonomy compensate the 
deficiencies of distributed technology pretty well. But the security 
issues with mobile agents have not been solved and are becoming 
obstacles for the application of mobile agents. Homomorphic 
encryption is a technique in which the encrypted mobile codes 
can be executed directly on different platforms without 
decryption. This paper presents a protection scheme of mobile 
agent (AMHCFES) in network management application, which 
combining protect method of homomorphic encryption and 
composite function technology. The correctness and security 
proof of AMHCFES protection scheme are given in this paper, 
and malicious hosts can be avoided effectively using this scheme 

Keywords- mobile agent; homomorphic encryption; composite 
functio; active protection 

I. INTRODUCTION 

The original idea of moving cryptography comes from 
calculating encrypted mobile agents directly, but as the 
homomorphic encryption scheme which supporting the idea of 
moving cryptography can’t be found, so moving cryptography 
can’t be used in practice.[1-5] This paper gives a practical 
scheme to realize the ideas of moving cryptography. This is a 
compound method, organized by composite function and 
homomorphic encryption scheme. Both codes and data can be 
encrypted using this method, and the encrypted program can be 
executed directly without decryption. This method is an 
extension of moving cryptography put forward by Sander and 
Tschudin, which preserve many advantages and get rid of 
many drawbacks of original cryptography[6-9]. 

II. THEORY RELATED

The scheme put forward in this paper is based on theory of 
three address code, homomorphic encryption scheme (HES) 
and  composite function(FnC). 

2.1 Three Address Code  
Most original programs will be translated into executing 

objective codes using compiler. There are several phases 
before creating objective codes. Explicit middle forms will be 
created after grammatical analysis and semantic analysis, three 
address codes is one of the middle forms[10]. Three address 

codes are description of a series of strings, e.g. x:=y op z  here, 
x, y, z are  names of constants or variables, op is a random 
operator. Usually, three addresses will be included in three 
address codes, two for operands, one for result. So, original 
expression may changed into following expressions: 

t1 : = y * z 

t2 : = x + t1 

t1 and t2  are temporary variables created by compiler. 

2.2 Addition-multiplication homomorphic(AMH)
Addition –multiplication homomorphic is a subset of secret 

homomorphic. It is defined by Sander and Tschudin as 
following forms: Suppose R and S make a ring, then there is a 
encryption function E : R  S . 

(a) Addition homomorphic means there is a valid algorithm 
PLUS to calculate E(x+y)  according to  E(x) and E(y), but 
don’t need to know the concrete size of x and y. 

(b) Multiplication homomorphic means there is a valid 
algorithm MULT to calculate E(xy)  according to E(x) and 
E(y), but don’t need to know the concrete size of x and y. 

Addition homomorphic and multiplication homomorphic 
keep back addition and multiplication separately[11-15], both 
secrecy homomorphic and addition-multiplication 
homomorphic may guarantee the security of arithmetic 
operation on encrypted data, and needn’t to decrypt the data.  

2.3  Composite Function 
Composite function is defined as follows: it is consisted of 

output of h(x) and input of g(x), and shown as  f(x) = g h or  
f(x) = g(h(x)) in math,  h(x) is the hidden original function. 
The agent host which owns function must choose a conversion 
matrix g(x) to create a composite function f(x). Compare f(x) 
with encrypted function h(x), f(x) is a different function. So,
security and integrity of data get guarantee[16-18]. Because the 
result of composite function f(x) is encrypted, malicious host 
don’t know the result of function. The owner of function(that is 
the owner of mobile agent) gets the encrypted result through 
function g(x). Figure 1 is as follows. 

This work is supported by natural science foundation of China
(61170185), natural science foundation of Liaoning province
(20101082) ,and scientific  research project of  Liaoning education 
department(L2011030)
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Fig.1 Composite Function 

Alice is the owner of agent and have function h(x), she 
wants to calculate the input x of Bob, but she won’t want 
expose herself function, so she choose a function g(x), and 
create a function f(x), then send it to Bob. Bob calculates result 
through f(x) function using his input x, and send result to Alice. 
Bob can’t calculate function h(x), because what he can see is 
just f(x). Only Alice can get the real result of h(x), through 
adding f(x) into inverse function, that is h(x) = g-1(f(x)). 

III. ADDITION MULTIPLICATION HOMOMORPHIC AND 
COMPOSITE FUNCTION ENCRYPTION SCHEME(AMHCFES)

First, data and state information of three address codes will 
be encrypted in this scheme, then three address codes operating 
code will be encrypted through composite function. Concrete 
operation steps are as follows: 

Three address codes operands will be encrypted using 
addition-multiplication homomorphic encryption scheme. 

Take away the operands dependance problem aroused by 
addition-multiplication homomorphic encryption scheme(take 
away encrypted data by addition-multiplication homomorphic) 

Three address codes operating code statements will be 
encrypted using composite function technology. 

Solve the operating code dependance problem aroused by 
composite function technology. 

At first, original three address codes will be got from 
compiler in this scheme, and sensitive data and state 
information of mobile agents will be encrypted using AMH, 
then three address codes operating code will be encrypted 
using composite function technology after first encryption. 
Double encryption problems of operands and operating code 
will encounter during the first and second encryption, that will 
arouse the incorrect encryption of mobile agent. So  
AMHCFES will find all operands and operating code 
statements which have been double encrypted, and take away 
such statements. Double encryption problems will be solved to 
every encryption process. Encrypted three address codes will 
be created in AMHCFES, this codes execute the same task as 
original three address codes and get the same effect. But 
encrypted three address codes are hard for malicious host to 

read and modify mobile agents’ code, data and state 
information. 

3.1 AMHCFES Idea 
The process description of encryption and decryption is 

given in Fig.2 . When encrypting, AMH is used to encrypt data, 
a simple function, that is 1)( 3 -. xxg  is used to encrypt 
operating codes. Then the encrypted mobile agent is sent to 
other hosts in network directly and results are returned to the 
original host. When decrypting, the reverse function 

31 1)( /./ xxg  is used first, then AMH scheme is used to get 
the real return results. 

3.2 AMHCFES Algorithm  
A great number n is used in the algorithm, which makes n=p

q , p and q are prime numbers in this expression. Set 

}{ pxxZ p 0. as original plaintext information set, and 

set }{ nxxZn 1. as ciphertext information set, 

}{ pp ZaaQ 2.  is the clue set of encryption. 

Addition and Multiplication operating type are defined on Zp. 

The encryption and decryption algorithms are as follows: 

(1) Encryption algorithm: To given pZx3 choosing a 
random a in Qp , and making x = a mod p. Encrypted result is 
calculated as  y = Ep(x) = a mod n.(This is also can be done by 
choosing a random r and creating a expression a = x +rp.) 

(2) Decryption algorithm: To given np ZxEy 3. )( , using 
cryptographic key p to recover original value  x = Dp(y) = y 
mod p. 

P(f)

h f=g h

Alice

g-1(x)h(x)

P(f)(x)

Bob

encrypt
ion

decrypt
ion

encrypted

y=E(a)3+3E(a)2E(b)+3E(a)E(b)2+E(b) 3+1
y=a+b y=E(a)+E(b)

AMH

AMH

g(x)=x3+1

31 1)( /./ xxg

results

network

Fig.2 Encryption and Decryption 
Procedure
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A plain information x can be encrypted into more kinds of 
ciphertext in this cryptosystem. So, although )()( 21 xExE 4
but D(E1(x)) = D(E2(x)). 

3.2.1 The Correctness Proof of Algorithm
Here, theorem 3.1 is given to show the correctness of 

algorithm, and the proof process will be given. 

Theorem 3.1: To all pZx3 , existing Dp (Ep(x)) = x. 

Proof:  let )(xEy p.  and random a is used to encrypt 
information, exists 

a mod n = y                                                           (3.1) 

Then divide n by  p, equality (3.1) meaning 

y mod p = (a mod n) mod p = x                             (3.2) 

Done. 

The proof of Algorithm AMHCFES’s addition and 
multiplication properties which based on mod n is as follows: 

Theorem 3.2: To all s and t in Zp , existing D(E(s)t) = 
D(E(st)). 

Proof: Let’s calculate E(s) t and E(s t) first. 

(1) E(s) t : In order to encrypt s, let’s choose a value 1a ,

make s = 1a mod p, that is obtain the expression spka -. 11 ,

as nay mod11 . ,so 121 ynka -. ,and then get the 

expression 1121 ynkspk -.- .Thus, 1y  is obtained. 

spqkksnkpky -/.-/. )( 21211
                        (3.3) 

As tytsEysE 11 )(,)( .. , get  

tspqtktkty -/. )( 211

Obtaining the equality through decryption: 

stptytyDtsED ... mod)())(( 11             (3.4) 

(2) E(st):  In order to encrypt st, let’s choose a value 2a ,

make st = 2a mod p, that is stpka -. 32 , so st is encrypted 

as nay mod22 . , that is 242 ynka -.  , Obtaining 2y

through calculation: stpqkky -/. )( 432

Obtaining equality through decryption: 

stpyyDstED ... mod)())(( 22             (3.5) 

(3) D(E(s)t) = D(E(t)) Obtaining the results from  
equality (4) and (5)

     stpypty .. modmod 21

Which means, existing  D(E(s)t) = D(E(t))   based on mod p. 
Done. 

3.2.2  Examples of Algorithm AMHCFES
Any input random t can be encrypted automatically using 

this algorithm[19]. The auto encryption property of algorithm 
AMHCFES is shown by following example. 

E.g. supposing  p=101, q=71, then n = pq =7171. For the 
same reason, supposing host of mobile agent provides E(1) 
=203. Malicious host hope the input vnumber 8  encrypted, 
then letthe encrypted number 8 multiply E(1), and obtain 
ciphertext,that is E(8) =1624. In order to test the equality, 
choosing A=15966, then 15966 mod 7171 = 1624. 

Attention As A3 Qn..={ A (A 2  Zn ) 5 ( A 6 n )} , 
then 1624 mod 101 = 8. 

3.3  Verification of AMHCFES  Security 
This scheme is decrypted by calculating x = y mod p, and 

the security of this algorithm may be tested by arguments on 
safety[20-21]. 

Ciphertext Attack: as y  Zq , if cryptanalysts want to find 
number A  Qn , they don’t need to get p, but they need p to 
calculate a mod p = x. So, it is difficult for cryptanalysts to find 
p in module n, the same as factoring to n, if they know cipher 
only. So it is hard to find initial values only knowing cipher. 

Plaintext Attack: if cryptanalysts know a pair of plaintext-
cipher(x, y), then they create a data set of t,  that is Ai  Qn, i 
= 1, ,t, so Ai = y mod n. To every i, there is Ai = x mod p, so 
p (Ai – x), p = gcdti=1(Ai – x). But it is hard to let such thing 
happens. 

Integrity Attack: Since module p is needed by all to execute 
decryption, any open data  such as x < p can be used to decrypt 
data. So malicious host may choose a value to replace any 
encrypted data[22-24]. But such choice is blind as module p 
isn’t known. It is hard to find initial values.  

IV. CONCLUSION

This scheme provides a new method to encrypt information 
without any secret key. MA encrypted by AMHCFES can 
execute tasks on other hosts of network without decryption. It 
is effective to defend attacks of malicious hosts. 

4.1 Shortcoming  
There are some restrictions and assumptions in this scheme, 

which restrict application scope of the scheme.  

Assumption 1: This scheme is used for Integer since AMH 
is based on loop theory. 

Assumption 2: Control structure of MA codes can not be 
encrypted by composite function, because such operators are 
included in control structure, e.g. logical expression with other 
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type operators in if statements, other operators here are: logical 
operator, Boolean operator, assignment operator, etc. 

4.2  Improvement
Further study is needed to improve scheme, the work will 

be done in future is as follows: 

Data set handled in this scheme is integer because of loop 
theory assumption. In order to further expand application scope 
of MA protection, researching how to expand data set to other 
data types is the study focus afterwards.  

In MA encryption algorithm, type of function call are 
limited to some basic input output statements, so valid calling 
method of user defined function and system function will be 
studied. 
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Abstract—In this paper, we study adaptive control design
problem of piecewise-linear systems with matching parametric
uncertainties. The basic idea is to construct a piecewise control
law and a piecewise parameter adaptation law in such a way
that a piecewise quadric Lyapunov function can be used to
establish the global stability. All of the synthesis conditions are
formulated as Linear Matrix Inequities and can therefore be
efficiently solved. Moreover, the possibility of sliding motion at
the boundary of polytopic regions is considered, and the results
are demonstrated by application to control a linear motor.

I. INTRODUCTION

Piecewise linear(PWL) systems are switched linear systems
with state space-partition-based switching. PWL systems are
very important in representing many practical systems includ-
ing power electronics [1], [2], robots [3], [4] and biology
regulatory networks [5]. In additional, PWL systems can
approximate nonlinear systems to any degree of accuracy and
therefore provide a useful framework for the analysis and
synthesis of a large class of nonlinear systems.

Remarkable progress on the PWL systems have been
achieved thanks to the dedication of many researchers over
the last decades. Important achievements include stability and
stabilization [6]–[11], state and output tracking control [12]–
[14] and robust control of PWL systems [15]–[20] among
others.

Although the proposed robust control methods [15]–[20] can
be applied to deal with the uncertain PWL systems, model
uncertainties coming from parametric uncertainties can not
be reduced. In order to achieve the required performance,
the feedback gains must be increased, resulting in high-
gain feedback. On the other hand, there are always the
constrain scope of control input in the practical engineering
systems. To avoid the high-gain feedback, an Lyapunov-based
adaptive control approach was proposed in [21]. However,
the synthesis conditions were formulated as Bilinear Matrix
Inequities(BMIs), the computation problem of BMIs is still a
common challenge.

In this paper, we study the adaptive control design problem
of PWL systems with matching parametric uncertainties. The
basic idea is to construct a piecewise control law and a
piecewise parameter adaptation law in such a way that a
piecewise quadric Lyapunov function[PQLF] can be used

to establish the global stability. Comparing with [21], all
of the synthesis conditions are formulated as Linear Matrix
Inequities(LMIs) instead of BMIs, thus are much more simple
to solve with existing software such as MATLAB. Moreover,
we consider the possibility of sliding motion at the boundary
of polytopic regions, which guarantees the rigidity of the
proposed approach.

II. PROBLEM FORMULATION AND PRELIMINARY

Consider the following uncertain PWL systems,

ẋ =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
A1x + B1u + ϕ1(x)θ if x ∈ R1,

A2x + B2u + ϕ2(x)θ if x ∈ R2,

· · ·
Amx + Bmu + ϕm(x)θ if x ∈ Rm,

(1)

where Rn = ∪i∈{1,2,··· ,m}Ri denotes a partition of the state
space into a number of closed polytopic regions; x ∈ Rnx , u ∈
Rnu and θ ∈ Rnθ , denotes the state, input and unknown pa-
rameter vector, respectively. Moreover, Ai, Bi are all constant
matrices with appropriate dimensions; ϕi(x) : Rnx→Rnx×nθ

is a continuous linear or nonlinear function with ϕi(0) = 0.
As shown in [6], we can construct matrices Ei, Fi for each

region Ri such that{
Eix ≥ 0, x ∈ Ri

Fix = Fjx, x ∈ Ri ∩ Rj

(2)

Assumption 1: The proposed PWL systems satisfy the
matching condition, i.e., there exist function ψi(x) for each
region, such that

Biψi(x) = ϕi(x), x ∈ Ri. (3)

Let θ̂ be the estimation of θ, our objectives are to design a
piecewise control law u(t) = ui(x, θ̂), x ∈ Ri and a piecewise
parameter adaptation law ˙̂

θ = υi(x, θ̂), x ∈ Ri, such that the
closed-loop PWL system is asymptotically stable, i.e, all the
possible state trajectories will converge to origin.

III. MAIN RESULTS

In this section, we provide the main contribution of the
paper. An LMI-based adaptive control approach will be devel-
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oped for the PWL system (1) based on the PQLF theory [6]
and the following two lemmas.

Lemma 1: [22] For all positive definite matrices P , the
following inequality holds:

GT P−1G ≥ GT + G − P. (4)

Lemma 2: [23] Let Φ be any given positive definite matrix.
The following statements are equivalent:

(1). Ψ + Ξ + ΞT < 0;
(2). There exists a matrix W such that[
Ψ + Φ − (W + WT ) ΞT + WT

∗ −Φ

]
< 0.

(5)

Now, we give the main result of this paper.
Theorem 1: If there exist symmetric matrices T , Ui, Wi and

general matrix Vi, Ri, such that Ui, Wi have nonnegative en-
tries and the following LMIs are satisfied with Pi = FT

i TFi,

Pi − ET
i WiEi > 0, (6)2

4
−(Vi + V T

i ) V T
i AT

i + RT
i BT

i + Pi V T
i

∗ −Pi 0
∗ ∗ ET

i UiEi − Pi

3
5 < 0.

(7)

Then, using the piecewise control law{
u = −ψi(x)θ̂ + Kix
Ki = −RiV

−1
i

x ∈ Ri (8)

and the piecewise parameter adaptation law

˙̂
θ = ϕi(x)T Pix, x ∈ Ri, (9)

the resulting closed-loop PWL system is asymptotically stable.
Proof: We choose a piecewise quadratic Lyapunov function

V (x, θ̂) =
∑

i

βi[xT Pix + θ̃T θ̃], βi =
{

1 x ∈ Ri

0 others (10)

where θ̃ = θ̂ − θ denotes the estimation error of unknown
parameter θ.

Then, the sufficient conditions for the asymptotical stability
are {

V (x, θ̂) ≥ 0
V̇ (x, θ̂) < 0

(11)

That is because if considering the augmented sys-
tem (1),(8),(9), and let

E = {(x, θ̂) ∈ (X, Rnθ )|V̇ (x, θ̂) = 0} (12)

then
E = {(0, θ1)|θ1 ∈ Rnθ} (13)

and E is a invariant set. Therefore,using LaSalle’s theorem[25],
the solution of the augmented system (x(t), θ̂(t)) converges to
the set E, i.e.,

lim
t→∞x(t) = 0 (14)

Therefore, we just need to show the conditions (11) hold.
With the help of (10), we learn that the conditions (11) can

be implied by{
xT Pix > 0

2ẋT Pix + 2θ̃T ˙̂
θ < 0

x ∈ Ri \ 0 . (15)

Replacing the piecewise control law and adaptation law by
(8–9), the sufficient conditions become{

xT Pix > 0
2(Āix + ϕi(x)θ − Biψi(x)θ̂)T Pix + 2θ̃T ϕi(x)T Pix < 0

(16)
where Āi = Ai + BiKi.

By eliminating the terms containing θ̃, the sufficient condi-
tions can be reformulated as the following inequalities{

xT Pix > 0
xT (ĀT

i Pi + PiĀi)x < 0 x ∈ Ri . (17)

These conditions can be relaxed using S-procedure and
the polyopic region description (2), yielding the sufficient
conditions as{

Pi − ET
i WiEi > 0

ĀT
i Pi + PiĀi + ET

i UiEi < 0 x ∈ Ri . (18)

It is noted that the first inequality of the above conditions is
same with (6), so our rest work is to show the proof of second
inequality using condition (7).

Let Qi = P−1
i , Si = ET

i UiEi, then the second inequality
can be written as

QiĀ
T
i + ĀiQi + QiSiQi < 0 x ∈ Ri. (19)

The use of Lemma 2 with Ψ = QiSiQi and Ξ = QiĀ
T
i

yields,[
QiSiQi + Φi − (Wi + WT

i ) ĀiQi + WT
i

∗ −Φi

]
< 0. (20)

By the congruence transformation
[
Vi 0
∗ Pi

]
with Vi =

W−1
i , the inequality (20) becomes[
V T

i (P−1
i SiP

−1
i + Φi)Vi − (Vi + V T

i ) V T
i Āi + Pi

∗ −PiΦiPi

]
< 0.

(21)
A Schur complement argument on the term

V T
i (P−1

i SiP
−1
i + Φi)Vi shows that, the sufficient condition

is equivalent to the following inequality⎡⎣−(Vi + V T
i ) V T

i Āi + Pi V T
i

∗ −PiΦiPi 0
∗ ∗ −(P−1

i SiP
−1
i + Φi)−1

⎤⎦ < 0.

(22)
The use of Lemma 1 with Φi = P−1

i yields,

(P−1
i SiP

−1
i + Φi)−1 = Pi(Si + Pi)−1Pi ≥ Pi − Si. (23)

This inequality show that the following condition implies
the inequality (22),⎡⎣−(Vi + V T

i ) V T
i Āi + Pi V T

i

∗ −Pi 0
∗ ∗ ET

i UiEi − Pi

⎤⎦ < 0. (24)
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Replacing Āi by ĀT
i , we can obtain the dual of (25) as⎡⎣−(Vi + V T

i ) V T
i ĀT

i + Pi V T
i

∗ −Pi 0
∗ ∗ ET

i UiEi − Pi

⎤⎦ < 0. (25)

substituting Āi = Āi + BiKi, Ri = KiVi into (25), we
obtain the inequality 7. In summary, (6–7) are the sufficient
conditions for the the asymptotical stability of the resulting
closed-loop PWL SYSTEM, which completes the proof.

Remark 1: Although the proposed piecewise adaption law
can only ensure the boundedness of θ̂ rather than asymptotical
convergence to the true parameter value θ, the state trajectory
will still converge to the origin as the disturbance converges
to zero.

IV. SIMULATION RESULTS

In this section, we consider an epoxy core linear motor drive
system with negligible electrical dynamics described in the
following [24].

ẋ1 = x2 (26)

Mẋ2 = u − θx2 + [fc − fce
−|ẋ1|]sgn(ẋ1) (27)

where x1, x2 are the position and speed of the inertia load,
respectively. The control input is u, which ensures the system
stable. All the parameter values and their physical meanings
are illustrated in Table 1, where θ ∈ [0.2, 0.28] is the uncertain
parameter.

TABLE I: Simulation parameters
M=0.55 Motor mass (Kg)

fc=1 the Coulomb friction force
θ ∈ [0.2, 0.28] an equivalent viscous friction coefficient

The objective is to design a state feedback controller with
the control gain constrain ‖K‖∞ ≤ 2 that forces the motor to
stop at a certain point.

Given the possible initial velocity x2 ∈ [−2, 2]. The
nonlinear function (27) − (28) can be approximated by PWA
functions yielding a PWL system with four regions as below.

R1 = {x|x ∈ R2|x2 ∈ [−2,−1]},
R2 = {x|x ∈ R2|x2 ∈ [−1, 0]},
R3 = {x|x ∈ R2|x2 ∈ [0, 1]},
R4 = {x|x ∈ R2|x2 ∈ [1, 2]}.

Moreover, the system matrix Ai is obtained by its PWA

approximation, and

A1 =

⎡⎣0 1 0
0 0.6645 −0.2690
0 0 0

⎤⎦ (28)

A2 = A3 =

⎡⎣0 1 0
0 1.8182 0
0 0 0

⎤⎦
A4 =

⎡⎣0 1 0
0 0.6645 0.2690
0 0 0

⎤⎦
Bi =

⎡⎣ 0
1.8182

0

⎤⎦ , i ∈ {1, 2, 3, 4}

such as

ẋ = Aix + Biu + ϕiθ (29)

where x =

⎡⎣x1

x2

1

⎤⎦ and ϕi(x) =

⎡⎣ 0
−x2

0

⎤⎦ . (30)

Thus, the Assumption 1 is satisfied, where ψi(x)=−0.55x2.
Therefore, the following piecewise control law and parameter
adaptation law are employed,{

u = 2x2θ̂ + Kix
˙̂
θ = ϕi(x)T Pix

x ∈ Ri , (31)

where Ki and Pi can be obtained by solving the LMIs pro-
posed in Theorem 1. The solutions are obtained by MATLAB
as below.

K1 =
[−0.7003 −1.1917 0.2382

]
(32)

K2 =
[−0.6106 −1.9195 0.0118

]
K3 =

[−0.5024 −1.8053 −0.0158
]

(33)

K4 =
[−0.4098 −0.8887 −0.1969

]
Simulations have been carried out with the initial condition
[x1, x2]=[−2,−1.5] and θ̂(0)=0.24. Fig.1 shows that, the
state trajectory of closed-loop PWL system converges to the
origin, which illustrates the efficacy of the proposed LMI-
based adaptive control method.

For comparison, we try to design the state feedback con-
troller using the BMI-based adaptive control method [21] for
the same PWL system, no feasible solution can be found using
YALMIP, which illustrates the advantage of the proposed LMI-
based adaptive control approach.

V. A REMARK ON SLIDING MOTION

Actually, by extending the idea of [6], if there exists a
quadratic Lyapunov function Vl(x, θ̃) ≥ 0 for each boundary
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l = Ri ∩ Rj , such that for all x ∈ l,

Vl(x, θ̃) ≥ 0 (34)
∂Vl

∂x
c̄o{Aτkx + Bτu + ϕτ (x)θ} +

∂Vl

∂θ̃

˙̃
θ < 0, τ = i, j (35)

the asymptotical stability can be guaranteed, although the
sliding motion may happen. Note that for all x ∈ l, Elx = 0,
then using similar procedure in the proof of Theorem 1, the
constraints (34-35) can also be expressed as LMIs.

VI. CONCLUSION

In this paper, a LMI-based adaptive control method is
developed for uncertain PWL systems. By constructing proper
piecewise model compensator and online parameter adaptation
law, the adaptive control design problem can be converted
to the control design problem for a nominal PWL system
without parameter uncertainties. Furthermore, the stabilization
problem for the obtained nominal PWL system are formulated
as optimization problems subject to a set of LMIs, which
are numerical solvable by the existing software. However, the
proposed method still has a limitation that the parametric un-
certainty of the PWL systems must satisfy matching condition,
which will restrict the application of the proposed synthesis
method. Therefore, our future work will focus on how to get
rid of this assumption to achieve wider applications.
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Abstract—Based on total variation minimization (TV) algo-
rithm and the theory of polynomial acceleration, we prompted
a modified algorithm, which is called P-TV in this paper. This
new algorithm has a better noise immunity and fewer iteration
numbers than the traditional TV algorithm. P-TV algorithm
can be divided into four steps. Compared to the traditional TV
algorithm, the P-TV algorithm applies the theory of polynomials
to ART iteration step to enforce data consistency with the projec-
tion data and applies the positivity constraint after the GRAD-
step too, which accelerate convergence of image reconstruction.
Simulation results prove that when the iteration number is the
same, the quality of reconstructed image from P-TV algorithm is
better than traditional TV algorithm. When the quality of image
reconstructed by both algorithms is nearly the same, the iteration
number of P-TV algorithm is much less than the number of
traditional TV algorithm. At last we applied the two algorithms
to CT image reconstruction from the noisy data. All results show
that the P-TV algorithm is effective.

Index Terms—CT; Few-views; Image reconstruction; TV algo-
rithm; Polynomial acceleration algorithm

I. INTRODUCTION

Computed Tomography (CT) image reconstruction is widely
used in medicine, industrial inspection and so on. It is an
imaging technique to get the cross-sectional information of
the image according to projection measurement data which
are in different angles. In various forms of computerized tomo-
graphic image reconstruction, one of the main issues centers
on how to estimate an accurate image from few views data.
In two dimensional (2D) CT, the most common problems are
the non-sufficient data reconstruction problems[1][2]. Here, we
focus on the few-views problem, which obtains the projection
data only in some specific angles. Two widely used iterative
algorithms for tomographic reconstruction are the algebra-
ic reconstruction technique (ART) [3]and the expectation-
maximization (EM) algorithm[4]. For the case where the data
are not sufficient to determine a unique solution to the imaging
model, the ART algorithm will find the imagethat is consistent
with the data and minimizes the sum-of-squares of the image

pixel values. But this algorithm will lead to conspicuous
artifacts in reconstructed images. Although there are many
improvements based on ART, such as SIRT and MART, the
effect on elimination of artifacts is not so obvious. In the last
few years, total variation minimization (TV) methods, which
originates in the field of compressing sensing (CS)[5][6], for
CT reconstruction from sparse and noisy data were developed
by Sidky et al [7]. This method is effective on artifacts
elimination; we can get a high quality reconstruction image
with it. Li Yi of North University of China and Liu Baodong of
Chongqing University of China both make some modifications
about TV algorithm [8][9]. But traditional TV algorithm is
time consuming. In this paper, we develop an iterative image
reconstruction algorithm, which is combined TV algorithm
with theory of polynomial acceleration[10]. We call it P-
TV algorithm which accelerates convergence of image recon-
struction. Each iteration of P-TV algorithm can be divided
into four steps: the POCS-step (Projection onto Convex Sets),
which applies the theory of polynomials to ART iteration to
enforce data consistency with the projection data; the positivity
constraint step, which constrains the values of all reconstructed
points within [0, 1]; the GRAD-step, which reduces the TV
of the image estimate; the positivity constraint step again, this
step is added to the conditional TV algorithm additionally,
which can accelerate convergence of image reconstruction.

This paper is organized as follows. In Section2, we describe
the CT reconstruction problem and the TV algorithm. In
Section 3, we introduce the theory of polynomial acceleration
and promote the modified TV algorithm. In Section4, we give
the numerical simulation results. In Section5, we conclude this
paper.

II. TV ALGORITHM
A. Mathematic Model of CT reconstruction

The image is described by a vector �f of length Nimage

with elementsfj , j = 1, 2Nimage, Nimage = n× n where the
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integer n is the width and height of the 2D image array. The
projection-data is described by a vector �p of length Ndatawith
elements pi

pi =

Nimage∑
j=1

wijfj , i = 1, 2, . . . , Ndata (1)

Ndata is the total number of projection-data. wij is the
element of the system matrixrepresent the impact of pixel fj to
projection-data pi and the value of wij is equal to the length of
ith projection through the jth pixel[11]. The system matrix W
is composed of Ndata row vectors. The general expression for
the algorithm discussed here involves inversion of a discrete-
to-discrete linear transform

�p =W �f (2)

B. TV algorithm

CT reconstruction always is an ill-posed problem, espe-
cially when it is few-views condition. The typical method
to solve this problem is the regularization. Recently, regu-
larization based on minimizing TV of the image becomes a
hot topic[7][12-15].In fact, minimizing TV of the image is a
progress to minimize the l1-norm of the gradient image. So,
the most elements of gradient image will be zeros and the
original image will tend to constant in most pixels [16]. Each
iteration of TV algorithm consists of two phases: POCS and
gradient descent. The POCS phase is further broken down into
two steps that enforce data consistency and positivity. As a
result, the steps comprising each loop are: DATA-step, which
enforces data consistency with the projection data; the POS-
step, which ensures a non-negative image; and the GRAD-step,
which reduces the TV of the image estimate. We can refer to
references[7] for concrete steps of TV algorithm. During the
process of DATA-step, TV algorithm employs the traditional
ART iteration formula to enforce data consistency. And in
the process of GRAD-step, parameter is a constant, which is
used to control the convergence speed. So, in the beginning of
iteration, f (TV GRAD) will fall off rapidly to certain value.
But with the increase of iteration, f (TV GRAD) will fall off
slowly. Therefore, we prompted a modified TV algorithm,
called it P-TV based on TV algorithm and the theory of
polynomial acceleration, which will introduce below. P-TV
algorithm has a better performance in convergence speed than
TV algorithm. This performance will be discussed in Section
4.

III. THEORY OF POLYNOMIAL ACCELERATION

The traditional iteration method just used the information
of image in last step, such as ART. The theory of polynomial
acceleration will use all the information in each iteration[10].
The general formula is as follows:

F k = u1F
k−1 + u2F

k−2 + . . .+ ukF
0 + wkr

k−1 (3)

k = 1, 2, . . . , u1 + u2 + . . .+ uk = 1, wk �= 0

rk−1 is remainder term. We can obtain the following formula
from (3)

F k − F 0 =

k−1∑
j=0

εj(W
∗W )jr0 = qk−1(W ∗W )r0 (4)

qk−1(γ) = ε0 + ε1γ + . . .+ εk−1γ
k−1 (5)

qk−1(γ) is a polynomial of K-1 order and

qk−1(γ) =
k−1∑
j=0

(1− γ)j = 1− (1− γ)k
γ

(6)

In order to use polynomial iteration effectively, promoting
an algorithm just used the information of F k−1 andF k−2.

F k = F k−1+uk(F
k−1−F k−2)+wkW

∗(P −WF k−1) (7)

uk =
(k − 1)(2k − 3)(2k + 2v + 1)

(k + 2v − 1)(2k + 4v − 1)(2k + 2v − 3)
(8)

wk =
(k + v − 1)(2k + 2v − 1)

(k + 2v − 1)(2k + 4v − 1)
(9)

We combined this theory with TV algorithm, the improved
algorithm of TV are as follows:

1) Initialization:

f (0) = 0, α = 0.2, Ngrad = 20, v = 0.8

2) Data projection iteration, for k = 1, 2, . . . , Ndata:

f (k) = f (k−1)+uk(f
(k−1)−f (k−2))+wk

pi − wijf
(k−1)∑Nimage

j=1 w2
ij

wij

(10)
i = 1, 2 . . . , Ndata j = 1, 2 . . . , Nimage

uk =
(k − 1)(2k − 3)(2k + 2v + 1)

(k + 2v − 1)(2k + 4v − 1)(2k + 2v − 3)
(11)

wk =
(k + v − 1)(2k + 2v − 1)

(k + 2v − 1)(2k + 4v − 1)
(12)

Fig. 1. tendency of uk and wk with the addition of iteration number

Fig.1. show the tendency of uk and wk with the addition
of iteration number. v is a constant which controls the con-
vergence rate of iteration. We can see from Figure, different
value of v will lead to different convergence rate about uk
and wk .Furthermore, different uk and wk will lead to different
convergence rate in reconstruction iteration. Here, we set v=0.8
according to lots of experiments.
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3) Positivity constraint:

f (k)pose =

⎧⎪⎨⎪⎩
1, f

(TV GRAD)
j > 1

f
(k)
j , 0 < f

(TV GRAD)
j < 1

0, else

(13)

j = 1, 2 . . . , Nimage

4) TV gradient descent initialization:

dA(n) = ‖f (k−1) − f (k)pose‖ (14)

f (TV GRAD) = f (k)pose (15)

5) TV gradient descent for m = 1, 2, . . . Ngrad:

v
(m)
j =

∂‖f (TV GRAD)‖TV

∂f
(TV GRAD)
j

(16)

f (TV GRAD) = f (TV GRAD) − αdA
v
(m)
j

‖v(m)
j ‖

(17)

6) Positivity constraint:

f (TV GRAD)
pose =

⎧⎪⎨⎪⎩
1, f

(TV GRAD)
j > 1

f
(TV GRAD)
j , 0 < f

(TV GRAD)
j < 1

0, else
(18)

7) Stop condition: The iteration will stop when there is no
appreciable change in following formula, else return to 2).

|f (k)pose − f (k−1)
pose | < ε (19)

IV. NUMERICAL SIMULATION RESULTS

The true image solution is taken to be the Shepp-Logan
image shown in below discredited on a 128*128 pixel grid.
This phantom is often used in evaluating tomographic recon-
struction algorithms. We take parallel beam in experiment and
scanning parameters are given in table 1.

TABLE I
SCANNING PARAMETERS

Parameters Values
Image size(pixel) 128*128
Projection group number 18(every 10o)
Detector number 185
Angular range [0, π]

For comparison, the images are reconstructed by use of TV
algorithm and P-TV algorithm. Fig.2. Show the reconstruc-
tions results from noiseless data. It is shown clearly when the
iteration number is same (both are 39), the reconstruct image
quality of P-TV is better than TV.

For further comparison, we compare the image profiles
[8] of line 50 and line 103 as fig.3. We can see image
reconstructed by P-TV algorithm is closer to the original
image than image reconstructed by TV algorithmespecially
in some peak value. In order to show the P-TV algorithm’s
good performance on convergence speed, we show a group of

Fig. 2. Reconstruct Image (a) original image; (b) reconstructed image by
P-TV algorithm; (c) reconstructed image by TV algorithm

Fig. 3. Profiles (a) original image; (b) reconstructed image by P-TV algorithm

pictures as below. Picture (b) is obtained by P-TV algorithm,
picture (c) is reconstructed by traditional TV algorithm. We
can see that the quality of picture (b) and picture (c) is nearly
the same, but the iteration number of picture (c) is 305 while
the iteration number of picture (b) is only 39. That is to say,
P-TV algorithm’s convergence rate is nearly ten times as much
as TV algorithm.

Fig. 4. Reconstruct Image (a) original image; (b) reconstructed image by
P-TV algorithm; (c) reconstructed image by TV algorithm

To verify the algorithm’s stability for noise, we have also
applied the two algorithms to noisy data generated by adding
Gaussian noise to the projection data. The standard deviation
of the Gaussian noise is 0.1% of the maximum value of the
projection data. The results are shown in Fig.5. It indicates that
P-TV algorithm has better noise immunity than TV algorithm.

We also show the mean square error (MSE) of the recon-
structed images used two algorithms and give them in Fig.6.
We can see P-TV algorithm converge faster than TV algorithm
and MSE of P-TV is smaller.
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Fig. 5. Reconstruct Image with Gaussian noise: reconstructed image by P-TV
algorithm; (b) reconstructed image by TV algorithm

Fig. 6. Reconstruct Image with Gaussian noise: reconstructed image by P-TV
algorithm; (b) reconstructed image by TV algorithm

V. CONCLUSION

In this paper, a P-TV algorithm based on TV algorithm
and the theory of polynomial acceleration is prompted. The
experimental results showed evidence that the algorithm is
effective and stable. And the most prominent advantages of
this algorithm are the rapid convergence speed and the less
time consuming. This algorithm can be applied to 3D CT
configurations without or with small modifications.
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Abstract— To diagnostic vary CAN bus based network, an 
unified customizable diagnostic measure is introduced. The 
measure is based on customizable RPN format protocol 
expression and CAN UDS, support most of CAN bus based 
network. Not only decoding or other normal diagnostics are 
supported, but also network activity is analyzed, too. 
Furthermore, the design of customizable diagnostic software is 
given. 

Keywords-UDS;RPN;CAN bus Diagnstics;ISO 14229  

I.  INTRODUCTION 
CAN based fieldbuses have been used for years and 

different upper application protocols were produced, such as 
CANOpen, ISO Bus, SAEJ1939 and DeviceNet, and so on. To 
apply and maintain those fieldbuses, protocol analysis tool are 
overwhelming needed. Early detection of network failures and 
performance degradations is a key to rapid fault recovery and 
robust networking [1]. Though fieldbus mentioned above are 
based on CAN bus, the great gap between their application 
layer make it was very difficult to diagnostic all of them in one 
application platform. Automotive network ECU manufactured 
by different vendors is different [2], so a unified customizable 
diagnostic tool is important to auto diagnostic, too. 

CANOE or other software can do this job but the huge 
invest and not very clearly decode explains are the fatal 
weakness. There are vary diagnostic tools exist in the CAN bus 
application. Different diagnostic tools lead to more 
development and maintenance cost, and for some scenes it is 
too inconvenient.  

In road vehicle application scope, a series of Unified 
Diagnostic Services (UDS) standards have been made by ISO, 
its purpose is to make diagnostic more convenient and less 
development repetitious. ISO 15765 and ISO 14229 have 
achieve CAN based UDS[3], there should be only one 
diagnostic protocol theoretically, but it is applied almost only 
in vehicle area in fact. The CAN based UDS most likely can be 
used in vehicle-related application scenes. 

A CAN based customizable diagnostic method (CCD-
Measure) is introduced in this article, furthermore, a 
customizable diagnostic tool aim on CAN based fieldbus is 
realized. This CAN bus based customizable diagnostic tool 

(CCD-Platform) support ISObus, SEAJ1939[4][5], CAN UDS, 
etc., the most significant is customizable application layer 
analysis function. Any CAN based protocol nevertheless 
normal or private can be decoded, explained and analyzed well. 
Only if a clear definition is provided. 

II. UNIFIED DIAGNOSTIC MEATURE  

       CCD-Measure introduced in this article is customizable 
and support CAN UDS, the former make it is possible that 
CCD-Platform can be used in non-vehicle area such as 
CANOpen, DeviceNet, meanwhile the latter make sure that 
most newly designed road vehicle ECU and network can be 
analyzed and diagnosed by this platform. 

A. CAN Bus based Unified Diagnostic Services  
CAN UDS is proposed in two related standards, ISO 15765 

and ISO 14229. It is designed for road vehicle diagnostics, but 
it can be used in other area such as farm machinery, 
construction machinery, etc. Some ECU (electronic control 
unit, a control device on vehicle bus) manufactures has support 
the CAN UDS such as Bosch, Perkins and so forth. CAN UDS 
is an independent upper protocol, support 25 services including 
“ECURese”t, “TesterPresent” and “ReadDataByIdentifier”, etc. 
ISO 14229 is an “application layer” in the UDS architecture 
and ISO15765 part 3 is a simplify version of ISO 14229, both 
of them define the diagnostic services. 

TABLE I.  CAN UDS & RELATED OBD[3] 

OSI model CAN UDS OBD

Application Layer ISO15765-3/ISO14229 ISO15031-5

Presentation Layer N/A N/A

Session Layer N/A N/A

Transport Layer N/A N/A

Network Layer ISO 15765-2 ISO 15765-4

Data Link Layer ISO 11898-1 ISO 15765-4

Physical Layer ISO 11898-1 ISO 15765-4

 As Shown in table 1, ISO 15765 support both CAN UDS 
and old OBD diagnostic method, OBD mean “On Board 

825

UKACC International Conference on Control 2012 
Cardiff, UK, 3-5 September 2012 

978-1-4673-1560-9/12/$31.00 ©2012 IEEE



Diagnostic”, it was a legislated measure for road vehicle 
diagnostic. In this article we concern about CAN UDS only. 
The CAN UDS has no Presentation layer, Session layer and 
Transport layer, both data link layer and physical layer make 
use of ISO 11898 which is CAN bus international standards.  

ISO 15765 part 1 is a general specification for whole CAN 
UDS, it introduces remain parts of CAN UDS and gives some 
important concept in CAN UDS such as architecture and 
related standards. Part1 shows the overview and relationship of 
different parts. ISO 15765 part 2 gives a general specification 
of UDS network layer, which was used to diagnose device 
across different network, such as from power train bus to 
implement bus. Both single frame (non-segment frame) and 
multiple frames (segment frame) are introduced. SF is used to 
report some immediate error code and if one frame is not 
sufficient for the message, it will be divided several different 
frame and send under the Flow Control Mechanism’s control. 
To the residual error codes it needs to be report in multiple 
frames, as shown in figure 1.  

 Sender Senderreceiver receiver

Time

SF

SF 

SF 

SF

SF

FF

FC

CF 

FC

CF

 

Figure 1.  Single Frame and MultiFrame 

ISO 15765- part 3 is a simplified ISO 14229, more detailed 
information is described more clearly in latter. It is a core part 
of CAN UDS, most application services used by diagnostic are 
produced in this part. As mentioned early, there are mainly 25  
(in ISO 14229 25, ISO 15765 24) services of diagnostic, can be 
divided into diagnostic and communication management 
functional unit, data transmission functional unit, stored data 
transmission functional unit, I/O control functional unit and 
upload/download function unit. ISO 15765 part 4 describes the 
OBD diagnostic requirement and it is useless in CAN UDS.  

B. Choosen Essential Parameters of Customizable Measure 
As mentioned above, a customizable diagnostic measure is 

introduced and not only for road and non-road vehicle but also 
for automation application such as DeviceNet, CANOpen, etc. 
CAN based customizable diagnostic measure (CCD Measure) 
make use of XML to customizable information. The 
customizability is based on formal method[7][8]. Although 
fingerprinting[7] is an useful information, but in this article it 
wouldn’t be concerned. 

A protocol is a series of statutes to transfer data correctly 
and efficiently. Protocol means “A set of standardized 
procedures for transmitting or storing data, especially those 
used in regulating data transmission between computers or 
peripherals.”[7] From the view of analysis and diagnostic, an 
application protocol can be described in four metrics, as shown 

in formula (1), a protocol can be defined by Format, Error 
message, Timing and Action. To perform diagnostic, extra 
information helpful for analysis is Statistic parameters and 
Other diagnostic information, as shown in formula (2), where F 
mean Format, T mean timing, S mean Statistics and OD mean 
Other Diagnostic parameters.  

{ , , , }             P F E T A=                                        (1) 

{ , , , }D F T S OD=                                                      (2) 

Format parameters describe structure information of 
protocol, such as how much fields there are and how many 
bytes every fields occupied. Vary protocols may have same 
identifier but different format or same format but different 
identifier. To CAN bus (2.0B) based network, there are always 
29 ID and 8 bytes data, but the explanation were very different 
from vary protocols. 

An application protocol may have various application 
protocol data unit (A-PDU), but all of them may have same 
basic format named Root Format, and other kinds of PUD 
inherent from the Root Format PDU. The hierarchy diagram is 
shown as figure 2, the root of all format is named Root Format, 
which may include some important and basic coding rule, such 
as CAN ID’s explanation, it describes an application protocol’s 
basic structure. Level1 Format inherent from root format and 
can be treated as a “primitive” level, L2 format is service level. 
The hierarchy between different level of PDU format may 
achieved by XML. 

 

Figure 2.  PDU Format Hierarchy 

Timing parameters is a time line profile of communication,. 
When a protocol working, timing parameters describe all the 
outer activities between different communication peers, which 
services PDU to be sent, what time and which one response 
PDU should be sent are defined by timing parameters. 

Statistics Parameters are important attributes to diagnostic 
and analysis of protocol, but not core attributes of protocol 
definition. Typical statistics parameters are bus load rate, error 
rate, certain application layer service occurs count, retry count, 
etc. 

Other diagnostics parameters are group of diagnostics 
parameters which user interested or needed. Those parameters 
depend on the application protocol to be analyzed. For example, 
ISO bus has a “Parameter Group Number” (PGN), different 
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PGN respect some physical value, such as ground speed, wheel 
speed. Some PGN’s occur ratio may be very important for 
analysis of ISO bus.  

C. Customizable Diagnostic Measure Design 
According to (1), and because F, E, T and A are a type of 

set also, there are the following formulas: 

1 2

1 2

1 2

1 2

{ , ,..., }
{ , ... }

                                       (3)
{ , ,..., }
{ , ,..., }

m

n

n

n

F f f f
E e e e
T t t t
A a a a

=�
� =�
� =�
� =�

, ,  

To illustrate what are “F, E, T, A” look like exactly, a SAE 
J1939 basic profile is given following as an example. SAE 
J1939 is a supported protocol by this tool and basic PDU 
format of SAE J1939 is given as follow picture. 

 

Figure 3.  Basic pdu format of SAE J1939 

As figure.3 shown, a pdu format concerned field type, field 
name, field length, and so on. Filed name can be treated as 
variables, such as pri (priority), dp (data page), length can be 
handled as coefficients, such as 3, 1, etc. According mentioned 
above, figure3 can be translated an algebraic format as f1, 
formula (4). Formula (4) e1 is an “error” element of E formula 
(1), which means negative acknowledgement with error code “-
1” and address “error_addr”. Formula (4) t1 means a request 
primitive can be responded by a response primitive.  

1

1

1

1

8* 1* 1* 8* 8* 8*  
1* * _                                    

100                                                                 
(0)                            

f pri dp r pf ps sa
e ack error addr
t
a req rsp

= + + + + +
= −
=
= +

(4)

                       

�
�
�
�
�
��

 

This formula will be converted into RPN (Reverse Polish 
Notation) to deal with computer conveniently. The transform 
will be done by computer program, thus the xml input would 
look like formula (4), but latter will be changed into RPN 
format. 

1

1

1

1

8 *1 *1 *8 *8 *8 *
1 * _ *                           (5)

100
0*

f pri dp r pf ps sa
e ack error addr
t
a reqrsp

= + + + + +�
� = −�
� =�
� = +�

 

Formula (4) and (5) shows a little part of prime definition 
of protocol SAEJ1939. The f1 is an algebraic form of figure3 
PDU format.  

Protocol system fault detection is often conducted by active 
testing [9] and action analysis. To diagnose the network and 
each node more clearly, three sets are made, they are normal 
set, abnormal set and error set. Normal set includes protocol 
information provided by formula (1), at last it will turn into 

RPN format like formula (5).  Normal set can be predefined by 
user, it is easy to develop vary protocol’s RPN definition 
according mentioned above. When RPN format protocol 
definition has been fulfilled, empty abnormal set and error set 
should be established meanwhile. When it is first run, all traffic 
on the net work should been captured and analyzed according 
to RPN protocol definition in normal set. If the traffic is 
consistent with normal set P1,P2, or Pi, it should be a “right ” or 
“normal ” action, otherwise, it is an abnormal or error action 
and the action will be put into abnormal set. An abnormal 
action will be treated as error action only when user made it. 
Both abnormal set and error set can be preserved for future. 
Normal, abnormal and error sets’ relationship is shown in 
following picture. 

 

Figure 4.  Normal , abnormal and error set 

As figure.4 shown, traffic of network will be analyzed 
according to rules of normal set, compare with Pi (i=1…n) 
until match or finish, if fi, ei, ti or ai  is not matched, compare 
with Pi+1 , if three of four elements are matched but still not all 
matched with Pi, put it in abnormal set with  'iP  (an abnormal 
Pi)  otherwise put it as a new element. If user picks up an 
element of abnormal set and let it belong to error set, then it 
will be moved into error set.  

Customizable characters are reflected in translate protocol 
definition to RPN formula approach, by this way any protocol 
can be defined clearly and easily. 

D. Customizable diagnostic meature model  
As mentioned above a protocol’s analysis is defined by 4 

metric essential parameters named F,T, S and OD.  A 
customizable diagnostic measure model is given in this part. 
Formal Protocol Rule Interpreter (FPRI) is a core concept in 
CCD measure, it should take 4 metric parameters namely F, T, 
S and OD.  

Customizability is achieved by the FPRI and some Formal 
Protocol Describe File (FPDF), according to protocol 4 metrics 
attributes, there are 4 FPDF configuration files. FPRI translate 
protocol definition to RPN format like formula (5). The four 
files and other needed files can describe a certain protocol as 
well as pre-programmed one. FPRI read and interpret the 
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former files to parameters in four metrics, the interpreted 
parameters are sent to runtime general protocol analysis. The 
runtime general analysis handle unpackaged raw data stream 
and explain PDU to physical information. Explained PDU and 
corresponding physical information are sent to display model, 
by which list physical information of PDU, unpackaged PDU 
data, timing information, statistics information and diagnostic 
information, as shown in figure 5. 

 

Figure 5.  Customizable diagnostic measure mechanism flaw 

Runtime general protocol analysis module is responsible 
for semantic retrive, which means data mapping to semantic. 
The physical and diagnostic information are created online 
according to runtime created semantic interpretive rules 
(according to configure file FPDF). User operation 
configuration module provides a configuration interface to user, 
by which operator may decide what kind of data should be 
displayed and how to do it. 

III. THE DESIGN OF UNIFIED DIAGNOSTIC PLATFORM  
A customizable unified diagnostic platform consist of 

definitions, specifications, data structures, program modules 
and inter relationship between them.  

A. The Architecture Design and Analysis  
This platform can be divided into the following parts: CAN 

bus access device, basic software module, application software 
module. KVASER leaf light acts as CAN bus access device, 
cause of it is minimal in physical size and has sufficient 
supports for developer. Basic software is consisted of driver 
module, formal protocol rule interpreter, the application 
module include runtime protocol analysis module, display 
module and user configure module. As shown in figure 4, the 
platform is divided into several parts.  

 

Figure 6.  Unified Customizable Diagnostic platform’s model structure 

As figure 4 shown that blue lines means “data stream”, data 
stream comes from CAN bus and process step by step in our 
platform and become into some analysis/diagnostic data finally.  
Salmon pink lines means “configuration stream”, those 
configuration come from user defined FPDF described by 
XML, in which timing, format, statistics and diagnostics 
restrict are given. Meanwhile the green lines mean “control 
stream”, the control information define related module’s 
activities.  

CAN bus access device lib and driver module provide an 
interface to access real CAN bus, by which data from CAN bus 
were captured in time. They are the glue between CAN bus 
access hardware and the upper application.  

 Formal protocol rule interpreter is respond to interpret 
FPDF XML to computer program, the source is formatted 
nature language or diagnostic formula, and the destination is 
computer program or corresponding parameters. Formal 
protocol rule interpreter take one input and produce three 
output streams.  

  XML data base including four kinds of FPDF, it provide 
rule staff to formal protocol rule interpreter. 

B. Platform Software and Its Deployment 
This software platform is developed by C++ builder and 

EVC, the CAN bus access tool is KVASAR leaf light. The 
software’s interface is shown as Figure 7. 

The platform software can decode and diagnose different 
CAN based protocol concurrently, as figure 7 shown there are 
three kinds of protocol named SAEJ1939, ISO Bus and UDS 
are decoded, analyzed and diagnosed. These three protocols 
have same root format, meanwhile there are some differences 
at format hierarchy level 1 and level 2 (figure2). The platform 
software has decoded J1939 TP.DT, UDS SF and UDS FF 
frame. The left top area gives a detail diagnostic of UDS, the 
left middle area decoded SAEJ1939-73’s diagnostic 
information. Because of CAN based protocols have same root 
PDU format, the decoding and diagnostic program can be 
integrated together. 
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Figure 7.  CAN based Customizable diagnostic  Platform 

The Platform software can be easily applied in Tractor to 
diagnostic, the application approach is shown as following. 
Both PC and Wince embedded devices can be make use of. 

 

Figure 8.  CAN based Customizable diagnostic  Platform 

The Platform software is applied in 200 horse-
power wheeled tractors and 300 horsepower wheeled tractors 
of YTO Group Corporation, which was biggest tractor and 
argiculture machine manufacture in China. 

IV. THE DESIGN OF UNIFIED DIAGNOSTIC PLATFORM  

        A customizable diagnostic of CAN bus based network 
analysis and diagnostic platform software is designed and 
realized. Customizable diagnostic parameters are given, 
furthermore, a customizable diagnostic measure based on 
protocol RPN definition is introduced.  

This platform software can be defined easily and clearly 
by user, such as SAEJ1939 and ISO bus or other CAN bus 
based networks. The platform software not only decode or 
analysis every frame on network, but also spy every challenge-
response communication action. And based on the traffic 
action statistics parameters, a network status can be defined 
and provide more detail information to user. This platform 
software was used at YTO Group Corporation. 
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Abstract—In China, many traditional industrial processes need 
to be maintained and upgraded to incorporate new technology 
development. The paper reports our work in improvement of the 
traditional dyeing process using advanced network control 
technology. Based on a dyeing industry, we designed the network 
system of dyeing equipment using industrial Ethernet & Multi-
bus technology. The system takes three-level structure: factory 
management level, workshop control level and field equipment 
level. Field equipments comprise some PLC and frequency 
conversion control systems; workshop level adopts two Siemens 
PLC to centrally control field equipments; HMI, monitoring 
room PC and remote office PC monitors and manages workshop 
control level. The network system has multi-stage monitoring, 
access control and remote alarm functions, realized management 
- control integration. 

Keywords-dyeing equipment; industrial Ethernet; Multi-bus 
technology; network system  

I. INTRODUCTION 
With IT network technology flying, "one network to the 

end" industrial system constructed by field bus and Ethernet 
makes factory senior management personnel can obtain the 
process information of production directly, realizing highly 
integration of factory management and production[1]. Dyeing 
industry is one of traditional industries in China; though the 
automation level of dyeing equipment has greatly increased, 
but only be single automation equipment, not be network 
system. In actual production, dyeing equipments of different 
types and brands are used; it’s difficult to realize centralized 
management and control, adding cost burden to factory 
unquestionably. Based on the dyeing equipment’s present 
situation of a factory in Qingdao, the paper designed a network 
system to realize the centralized management and control of 
production equipments. 

II. NETWORK SYSTEM STRUCTURE 
The network system structure comprises field equipment 

level, workshop control level and factory management level. 1) 
Field equipment level consists of all original dyeing 
automation equipments in the factory, including a set of 
batching equipment for dye ingredients, a set of wax printing 
machine, three sets of rotary screen printing machine and a set 
of variable frequency ventilation equipment. Siemens S7-200 
CPU226 is the controller of batching equipment; rotary screen 
printing machines’ controllers all are Siemens S7-200 CPU224; 

the wax printing machine uses Delta PLC of DVP - ES series 
as controller; and ventilation equipment’s controller is Siemens 
MicroMaster420 inverter. 2) Workshop control level consists 
of two Siemens PLC, realizing the configuration control of 
field devices. 3) Factory management level uses monitoring 
room PC, office remote PC and on-site HMI to achieve data 
acquisition, management and monitoring of control units in the 
workshop level. The hardware structure of network is shown in 
Fig. 1. 

 

Figure 1. Structure of network system 

This network system uses industrial Ethernet and Multi-
field bus technology, as shown in Fig. 1. Industrial Ethernet is 
used for communication of factory management level and 
workshop control level, and fieldbus is used for communi-
cation of workshop control level and field equipment level. For 
the different control units adopted by dyeing equipments, 
meanwhile considering equipments’ placement, the two sets of 
S7 PLC are used to realize centralized configuration control of 
all dyeing equipments in field level. One controller is Siemens 
S7-300 CPU315-2 DP, which communicates with the batching 
equipment and rotary screen printing machines using Profibus-
dp protocol, form master-slave communication mode. Another 
controller is Siemens S7-200 CPU226, which communicates 
with the controller of wax printing machine using the USS 
protocol, communicates with the controller of variable 
frequency ventilation equipment using the Modbus RTU 
protocol. 

III. THE INDUSTRIAL ETHERNET AND FIELDBUS  

830

UKACC International Conference on Control 2012 
Cardiff, UK, 3-5 September 2012 

978-1-4673-1560-9/12/$31.00 ©2012 IEEE



 

 

In the system, factory management level communicates 
with workshop control level via the PROFINET protocol, 
which has 100Mbit/s high ethernet transmission speed of 
IEEE802.3u standard, real-time response time of 10ms, 
meanwhile can communicate with computer using TCP/IP 
protocol, the transmission distance reaching 1.5 km [3]. 

According to different communication functions of control 
units of dyeing equipments, in the communication of workshop 
level and field level, the network system adopts Profibus-DP 
protocol, USS protocol and Modbus RTU protocol. 1) 
Profibus-DP protocol is based on open Profibus industrial 
field-bus and an international standard bus used for workshop 
level and field level. Its transmission speed is 12Mbit/s; its 
response time is about 1ms. And the interface uses RS-485 
mode and shielding twisted-pair cable. 2) USS protocol, which 
based on serial bus, uses master-slave communication mode, 
has low hardware cost and reliable message format, and 
meanwhile includes flexible data transmission. The protocol is 
suitable for communication of Siemens S7-200 PLC and 
MicroMaster420 inverter. 3) Modbus RTU protocol, which has 
become a general standard in the field of industrial control [4], 
also uses RS485 twisted-pair cable as communication medium. 
Siemens and Delta PLC both support Modbus RTU protocol, 
so it is chosen as the data transmission protocol between the 
S7-200 CPU226 and the DVP-ES series PLC. 

IV. NETWORK SYSTEM COMMUNICATION  

A. Industrial Ethernet Communication Network 
The system has five industrial Ethernet stations, which use 

the Ethernet switch’s RJ45 interface to communicate with 
each other. Every station of the system has its own IP address 
according to local LAN segments. Hardware configuration 
and IP address of every station are shown as in table I. 

TABLE I. HARDWARE CONFIGURATION OF ETHERNET NETWORKS  

Ethernet station Connecting hardware IP address 

Office remote PC Wireless router 192.168.68.10 

Monitoring PC Ethernet card 192.168.68.11 

HMI Ethernet interface 192.168.68.12 

Siemens S7-300 CP341 IT module 192.168.68.13 

Siemens S7-200 CP243-1 module 192.168.68.14 

The Ethernet switch adopts Siemens SCALANCE X208, 
which has eight RJ45 interfaces. According to the IP address 
in the data frame from the sending station, the switch 
determines which station should accept data. Data trans-
missions of each group are mutual shielding. In online 
communication, the switch firstly sorts data, then gives the 
mapping of orders, and finally data exchanges through the 
internal mechanism. 

In factory management level, remote PC and monitoring 
PC use Wincc6.2 configuration software as platform, which 
set different access to operate the two PLC in workshop 
control level. The HMI adopts MT8070iH touch screen, and 
using touch screen to communicate with PLC in workshop 

level, the operators can get the dyeing equipment production 
information easily and achieve three levels management of 
equipments.  

B. Profibus-DP Communication Network 
S7-300 PLC communicates with the four sets of S7-200 

PLC, forming the structure of a master and four slaves. In the 
system S7-200 CPUs are all mounted EM277 intelligent 
communication module, communication rate adapting by itself. 
As slave station, EM277 accepts data from I/O configuration of 
master station S7-300. Master station can directly read or write 
data from S7-200 storage area. 

The design process of profibus-DP network configuration is 
shown in Fig. 2. 

 

Figure 2. Flow chart of profibus-DP network configuration 

After hardware are configured as shown in Fig. 3, the 
configuration information should be downloaded into S7-300 
CPU module. When the four sets of S7-200 slave stations 
communicate with S7-300, both sides read or write data from 
the memory of master-slave data mapping (as shown in table 
II), and realize two-way communication. 

 

Figure 3. Hardware configuration of profibus-DP network 

TABLE II. DATA  MAPPING  OF  MAIN-SLAVE  STATIONS 

C. Communication program of Modbus RTU protocol 
Modbus protocol is located in the second floor of the OSI 

Slave station name Add Slave station memory Master station memory 

Printing machine 1 3 VB500 VB515 IB0 IB7 QB0 QB7 

Printing machine 2 4 VB520 VB535 IB8 IB15 QB8 QB15 

Printing machine 3 5 VB540 VB555 IB16 IB23 QB16 QB23 

Batching equipment 6 VB560 VB575 IB24 IB41 QB24 QB41 

831



 

 

model and a main-slave protocol, which has only one master 
station in serial bus, adopts the way of request-response 
communication. The main station sends a string data involving 
slave station’s address. Only the main station can start the 
Modbus communication. Slave stations don’t send data before 
receiving the main station’s request, also slave stations won’t 
communication between each others.  

As the master station, S7-200 CPU226 communicates with 
Delta PLC of the wax printing machine through own Port0 on 
Modbus RTU protocol. Useing Modbus RTU master 
instruction in STEP 7-Micro/WIN V4.0 SP5, the digital 
quantity, analog I/O and holding registers from Delta PLC can 
be read and written. Before programming, order library should 
be added and the instruction for calling “Modbus Master 
Port0” should be chosen. Because the Port0 is taken up by the 
master station of Modbus, it is set as free port communication 
mode.  

The basic structure of Modbus RTU communication frame 
is shown in Fig. 4. The slave station address is from 0 to 247 in 
the frame. The slave address and function code both stand one 
byte, the starting address and CRC both stand one word in 
command frame. Data uses word as the unit, high byte in the 
front, low byte at last. 

 

Figure 4. The basic structure of Modbus RTU communication frame 

Part of the Modbus RTU communication program code is 
shown as in Fig. 5: 

 
Figure 5.  Part of communication program of main station of Modbus RTU 

In the Modbus RTU communication, the most important 
design is the calculation of CRC yards. The CRC data in 
message are regarded as a continuous binary number, and the 
most significant bit is sent first. The message data move left by 
16 bits, and then are divided by generated polynomial 

121516 +++ xxx  (the corresponding binary digits is 2 # 1000 
0000 0000 0101), the remainder which has 16 bits is the CRC 
code. It will be attached to the back of message and be sent 

together. If the process of transmission has no mistakes, the 
receiving message should be able to be divided with no 
remainder by the generated polynomial. If happens CRC 
mistake in the process of transmission, PLC will give up the 
message data and transmit again. The CRC calculation flow is 
shown as in Fig. 6. 

 

Figure 6. Calculation flow chart of the CRC  

D. Communication program of USS protocol  
The master station of S7-200 CPU226 uses the USS 

protocol to communicate with Siemens frequency converter of 
ventilation equipment through Port1  

In the process of controlling frequency converter 
MicroMaster420, the main program calls communication 
procedure in S7-200 CPU226 to communicate with the 
MicroMaster420. Communication hardware consists of twisted 
pair and built-in RS485 communication interfaces of PLC and 
frequency inverter. The instructions of USS protocol are used 
ccording to the following steps: 1) Code user program. After 
installing Siemens order library, call control order in “USS 
Protocol Port 1”; 2) Distribute storage area for order library of 
USS protocol. In the frame of “storage area of library”, set 
starting address for storage area; 3) Set communication 
parameter. Set communication parameter for the frequency 
inverter through the MicroMaster420 operation panel, to keep 
baud rate and address of slave station consistent with that in the 
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user program. Part of the USS communication program code is 
shown as in Fig. 7. 

 
Figure 7. Part of USS protocol communication program 

In the software program, most attraction should be put on 
the design of initial instruction USS-INIT and frequency 
inverter control instruction USS-CTRL. The initial instruction 
is used to allow, initialize or prohibit the communication of 
Micro-Master frequency inverter. The directive can set up 
communication protocol type and baud rate, activate the 
corresponding inverter. USS-INIT instruction must be first 
carried out successfully before other instructions, set “Done” 
after the instruction completion, and then can continue to carry 
out other instructions. Inverter control instruction USS-CTRL 

is used to control the Micro-Master frequency converter which 
is active. Each converter can only use one such instruction. 
This instruction puts user commands in a communication 
buffer. If one frequency converter appointed by "DRIVE" is 
just right selected by "ACTIVE" parameter in the USS-INIT 
instructions, the user commands in buffer will be sent to the 
inverter. 

V. CONCLUDING  REMARKS 
This article mainly aims at present situation of automation 

dyeing equipment in factory, designs the network system of 
three layers communication structure with industrial Ethernet 
and multi-field bus technology, realizing the integration of 
equipment management and control. The experiment proves 
that this system provides a good platform of manufacturing 
management and monitoring for enterprise management 
personnel, promotes the management level and production 
efficiency, and reduces the cost of factory management. The 
paper provides a feasible technology route for network design 
of production equipment in industrial control field. 
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Abstract—In this paper, Linux-RTAI and Matlab/RTW is used to 
develop real-time control system for fast real-time simulation and 
implementation of the control algorithm. The hardware of the 
controller is based on PC/104 cards under Linux-RTAI operating 
system. The main characteristic of Matlab/RTW is that it can 
automatically generate the real-time simulation code for many 
target processors. The combination of Linux-RTAI as a 
controller platform and Matlab/RTW as control algorithm 
development environment brings the two main advantages: hard 
real-time capability and reduced time for control development. 
Moreover, online signal monitor and parameter modification is 
realized on the whole structure system. At last, the minimum 
execution time of real-time control task is determined and the 
application of real-time control system into flight vehicle is 
achieved in the work. 

Keywords-RTAI;  real-time;   Matlab/RTW;  PC/104;  
controller 

I.  INTRODUCTION 
With unceasing consummation and development of control 

theory and computer technology in the field of automation, 
real-time capability is the important guarantee to realize the 
designed control algorithm. Real-time systems are those that 
can support the execution of applications with time constraints 
[1]. Basically, real-time systems are classified into two 
categories: hard real-time and soft real-time. In a hard real-time 
system, deadlines cannot be missed and the success depends on 
the task execution within deadlines [2][3][4]. Whereas in the 
soft real-time systems, there is a certain degree of tolerance for 
missing deadlines[5]. The importance of the deadlines depends 
on the type of control system. 

Hard real-time control requires a software platform that 
guarantees certain time constraints. Real-Time Operating 
System(RTOS) should meet the basic requirements including 
predictability, pre-emptability, support for multi-threaded 
scheduling, concept of priorities, and resource sharing 
mechanisms avoiding priority inversion. Today, there are many 
available RTOS applied on the market, such as 
VxWorks[6],uCos[7],QNX[8] and Windows CE[9],etc., while 
the RTOS based on Linux are gaining attractions due to its 
robustness and open source code. And researchers, developers, 
and programmers prefer Linux as the open platform when 

developing applications. Based on the Linux kernel, RTAI was 
developed as a real-time operating environment solution at 
Dipartimento di Ingeneria Aerospaziale Politecnico di Milano 
(DIAPM) [10].It extends the Linux kernel with hard real-time 
functionality in addition to allowing the use of all standard 
Linux drivers and applications. Compared to the commercially 
available real-time OSs, The RTAIs performance is very 
competitive with the best commercial RTOSs. RTAI is open 
source and free under the terms of the GNU. So all needed 
software can be freely downloaded on the web during the 
building of the real-time control system. 

Moreover, the diversity of control algorithms and 
development cycle of the projects are very important for 
engineers and researchers to develop and design every control 
project. Matlab, which stands for Matrix Laboratory, is an 
easy-to-use and powerful software for simulation aid design 
and technical computing. It not only provides Matlab language 
but also other application program interface to programming 
languages such as C, C++ and Fortran. Simulink is a graphical 
toolkit for modeling and simulation which can carry out many 
simulations of many aspects such as electronics, control 
engineering and signal processing. The Real-Time Workshop 
(RTW) provides a C code generator environment for rapid 
prototyping and development [11][12][13]. It generates source 
code from Simulink models to create real-time applications, 
which can operate in PC, ARM, DSP, PC/104, PLC and other 
hardware systems[14]. 

Therefore, combining Linux/RTAI and Matlab/RTW, one 
real control system is established in our project in order to 
realize hard real-time capability and a rapid development. 

The remainder of this paper is organized as follows. The 
next section presents structural description of the whole real 
system. Section 3 presents the process of designing real-time 
controller. Section 4 presents software configuration and 
development on Windows PC which can implement automatic 
code generation and transplant into control application. 
Experimental results and conclusion are given in last two 
sections. 

II. SYSTEM ARCHITECTURE 
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The whole system structure includes mainly two parts, one 
is the real-time control system comprised by hardware and 
software which can provide the run-environment for real-time 
task execution, the other is the virtual simulation environment 
composed of computers and related software. The system 
structure is shown in Figure 1. PC is the core of the design of 
control block diagrams and automatic generation and 
compilation for C code, which have Matlab, Simulink, virtual 
machine and other related software environment. The objective 
of PC focuses on how to produce and download executable 

program applicable to the target computer (real-time control 
system). The target platform is the RTAI target run-time 
environment. It uses embedded industrial controlling computer 
PC/104 as real-time controller, which is responsible for 
receiving executable code from PC by TCP/IP protocol and 
data processing of various parameters under real-time 
environment Linux/RTAI. According to data processing results, 
it can make decision and produce control information to 
control the running state of controlled object. 

Figure 1.  Overall structure

III. REAL-TIME CONTROL TARGET PLATFORM 
According to complexity and real-time demands of various 

kinds of controlled plants, the real controller is developed 
based on industrial modular design methodology in the 
following. 

A. Hardware System 
In order to meet the requirement of a hard real-time 

environment, boards compliant to the PC/104 standard are 
chosen as the basis for real-time control system. PC/104 is an 
industrial control bus, which has some unique features such as 
small size (96 mm × 90 mm), stack-type connections, low bus 
drive current and so on[15]. The following two cards utilized in 
the Linux/RTAI system incorporate the PC/104 bus. 

The heart of the hardware system is the CPU card. A PMI2 
[16] card manufactured by SBS Science & Technology Co.,Ltd. 
was selected. The highly integrated CPU board is equipped 
with: 

• Intel Pentium M running at 2 GHz; 

• 256 MB of RAM; 

• four USB 2.0 ports; 

• two serial ports and one parallel port; 

• industrial Ethernet interface; 

• a CF card socket onboard; 

• PC/104 bus. 

A PC/104 ADT652 I/O module [17]is added to the stack to 
implement data acquisition and signal output. The hardware 
configuration of the card is equipped with the following 
components: 

• 16 analog inputs, 12-bit A/D resolution; 

• 100KHz A/D sampling rate; 

• 4 analog outputs, 12-bit resolution; 

• 24 digital I/O with programmable direction; 

• 4 16-bit general purpose PWM ports. 

B. Software Design 
An important item that allows the use of PC/104 cards in 

the application of various control algorithms is a real time 
operating system Linux/RTAI. In the design of the software 
system, it should include root filesystem, kernel image, TCP 
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/IP network support, necessary tools and I/O interface drivers. 
The design process of system software is given below. 

1) Installation GRUB bootloader. 
GRUB is the first software program that runs when a 

computer starts. It is responsible for loading and transferring 
control to the operating system kernel software. By using the 
Grub loader, it is very convenient for booting a GNU/Linux 
system directly from a CF disk. 

2) Linux 2.6 kernel configuration and filesystem 
transplantation. 

The new Linux v2.6 offers a host of improvement in the 
configuration and real-time features compared with the earlier 
Linux kernel. Therefore, the design chooses Linux 2.6.23 
kernel version. 

In order to make Linux real-time, the kernel source was 
patched with the correspondent RTAI patch. In the paper, 
RTAI version is 3.8 which includes hal-linux-2.6.23-i386-1.12-
03.patch for making Linux 2.6.23 real-time. "HOWTO install 
RTAI"[18] describes instruction on how to configure the Linux 
kernel and RTAI target in detail. 

Building the root filesystem with Busybox involves 
selecting files necessary for the system to run. Here is a 
reasonable minimum set of directories for the root 
filesystem(ext3): /bin, /boot, /dev, /etc, /home, /lib, /mnt, /proc, 
/sbin, /usr. These directories and files are copied into CF card 
in reference to “Building a root filesystem” [19]. 

3) ADT652 I/O card driver modules including AD, DA, DI, 
DO, PWM. 

A device driver’s function is to provide access to a piece of 
hardware and the Linux Kernel provides a stable user space 
interface or applications. In Linux, device drivers are created as 
modules of the Linux Kernel that hide the details of how the 
device works. Each module can be used or removed from the 
kernel at runtime depending on what hardware is available. 

In order to realize data collection control, device drivers for 
ADT652 card are responsible for analog input signals 
collection, digital input signals collection, analog output, 
digital output and PWM signal output. Five modules for 
ADT652 I/O signals control are designed in C programming, 
which can be added into kernel dynamically. 

4) Networked receive programs 
In networked control environment, network configuration 

and programming for receiving executable files is the 
important guarantee for target platform to realize 
communication with the host computer (PC side). 

There are three important executable files in the /bin 
directory for network communication: inetd, telnetd and recvn. 
The inetd daemon is a super-sever daemon that manages 
Internet services on Linux system and the telnetd daemon is a 
server that supports the DARPA-standard TELNET virtual-
terminal protocol. They are started automatically as the system 
starts up so that it is more convenient for users to login 
Linux/RTAI system and have remote control and on-line 
modifying from PC side to target computer. 

Networked receive process named recvn is designed for 
receiving executable files generated from Simulink block 
diagrams by RTW in PC computer via TCP/IP using Socket. 
After successful receipt, the process creates a child process 
which executes the generated executable. 

Figure 2 below illustrates the program execution flow after 
the target system starts. 

 

Figure 2.  The execution of system program 

IV. SOFTWARE CONFIGURATION AND DEVELOPMENT  OF 
HOST  SYSTEM 

In this section, host PC’s software configuration and 
development is covered in details. Figure 3 describes the 
functions of software on host PC when a control project is built. 
Matlab and VMware Workstation are two necessary software 
components for the host PC (Windows XP Computer). As 
mentioned above, Matlab is responsible for constructing the 
control block diagrams in Simulink and generating C code 
through RTW. VMware Workstation, which is a kind of virtual 
machine software, can run various operating system images at 
the same time. A real-time Linux operating system is installed 
in VMware Workstation so that it can provide compile 
environment for converting generated C code into executable 
file. In host PC, another software named ‘NetConTop’ is 
developed to have online monitoring of parameters and signals 
of executable program running on PC/104 target. For details, 
see [20].Here is the main development process of 
Matlab/Simulink/RTW and VMware RT-Linux-OS. 
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Figure 3.  The structure of system software 

A. Matlab/Simulink/RTW 
1) I/O Blocks Development 

I/O blocks are necessary elements from which real-time 
models can be built. Simulink enables designers to create 
custom blocks with C-MEX S-function. C-MEX S-function, 
which is written in C programming language and compiled as 
MEX-files, defines block properties and allows users to add 
desired blocks to Simulink models. In the work, I/O blocks are 
configured through custom blocks and listed below (Table 1). 

TABLE I.  I/O BLOCKS 

Block Name Parameter 
Port Number 

Input Output 

ADC � Input Channel 
� Sample Time 1 0 

DAC � Output Channel 
� Sample Time 0 1 

DI � Input Channel 
� Sample Time 8 0 

DO � Output Channel 
� Sample Time 0 8 

PWM 
� Output Channel 
� Frequency 
� Sample Time 

0 1 

2)  Library Files for Code Generation 
The process of generating target-specific code is mainly 

controlled by a target language compiler file and a template 
makefile. To support Linux/RTAI environment, the target 
language compiler file named ‘grt_pc104.tlc’ is developed to 
control the way code is generated by RTW and the template 
makefile named ‘grt_pc104.tmf’ is created to generate one 
right  makefile for compile environment on Linux platform. 

3) Main Program of Model Files 
To obtain real-time model executable, the generated code 

should be compiled and linked with specific library to one 
main program. At this point, a main file named ‘rtmain.c’ is 
developed. It includes a main thread and two slave threads. 

When the executable starts, the main thread initiates the other 
two slave threads: one starts the real-time control task, the 
other is responsible for the communication between the real-
time control task and the external GUI monitoring software 
(NetConTop). 

4) Files Sending Program 
The generated code should be compiled on Linux platform, 

but Windows is much more popular with most PC users. So 
Virtual Machine is introduced to create virtual compile 
environment (Section B will give a detailed account of the 
process). In this case, a file-sending program named 
‘sendfilewin.exe’ is designed to send the generated code to 
Virtual Machine based on Windows Sockets. The command of 
calling this program is added into ‘grt104.tmf’ so that the 
generated code can be sent automatically by a mouse click. 

B. VMware/RT-Linux-OS 
1) Build Compile Environment 

VMware Workstation, which is a kind of virtual machine 
software, can run various operating system images at the same 
time and get connections to its host or other computers on the 
network after the right network configurations. Fedora 8, one 
of the most popular free-as-in-freedom Linux distributions, is 
installed on VMware Workstation 7.1 running on Windows XP 
PC host. In order to build complete compile environment, RT-
Linux OS is created by using the same methodology as that 
used in constructing a real-time Linux kernel based on the 
above Fedora-VMware platform. As necessary files including 
header files, library files are added into the virtual RT-Linux 
environment by the way of file sharing, Fedora-VMware 
system has the ability of compiling and linking the generated 
code to the final executable file which has the same name as 
the model file. 

2) Network Communication Program 
Figure 4 shows data communications among the three 

components: Matlab, Fedora-VMware and PC/104 target. In 
Fedora-VMware environment, one network communication 
program named ‘recvfdr’ is designed by using Linux sockets. It 
has functions in the following: 

a) receive the generated files sent by sendfilewin.exe; 
b) compile and link main file, generated files and 

library files together into a single executable file model; 
c) download the executable model to PC/104 target. 

 

Figure 4.  The structure of network communication 

V. APPLICATION EXAMPLE 
The following examples illustrate the process during the 

implementation of a PID closed loop control for a four-wing 
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flight simulator in order to have a hardware-in-the-loop test of 
one designed real-time control system. 

A. Matlab Toolbox Testing 
The Matlab version in test is 2008a, and contains totally 

804 blocks including Simulink, Control System Toolbox, 
Fuzzy Logic Toolbox and so on. After the test, there are only 
96 blocks failed in the test, and the rest of which can be used in 
the system well. 

B. Real-Time Performance Evaluation 
In order to get the minimum execution time of real-time 

control task, the blocks of DAC and PWM are tested to 
evaluate the system's real-time performance, and finally the 
minimum sample period is determined as 18us. As for the 
medium scale programs, the control task can be finished within 
one minimum period of 500us. 

C. Fight-Attitude-Control Experiment 
Figure 5 shows the construction of four-fixed-wing flight 

simulator system. Two couples of DC Motors as well as gears 
are fixed on both ends of the beam to drive respective 
propellers. The motion of propellers can rotate the flight 
simulator in pitch or yaw. For example, a couple of horizontal 
propellers can generate a vertical force, causing the flight 
simulator to pitch up or down. Pitch angle and yaw angle are 
two important flight dynamics parameters that can be detected 
by two angle displacement sensors mounted on the pivot and 
sent to controller unit as the feedback information. Based on 
the feedback of pitch and yaw angles, the desired controller 
perform a control signal to motors through a power-expansion 
circuit in order to realize the attitude control of the flight 
simulator. 

 

Figure 5.  Four-fixed-wing flight simulator 

The design and implementation fight-attitude-control 
system is shown in the following steps. 

Step 1 Design a model file including ADC blocks, DAC 
blocks and other system blocks for both controller and plant in 
Simulink. In the paper, a PID controller with Loop-up 

compensator is designed for flight attitude control 
implementation as shown in Figure 6.  

Step 2 Configure IP addresses of VMware and PC/104 
target in Matlab/RTW dialog box and start automatic compile 
and download process by clicking build button. 

Step 3 Use NetConTop software to have a monitor of 
PC/104 controller. In the project of NetConTop, the signals and 
parameters of the control model can be obtained and tuned with 
GUI application by users. 

Finally, experimental results showed that the entire 
controller could complete all its tasks within the sampling 
period of 400 μs. Figure 6 shows the control block diagram and 
the monitoring interface of flight simulator system. 

VI. CONCLUSION 
In order to satisfy the requirement of fast development and 

hard real-time capability, the paper takes Matlab/RTW and 
RTAI as software combination, and it realizes the modules 
imaging, modularization and configuration. The process of 
hardware and software design for real-time control system is 
described in details. At last, experimental results show that one 
control block diagram can complete all of its tasks within the 
sampling period of 500us and the application into flight vehicle 
is achieved. 
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(a) Control block diagram in Simulink 

 
(b) Monitoring interface based on NetConTop 

Figure 6.  Experimental result of the fight-attitude-control system 
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Abstract—By analyzing the peer classification, structure, and 
configuration of juxtapose framework (JXTA), a mixed topology 
in a campus network environment is designed and implemented 
for peer-to-peer instant communication. A novel method of 
transmitting video data on JXTA overlap network is proposed, 
by which video can be included in JXTA applications. The 
feasibility is proved, furthermore, the performance is tested.  

Keywords- P2P; video transmision; JXTA 

I.  INTRODUCTION 
In recent decades, P2P technology is increasingly used in 

instant message applications and file sharing systems based on 
internet. There has appeared many open source or private P2P 
frameworks provided for developers, by which users can 
implement their own communication softwares, such as 
JXTA[1], Self-Chord[2] and [3]. All above frameworks 
facilitate our developing of transmitting text messages, but they 
are not convenient to transmitting video. However, Red5[4], 
another powerful P2P framework, provides both text and video 
transmission interfaces, it is not widely used restricted by its 
size of hundreds Mbs.  

Considering the raising performance and increasing 
bandwidth of internet devices, video transmission is not 
problem any longer for common local PC or even remote PC 
on wide area network scale. So, a cross-platform P2P instant 
messaging system with video transmission is quite significant 
for users.  

JXTA, pronounced ‘juxta’, comes from the word juxtapose, 
that reflects the operations by which peers establish temporary 
associations to form a P2P network. Reference [5] shows a 
method which sends a stream media file via JXTA pipe, it 
denotes that we can also receive real time video package on 
JXTA overlap network.  

In this paper, we describe how we design and implement 
the transmission with JXTA version 2.6 comprehensively. It is 
also applied for version 2.7. 

It is quite noticable for JXTA beginners that the URI which 
is offered by official containing Relay list and Rendezvous list 
have not worked any more after version 2.5[1]. We should 
establish our own Rendezvous seed peer and Relay seed peer 
(if neccessary) on a known IP address, so that our JXTA peer 
can contact each other via the services provided by them. 

II. PEERS OF JXTA 
There are three types of nodes in JXTA framework, edge peer, 
relay peer and rendezvous peer, they play different roles 
respectively when JXTA is running. 

A. Edge Peer 
An Edge peer is nearly the most frequently used peer in 

JXTA. As a basic JXTA peer, it tries to connect and to remain 
the connection to one and only one Rendezvous peer. An Edge 
peer can use both unicasting and multicasting to contact with 
other JXTA peers. Each communicate mode can be 
implemented as TCP or HTTP by modifying the configuration 
file before Edge peer starts. If multicasting is enabled, an Edge 
peer can communicate with other Edge peers directly on LAN. 

B. Relay Peer 
A Relay peer is a special Edge peer who has routing ability. 

We can compare a Relay peer to a router on network. It is 
needed when a peer with private IP attempts to contact peers 
from WAN. Typically, a remote peer wants to establish a 
connection to NATed peer or peer behind firewall, it should try 
to find a route which can go “through” NAT server or firewall 
device under the help of Relay peer. It provides means for 
peers having private IP on a LAN to become reachable. A 
Relay peer must have a public IP, namely, a private IP is 
useless for Relay peer. 

C. Rendezvous Peer 
      Rendezvous peers are Edge peers those offer services of 
JXTA rendezvous for a peer group. A peer group can 
assimilate to a JXTA LAN, and Rendezvous peer can 
assimilate to a gateway of this JXTA LAN. So, a peer group 
should have at least one Rendezvous peer. Edge peers can 
know each other via Rendezvous peer who performances as 
the leader of the group. Rendezvous peers accept lease 
requests from Edge peers and propagate these messages 
through the peer group to Edge peers. 

III. PEER CONFIRGURATION AND DEPLOYMENT 
JXTA beginners are always confused for constructing their 

first JXTA environment, because of their lack understanding of 
the roles those JXTA peers play. Similarly, we can see different 
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type of peers as different network devices with the help of 
network knowledge. Edge peers work as the common PC in 
LAN, rendezvous peer can be considered as the gateway PC of 
this LAN, and we can regard relay peer as the router that makes 
local peers contact other peers out of the LAN. 

According version 2.5 of JXTA and former versions, there 
was URI http://rdv.jxtahosts.net/cgi-bin/rendezvous.cgi?3 plays 
the role of default Rendezvous seed. People can use it as a 
static Rendezvous peer in their own systems. But now, it is not 
valid any longer. Users need to configure different kinds of 
peers and deploy them on internet. 

If you want to start a peer, at first you should set type of 
peer, such as Rendezvous or Relay peer, even Edge peer, these 
codes are given in Figure1. 

 

Figure 1.  Code of peer’s configuration 

After the codes on line 1, the seed should be added to the 
peer you implement, then your peer can communicate with 
other LAN peers via Rendezvous, even WAN peers via Relay. 

These configure operations must be done before you start 
the JXTA. Once startNetwork() method runs, the JXTA 
framework works. It will cost few seconds to initiate the low 
layer program. 

As mentioned before, different type peers play different 
roles respectively on JXTA network. For a JXTA application 
running on LAN, the organization is as simple as shows in 
Figure 2. All peers on LAN compose the overlap network of 
JXTA. At least one Rendezvous peer is required to this peer 
group, and other peers can communicate with each other, for 
example, using pipes. 

 

 

Figure 2.  Topology of JXTA overlap network on LAN 

But in actual case, only LAN scope is not enough for a 
more complex application, which peers are required to send 
and receive data through NAT devices or firewall devices even 
both of them. In this case, Relay peer works as router to help 
peers become visible to others, and Rendezvous peer plays a 
role like gateway to help Edge peers, which connect to it 

directly, to communicate with other any peers those connect 
indirectly. 

Figure 3 demonstrates a typical topology of JXTA wide 
area network. A classic mixed structure is adopted to fulfill our 
design, which contains both peers and server that runs as the 
register server to let peers logon the JXTA network. 
Meanwhile, the server is a special configured peer that is not 
only the Rendezvous, but also a Relay peer.  

 

Figure 3.  Topology of JXTA overlap network on WAN 

IV. COMMUNICATION AMONG PEERS 
JXTA provides three kinds of data communication methods, 

singlepipe, bidirectionpipe and multicast socket, whose 
services are implemented based on TCP socket, and these 
functions are the most important of JXTA communication. 

A singlepipe is a single direction socket pipe. Two 
participants of singlepipe should possess the same 
PipeAdvertisement, which is the unique identifier of JXTA 
pipe in a JXTA network. It means that the later joined peer 
must know the PipeAdvertisement created by the former peer, 
namely the PipeAdvertisement needs to be hardcoded in the 
later joined peer, and data can only be sent from the former to 
the later.It is quite inconvenient to develop a temporary pipe in 
the practical programs. 

Unlike singlepipe, a bidirectionpipe can send and receive 
data from either side of the pipe. Contributed by 
bidirectionpipe, we do not need to create two simple pipes for 
both side of a data interaction.  

Multicastsocket plays important role in our software, 
because in many cases data needs to be sent from one peer to 
many other peers who have the advertisement of this 
multicastsocket. It is low-performing and inflexible to create 
many pipes for the data transmission, Instead, multicastsocket 
is quite appropriate for handling these jobs.  

V. VIDEO TRANSMISSION  
The working principle of IP camera that we use is to create 

30 or less jpeg pictures and to send them each per second by a 
self-contained web server to browsers of clients via TCP/IP or 
HTTP links. And our purpose is to transmit these jpeg pictures 
on JXTA network by sender module below. So, jpeg pictures 
must be captured first. 
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A. Video capture 
According to the CGI document provided by IP camera 

producer, we establish a HTTP connection with IP camera and 
get the byte stream of jpeg pictures. The code below, in Figure 
4 shows how we get data from IP camera. 

 

Figure 4.  Code of capturing video data from IP camera 

As shown above, ml, the instance of class MediaLocator, 
will be set as the media locator in constructed function of class 
MyDataSource which extends PushBufferDataSource. In the 
overrided connect() method, getLocator() method will get the 
media locator and attach it to url, an instance of class URL. 
After connecting with url, variant stream is filled with class 
MJpegBufferStream object. 

An instance of class MyDataSource is used in class 
MJpegBufferStream which implements PushBufferStream 
interface, and read(Buffer buffer) method is overrided in 
MJpegBufferStream class to push data into the parameter—
buffer which is used be sent out by JXTA pipe. 

B. Sending and Receiving 
After capturing the Jpeg pictures from IP Camera, each 

Jpeg picture, namely the data in buffer, will be encapsulated as 
a DatagramPacket object, and sent out via JXTA pipe or 
JXTAMultiSocket. This sending process is implemented by a 
single class HttpSender. Then, the peer creates an 
advertisement that announces its resource, publishes and 
remote publishes this advertisement on JXTA network, so that 
other peers can discover it. 

Instance of class HttpReceiver takes charge of receiving 
data of DatagramPacket type one by one from JXTA pipe or 
JXTA multicastsocket.  

C. Display 
One received DatagramPacket data is a MJpeg picture, it 

will be conducted by JPanelPlayer class which extends JPanel 
and responses to create a JPanel style player. This player is 
initiated in class CameraTest and once a picture is retrieved 
updateScreen() method  in CameraTest would recall repaint() 
method to repaint the current picture on the JPanel instance. 
The relationship among all the classes is illustrated as UML 
diagram below, in Figure 5. 

 

Figure 5.  UML diagram of classes 

VI. EXAMPLE 

A. Enviroment 
Table I shows both system and hardware devices 

information those participate in our test. 

TABLE I.  ENVIRONMENT OF TEST 

Device Info Peer mode IP Address 

Server 
 

CPU: i7 930 2.8Ghz 
Memmory:3.25G 
System:Win XP 32bit 
BandWidth of Enthernet:100M 

RDV and 
Rendez-

vous 

217.219.118.
45 

IP 
camera 

 
 none 192.168.1. 

101 

PC1 

CPU: AMD 640x4 3.0GHz 
Memmory:3.25G 
System:Win XP 32bit 
BandWidth of Enthernet:100M 

Edge 219.217.242.
18 

PC2 

CPU: AMD 640x4 3.0GHz 
Memmory:3.25G 
System:Win7 32bit 
BandWidth of Enthernet:100M 

Edge 172.17.52.83 

PC3 

CPU: Pentium D 3.0GHz 
Memmory:1G 
System:Win XP 32bit 
BandWidth of Enthernet:100M 

Edge 202.118.233.
57 

Environment of test 

A server accesses in internet with a public IP 217.219.239. 
45,   and connects to an IP camera with private IP 192.168.1. 
101 directly. PC1, PC2 and PC3 locate on different network 
environments that we do not know clearly, and they are all the 
receivers which are used to test the performance of this video 
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transmission based on JXTA framework. The topology of this 
example is illustrated by Figure 6. 

 

Figure 6.  Test topology  

B. Result 
This software is tested in three different places. It firstly 

runs on an IP 219.217.242.18 that connects to server directly, 
After connection established, video is captured by the 
receriver, and displayed in a JPanel style window that shows 
in Figure 7. 

 
Figure 7.  Captured video  on IP 219.217.242.18 

 It is a direct connection between client and the server as 
shown in Figure 8. 

 
Figure 8.  Path between 219.217.242.18 and 219.217.239.45 

Secondly, we run our application in another laboratory 
with IP 172.17.52.83, seemingly not in the same network 

segment to server’s IP. The software  received video data from 
server, and showed it by the player, as Figure9.  

 

 
Figure 9.  Captured video  on IP 172.17.52.83 

Figure 10 shows that there are four hops between this 
receiver and the server.  

 

 
Figure 10.  Path between 172.17.52.83 and 217.219.239.45 

Finally, we test it in another campus of our university, and 
the IP is 202.118. 233.57, seemingly not in the same network 
segment to the IP of server either, and the data is received, as 
we can see in a display window of Figure11.  

 

 
Figure 11.  Captured video  on IP 202.118.233.57 

We find the three hops path from the local PC to server. 
That denotes the data can be delivered crossing different 
network segment, as shown in Figure 12. 
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Figure 12.  Path between 202.118.233.57 to 217.219.239.45 

That denotes the data can be delivered crossing different 
network segment. 

VII. CONCLUSION 
The proposed video transmission system achieves sending 

and receiving video data via internet based on JXTA. It may 
be quite useful for developers who want to develop their own 
P2P instant message systems containing real time video image. 
By analyzing source code of JXT and CGI document of IP 
camera, we capture the video data from HTTP and divide to 
individual byte array for each MJpeg format picture. Then 
JXTA pipe or JXTA multicast socket is created to send them 
out. Finally, these video data can be received by other JXTA 
terminals on internet those run as the receiver. For original 
edition JXTA, for example version 2.7 and earlier releases, 
only text messages and XML format messages can be used by 
provided interfaces. 

In this paper, we get a simple improvement of transmitting 
video via JXTA without any optimizing. So, the performance 
depends on network environment absolutely, this can be 

inferred indirectly in the result section of this article. As a 
large scaled application, P2P software should have an 
optimized structure to enhance its processing ability and 
increase it efficiency[6][7]. It is the target of our future 
research. 
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Abstract—The power management strategy can greatly affect
the fuel economy of hybrid power systems. This work presents
an optimization based power management strategy of hybrid fuel
cell power sources during real-time operation. In this approach,
local optimization strategy is adopted because it doesn’t need the
priori knowledge of the future power demand. Every step, the
current power demand is measured and the real-time optimal
power distribution is determined by maximizing the efficiency
of the hybrid system. Simulation and experimental results are
presented to show that this real-time power management opti-
mization strategy is feasible and can provide good fuel economy.

Keywords—Fuel cell hybrid, Power management, Real-time
optimization

I. INTRODUCTION

Fuel cell is considered as one of the most attractive pow-
er sources with applications ranging from automobiles to
stand alone power generation plants due to its environmental-
friendly [1], [2]. Among the various kinds of fuel cells, proton
exchange membrane fuel cells is one of the promising energy
sources due its higher power density, lower operation tem-
perature, quick start up and long cycle life [3]–[5]. However,
the dynamics of the fuel cell stack is limited by the air and
hydrogen delivery system. A fuel cell only power system may
not be sufficient to meet the load demands, especially in peak
power demand or transient situation. Other energy storage
devices, such as batteries and supercapacitors, are needed to
supplement the fuel cell system in application [6]–[8].

In research of the fuel cell hybrid power sources, study of
the power management strategy is one of the important tasks,
especially in fuel cell hybrid vehicles. Many literatures about
power management control strategy, based on optimization,
can be found. Brahma et al. [9] used the dynamic program-
ming technique in the optimization of instantaneous gener-
ation/storage power split in series hybrid electric vehicles.
Delprat et al. [10] presented a global optimization method
based on optimal control theory. All of these optimized power
management strategies are based on a prior knowledge of the
future power demand and not suitable for real time control.

Also, Some literatures studied the real time power manage-
ment strategies, based on real time optimization. Delprat et al.

[11] derived a real-time control strategy from optimal control
theory. Rodatz et al. [13] also used ECMS to determine the real
time optimal power distribution of a fuel cell/supercapacitor
hybrid vehicle.

In general, it is need a priori knowledge of the future power
demand to find a global optimal solution of power manage-
ment. So, global optimization is infeasible in real time power
management control. On the other hand, strategies that deal
with local optimization are suitable to real implementation. In
this paper, a fuel cell/battery hybrid power source is studied
and a local optimal power management strategy is presented.
The performance of this local optimal solution is compared
with that of a optimal fuzzy power control and management
strategy that presented in literature [14].

The organization of this paper is as follows. In section
II, the structure, characteristics and models of hybrid power
sources are introduced. Then, the proposed power management
strategy based on local optimization is presented in section
III. In section IV, the simulation results are shown and the
performance of the proposed strategy is compared with that of
other strategies. The experimental results are also reported in
this section. Finally, the conclusions of this paper are included
in section V.

II. HYBRID POWER SOURCES

The fuel cell/battery hybrid power sources combine the high
power density of batteries with high energy density of fuel
cells. The fuel cell hybrid power sources consist of the fuel
cell stack, a battery bank, the DC/DC converter to stable the
fuel cell output voltage.

Fig. 1 is represented the proposed topology of the fuel cell
hybrid power system. The fuel cell system is connected to the
DC bus with a DC/DC converter, whereas the battery bank
is directly connected to DC bus passively. As to the load, a
AC motor is considered. The current flow to the DC bus from
fuel cell system can be controlled by the DC/DC converter,
the difference between the current draw from the inverter and
the current out from DC/DC converter is compensated by the
battery bank. Given a certain load power Pload, this power
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Fig. 1. configuration of fuel cell hybrid power sources

should be supplied by fuel cell system, Pfc and the battery
bank, Pb. At every time, the power balance should be satisfied.
That is

Pfc(tk)ηdc + Pb(tk)ηb = Pload(tk) ∀tk (1)

where ηdc and ηb are the efficiency of DC/DC converter and
the efficiency of battery bank respectively. Here, we assume
that the DC/DC converter is well controlled and the efficiency
is known.

The main objective of the power management strategy is to
reduce the hydrogen consumption and improve the efficiency
of hybrid power system. For a given fuel cell system, the
hydrogen consumption along with the output power of fuel cell
system is a matter of much concern. So, here, we developed a
static fuel cell model. It is assumed that the temperature of the
fuel cell system is well maintained at the operating condition
(around 65°C) and the pressure difference between the cathode
and the anode is ignored. A typical efficiency characteristic of
a fuel cell system with a 50-kW rate power is shown in Fig.
2.
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Fig. 2. ADVISOR efficiency map for a 50-kW fuel cell system as a function
of output power

The battery pack consists of serially connected battery cells.
The internal resistance is the major factor to limit charging and
discharging capability. The internal resistance model is used in
this study. This model is related to work which was originally
performed by Idaho National Engineering Laboratory to model
flooded lead-acid batteries [15]. A battery cell is modelled

with a voltage source and an internal resistor with temperature
ignored (Fig. 3). The resistance and open circuit voltage
both are the nonlinear functions of battery state of charge
(SOC) (Fig. 4).These relationships are implemented as look-
up tables with test data. This simple battery model enables fast
calculation for optimization and makes it possible to apply the
real time optimization power management strategy.

�"���"��

����"��

��
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Fig. 3. Internal resistance battery model.

As shown in Fig. 3, the terminal voltage of battery pack Vb
can be written by

Vb = nb(Voc −RbIb) (2)

where nb is the number of battery cells, Voc is the open circuit
voltage of the battery cell, Rb is the internal resistance and Ib
is the current flow out the battery. Ib can be calculated by

Ib =
Voc −

√
(V 2

oc −
4RbPb)

nb
2Rb

(3)

The SOC of battery is denoted by

SOC(k) = SOC0 − 1

Cb

∫ tk

t0

Ibdt (4)

where k is the time step and Cb is the capacity of battery cell.
When the battery pack is discharging, the discharge effi-

ciency of the battery pack can be written as

ηdis =
VbIb
VocIb

=
1

2
+

1

2

√
1− 4RdisPb

V 2
oc

(5)

where Rdis is the discharge resistance of battery cell.
Similarly, for the battery charge process, the charge effi-

ciency is given by

ηchg =

(
1

2
+

1

2

√
1− 4RchgPb

V 2
oc

)−1

(6)

where Rchg is the charge resistance of the battery cell.

III. POWER MANAGEMENT STRATEGY OF THE HYBRID
POWER SOURCES

In this section, a power management strategy based on real
time optimization is addressed. The main objective of power
management strategy is to improve the efficiency of the hybrid
system while maintaining the SOC of the battery pack in a
certain range.
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Fig. 4. The relationship between (a)internal resistance and SOC, and (b) open circuit voltage and SOC in ADVISOR.

A. The concept of equivalent fuel consumption

Ideally, The overall efficiency of the hybrid system is
defined by

ηsys =

∑tf
0 Pload(tk)Δtk

Efc +
∑tf

0 λpb(tk)Pb(tk)Δtk
(7)

where ηsys is the overall efficiency of the hybrid system ,
Pload(tk) is the power supplied in to the vehicle at time step
Δt, Efc is the energy of hydrogen fuel supplied into the fuel
cell stack, Pb(tk) is the battery power of charge or discharge
at time step Δt, λpb(tk) is the equivalence factor which can
be evaluated by the concept of equivalent consumption at time
step Δt.

The energy of hydrogen fuel supplied to the fuel cell during
the given mission is calculated according to

Efc =

tf∑
0

Pfc(tk)

ηfc(tk)
Δt (8)

where ηfc(tk) is the efficiency of the fuel cell system at time
step Δtk when the output power is Pfc(tk). It can be obtained
from the efficiency map of the fuel cell system shown in Fig.
2.

To make the electrical energy consumption of the battery
and fuel energy of hydrogen comparable, the electrical energy
consumption of the battery is converted into equivalent fuel
consumption. Paganelli et al. [16] proposed the concept of
equivalent fuel consumption. The concept is that if the battery
discharged some power Pb(tk) at time step Δt, to maintain
the SOC, the battery will be recharged using the energy of the
fuel cell in the future. The discharge efficiency can be written
as

ηdis(tk) =
1

2
+

1

2

√
1− 4Rdis(tk)Pb(tk)

Voc(tk)2
(9)

where Rdis is the discharge resistance of battery.
Similarly, for the battery charge process, the charge effi-

ciency is given by

ηchg(tk) =

(
1

2
+

1

2

√
1− 4Rchg(tk)Pb(tk)

Voc(tk)2

)−1

(10)

The battery equivalent fuel consumption is defined as

Cb(tk) = λcb(tk) Pb(tk)

λcb(tk) =

⎧⎪⎪⎨⎪⎪⎩
Cfc,avg

Pfc,avgηdis(tk)ηchg,avg
Pb(tk) ≥ 0

Cfc,avgηchg(tk)ηdis,avg
Pfc,avg

Pb(tk) < 0

(11)

Because the future operating points are not known, the average
charge efficiency of the battery is used and also, the average
fuel cell power and its fuel consumption are used.

According to (11), the equivalence factor λpb(tk) can be
calculate by

λpb(tk) =
Pfc,avg

ηfcCfc,avg
λcb(tk) (12)

B. Optimization problem statement

The problem is to solve this global optimization problem,
the load power demand in the given mission has to be known
a priori. But in many cases, we can not get this power demand
until it is generated by the load, especially in automotive
applications. So instead of the global optimization, we reduce
the global optimization to a local one. That is, for each time tk
with a time step Δtk, we solve the local optimization problem
by maximizing the objective J(tk), defined as

J(tk) =
Pload(tk)Δtk

(
Pfc(tk)
ηfc(tk)

+ λpb(tk)Pb(tk))Δtk
(13)

The global optimization is not equal to the local problem
described above. But it can be easily used for real time control
whereas its global counterpart is non-causal and non-realizable
[12].

For all tk the constraints in the fuel cell power and the
battery pack power are

0 ≤ Pfc(tk) ≤ Pfc,max

ΔPfc,fallrate ≤ ΔPfc(tk)

Δtk
≤ ΔPfc,riserate

Pb,chg,max ≤ Pb(tk) ≤ Pb,dischg,max

SOCmin ≤ SOC(tk) ≤ SOCmax

(14)
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where Pfc,max is the maximum power that fuel cell system
can deliver, ΔPfc,fallrate and ΔPfc,riserate are maximum
fall rate of Pfc and maximum rise rate of Pfc respectively.
With regard to the battery pack, the maximum power flows
are also limited. The maximum power that the battery pack
can deliver Pb,dischg,max or store Pb,chg,max depends on the
actual voltage of the battery pack Voc, the maximum voltage
Vb,max, and the minimum voltage Vb,min [17].

Pb,chg,max =
nbVoc(Voc − Vb,max)

Rd
(15)

Pb,dischg,max =
nbVoc(Voc − Vb,min)

Rd
(16)

Because Voc and Rd both are depend on the SOC of the
battery pack, whereas the SOC is various in the duration of
the given mission. The values of Pb,chg,max and Pb,dischg,max

are various at each time step in optimization.
To get the optimal power distribution, the local optimization

problem that should be solved at each time tk with a time step
Δtk is

Maxmize
Pfc

J(tk) =
Pload(tk)Δtk

(
Pfc(tk)
ηfc(tk)

+ λpb(tk)Pb(tk))Δtk

s.t. Pfc(tk)ηdc + Pb(tk)ηb = Pload(tk)

0 ≤ Pfc(tk) ≤ Pfc,max

ΔPfc,fallrate ≤ ΔPfc(tk)

Δtk
≤ ΔPfc,riserate

Pb,chg,max(tk) ≤ Pb(tk) ≤ Pb,dischg,max(tk)

SOCmin ≤ SOC(tk) ≤ SOCmax

(17)

To avoid the ”starvation” of reactants in the fuel cell system
and take the slow dynamics into account, the output power of
fuel cell system is increased no faster than a certain power
rise rate ΔPfc,riserate. Also, the power fall rate of the fuel
cell system is restricted to prevent overpressure into the stack.
SOCmax is the upper bound of SOC and SOCmin is the lower
bound of SOC. As a conservative target, 0.8 and 0.4 are used
in this study.

C. Implementation and practical considerations

The fuel cell system has serval subsystems such as the gas
supply subsystem, the humidifying subsystem, the temperature
control subsystem and so on. The anode pressure, cathode
pressure, the temperature and the moisture should be appro-
priately controlled. All these control algorithms are achieved
through a so-called NetController, which has been developed
by CASIA. To reduce the calculation work of NetController,
the real time optimization problem is solved in MATLAB,
which can also take advantage of MATLAB optimization
toolbox. User Datagram Protocol (UDP) communication is
adopted to exchange the necessary data between the NetCon-
torller and MATLAB. The proposed real time optimization
power management strategy here is shown in Fig. 5.
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Fig. 5. Proposed power management strategy based on real time optimization

At each time tk with a time step Δtk, the following steps
are performed in real time optimization process:

• The load power and the battery SOC are measured by
the sensor connected with NetController, and then, these
values are sent to MATLAB by UDP communication
program.

• MATLAB receives the values of load power and battery
SOC, solve the optimization problem shown by 17) and
get the optimal set point of fuel cell power Pfc,opt(tk)
and the optimal value of J(tk).

• MATLAB sends the optimal value Pfc,opt(tk) to the
NetController.

• The Netcontroller receives the value of Pfc,opt(tk), cal-
culate the set point current of the DC/DC converter.

®¸������Å��

����²���������¥�������¦�¸��
�»�����#��¥

$��À�������������¥��¦�Å����¸�
¥��"��¦�ÇÈÉ�Ê	

����¸���»����������Ë

Ì��������¥��¦���»²��������
¥������»����������������

���¸����#��¥

 ��

�"


�����

Fig. 6. The simulation flowchart of the proposed power management strategy

IV. OPTIMIZATION AND EXPERIMENTAL RESULTS

The proposed power management strategy based real time
optimization are tested by simulation and experiments. Section
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A is devoted to simulation results and analysis. The implemen-
tation of the proposed strategy in an experimental test setup
is presented in section B.

A. Simulation results
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Fig. 7. The simulation results of the proposed strategy for UDDS cycle.
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Fig. 8. The simulation results of the proposed strategy for HWFET cycle.

To compare the performance of the proposed real time
optimization strategy with other power management strategies
especially the global optimization control strategy, we simu-
lated the power demand of a typical vehicle in three driving
cycles: UDDS, HWFET, and NEDC. The optimization results
of the proposed power management strategy and the optimal
fuzzy power management strategy described in literature [14]
are shown in Table I. In this table, the degree of hybridization
(DOH) is defined as the ratio of electric power can be delivered
by the energy storage system (here it means the battery pack)
to the total power that can be delivered by ESS and fuel
cell system [18]. The simulation is carried out in MATLAB,
process of the simulation is shown in Fig. 6.

Fig. 7 shows the simulation results with the real time
optimization power management strategy for UDDS cycle.
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Fig. 9. The simulation results of the proposed strategy for NEDC cycle.

The simulation results for HWFET cycle and NEDC cycle
are shown in Fig. 8 and Fig. 9.

Optimization results in Table I show that the hydrogen
economy of the real time optimization power management
strategy is not as good as that of the global optimization.
That is reasonable because the global optimization strategy
is based on power demand of the entire driving cycle which
is infeasible in practice, whereas the real time optimization is
just based on the present power need.

B. Experimental validation

In this subsection, the experimental results are presented to
validate the feasibility and practicability of the proposed real
time optimization power management strategy.

The experimental setup is composed of a PEM fuel cell
test rig, a lead-acid battery pack, a constant-voltage restricted-
current DC/DC converter and car lights to emulate the power
consumption The PEM fuel cell test rig are designed and
built by Institute of Automation, Chinese Academy of Sci-
ences(CASIA). 24 cells are connected in series to make up
the fuel cell stack. The voltage level can vary from 22V at no
load to about 16V at full load. The rated power of this small
fuel cell system is 150W and The max rise rate of the fuel
cell is 30W/s. The DC/DC converter is connected after the
fuel cell system to stable the output voltage and control the
fuel cell output power. A 24 AH,12V lead acid is connected
to dc bus. Car lights are used as the power load.

The optimization process is executed at every second and
the experimental results are shown in Fig. 10. The results show
that when the load power demand is the range that the fuel cell
and battery can afford, the fuel cell system is apt to work at
the power range that the system has the maximum efficiency.

V. CONCLUSIONS

In this work, a new power management strategy based
on real time optimization for fuel cell hybrid power sources
system was addressed. Compared to the global optimization
strategies that need the power demand of the entire task,
which is not feasible in practice, the proposed strategy only
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TABLE I
OPTIMIZATION RESULTS COMPARISON OF THE LOCAL OPTIMIZATION STRATEGY AND THE GLOBAL OPTIMIZATION STRATEGY

Simulation outputs Units UDDS cycle HWFET cycle NEDC cycle

local global local global local global

optimization optimization optimization optimization optimization optimization

strategya strategy strategya strategy strategya strategy

Total fuel consumption(H2)b g 145.7 142.6 163.6 154.5 125.9 123.1

ΔSOC -0.0103 0.0249 -0.0103 0.0299 -0.0093 0.0058

Cycle length km 11.99 11.99 16.51 16.51 10.94 10.94

Specific energy consumptionc MJkm−1 1.48 1.39 1.21 1.09 1.37 1.33
a Fixed DOH=0.3786.
b We use the lowest energy content of hydrogen, 120MJkg−1.
c The energy that the battery pack delivered or stored during the driving cycles is transformed to the hydrogen consumption by the concept

of equivalent fuel consumption.
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Fig. 10. Experimental results of the power management strategy based on
real time optimization.

need the current power demand and can be easily applied in
practice. The proposed strategy was tested both in simulation
environment using three standard driving cycles and in an
experiment. Compared to other power management strategies,
the followings are verified: First, although the hydrogen e-
conomy of power management strategy based on real time
optimization is not as good as the strategy based on global
optimization, the proposed strategy still has a comparative
good fuel economy. Second, if the power demand is near
constant and the power demand deceleration is low, the fuel
economy improved by optimization, no matter local opti-
mization or global optimization, is insignificant. Finally, the
experimental test shows that the proposed strategy is very easy
to be implemented in practice.
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Abstract— One of the main concerns in underground 
working tunnels is ensuring the safety of the workers and 
their equipment. Being aware of the real-time position of 
personnel in such harsh environment is challenging and 
requires a sophisticated localization system. With 
traditional Received Signal Strength (RSS) failing to 
accurately estimate the distance between nodes due to 
multipath effect in such long and narrow space, Radio 
Frequency Time-of-Flight (RF-TOF) is proved to be an 
alternative method for more accurate distance estimation. 
To reduce the communication cost, a distributed 
localization scheme is proposed, where a simple Newton 
Iteration location estimation algorithm is embedded in the 
blind node. Linear least square estimation is used as the 
initial value to accelerate the convergence of the iteration. 
Experimental results show the effectiveness of the 
proposed scheme. 

Keywords- wireless sensor networks; localization; time of 
flight; Newton Iteration 

I. INTRODUCTION  
 

With the emergence of various location-based services and 
other potential application in wireless communication 
networks, localization in wireless networks has received a great 
deal of attention in the past decades. Commercial examples 
range from low-accuracy methods based on cell identification 
to high-accuracy methods combining wireless network 
information and satellite positioning [1]. These methods are 
typically network centric, where the position is determined in 
the network and presented to the user via a specific service. 
Applications of such kind of systems are limited where 
infrastructures or signal coverage are not perfect.  Wireless 
Sensor Networks (WSNs) provide another option to localize 
targets in their covered area, which is an important complement 
to the infrastructure based wireless localization systems.  

In this paper, a special environment, an underground 
working tunnel, is focused. Underground working tunnels 
referred here are railway or road tunnels which are under 
construction, or coal mines. The common characteristics of 
such environment are as follows: the space is usually long and 
narrow, with length of several kilometres and width of several 
meters, and its structure is changing with construction or 

production; the power supply and the communication 
infrastructure are not always available, and there are usually no 
reliable wired or wireless communication link; the tunnels are 
underground or in mountain bodies, such that the humidity is 
high, the air is dirty due to the dust and there are even 
dangerous gases, such as methane, carbon dioxide,  carbon 
monoxide etc.; the environment is noisy and is full of 
equipment and workers. These characteristics make the tunnel 
under construction a dangerous working environment. 
Accidents often happen causing severe casualty and capital 
lost. It is urgent to establish an advanced monitoring system, 
which can obtain the real-time information about the worker 
and the environment, evaluate the risk level to safeguard the 
workers. 

A distributed localization scheme is proposed in this paper. 
Using JN5148 wireless module which is embedded with a RF-
TOF ranging engine [2], a Newton Iteration based localization 
algorithm is designed and implemented on the blind node. With 
no overhead hardware requirement and the distributed 
characteristics, a cheap but efficient localization system 
adaptable to constructing tunnel environment can be achieved. 

The rest of the paper is organized as follows. In section II, 
popular localization methods of WSN and the state of the art of 
tunnel localization are briefly reviewed. Section III presents a 
Newton Iteration localization algorithm with Linear Least 
Square Estimation (LLSE) as initial value and a distributed 
localization scheme is proposed in section IV. Section V 
demonstrates the experimental results and concluding remarks 
are made in section VI. 

II. RELATED WORKS 

A. Localization Techniques in WSN 
The subject of localization in wireless sensor networks has 

been drawing considerable attention due to its potential 
applications, such as inventory tracking, intruder detection, 
tracking of fire-fighters and miners, home automation and 
patient monitoring etc. [3, 4]. These potential applications of 
wireless positioning were also recognized by IEEE, which 
approved a new amendment, IEEE 802.15.4a, that provides a 
new physical layer for low data rate communications combined 
with positioning capabilities [5, 6]. 

Depending on the mechanisms used, localization schemes 
in wireless networks can be classified into two categories: 
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range-based and range-free. Range-based approach involves 
estimation of location in two steps. In the first step, location 
related parameters, such as Time of Flight (TOF) [7, 8] of 
signals traveling between the target node (or blind node), i.e. 
the node to be located, and a number of reference nodes (or 
anchor nodes) are estimated. Then, in the second step, the 
location is estimated based on the signal parameters obtained in 
the first step. The location related parameters estimated in the 
first step include Received Signal Strength (RSS) [9], Time of 
Arrival (TOA), Time Difference of Arrival (TDOA) [10, 11], 
Near Field Electromagnetic Ranging (NFER) [12], which 
provide an estimation of distance, and Angle Of Arrival (AOA) 
[13], which estimates the angle between the nodes. For 
distance based localization algorithms, the maximum 
likelihood (ML) solution can be obtained by a Nonlinear Least 
Squares (NLS) approach, under certain conditions [1].  

Range-free localization schemes do not need distance or 
angle information, but performs the localization algorithm 
based on the connection characteristics and anchor nodes’ 
location information instead. There are some typical algorithms 
such as centric algorithm [14], DV-HOP algorithm [15], Area-
based Point-In-Triangulation Test algorithm (APIT) [16] etc. 
Range-free localization schemes do not need overhead 
hardware, so that they are cost-effective and power-effective. 
But they are usually central schemes and are suitable for simple 
topology and high densities networks only. 

B. State of Art of Tunnel Localization 
Range-free localization schemes are not suitable for tunnel 

environment because of the low density and complex topology 
of WSN. RSS range-based localization methods have been 
studied in coal mine galleries [17]. Qiao proposed a dynamic 
RSS localization algorithm for chain-type WSN in tunnels 
[18], in which the distance and the corresponding RSS between 
the adjacent beacon nodes were taken into account to get a 
better path loss parameter. Impulse Radio Ultra Wideband (IR-
UWB) is a promising technology for indoor localization 
applications due to its high-temporal resolution, multipath 
immunity, and simultaneous ranging and communication 
capability. But the receivers need to be connected by cable for 
high accurate synchronization requirement. Zhou proposed an 
asynchronous position measurement scheme for indoor 
localization by adding an additional UWB transmitter besides 
the anchor nodes and the target nodes [19]. The challenge is 
that the high accuracy can only be achieved in a smaller 
coverage. Chehri studied the feasibility of using UWB-based 
WSN as future solution for localization in underground mine 
via simulation and measurement [20]. 

Fingerprinting technique was used in mine localization to 
avoid the difficulty of measuring distance or angle in such 
harsh environment [21]. The main disadvantage of such 
methods is the requirement that the training database should be 
large enough and representative of the current environment for 
accurate localization. In underground working tunnels, such 
data collection task can be laborious or even impossible 
because of the dynamic change of the structure. 

Localization schemes can be categorized into centralized 
and distributed based on the communications between nodes. 

Centralized schemes involve transmitting all measured data to 
a central node to compute the location of the target node and 
the central node has enough computation resources to carry out 
complicated localization algorithms. Distributed localization 
schemes do not require centralized computation, and rely on 
each node to calculate its location with only limited 
communications with nearby limited nodes. Distributed 
scheme is more suitable for tunnel environment where the 
communication cost to the central node is much higher and the 
time delay is much bigger because of multi-hop transmission. 

C. Radio Frequency Time of Flight Ranging 
RF-TOF refers to the time needed for a message to be sent 

from one node to another. Since the spread velocity of radio is 
invariable, which is 3×108 m/s, with RF-TOF obtained, the 
distance between two nodes can be calculated easily. With the 
same transceiver used for data communication, an RF-TOF 
ranging engine requires little hardware overhead and can 
achieve meter level accuracy in complex environments. RF-
TOF ranging occurs in short bursts and in a frequency hopped 
fashion thereby reducing the chance of interference. RF-TOF 
ranging is such an attractive option for WSNs that some 
prototypes have been demonstrated, but work has been largely 
limited to wide bandwidths and high power devices 
[22].Optimization of RF-TOF for WSNs has recently received 
attention with some interesting results in the wideband signal 
domain [6]. In bandwidth limited systems, measuring the TOF 
requires accurately resolving the phase offset of a signal. 
Pseudorandom Noise (PN) codes are good candidate signals for 
measuring small phase offsets because the autocorrelation 
function of a PN code exhibits a single large peak that moves 
with phase offset. Reference [7] proposed a pair-wise ranging 
called Code Modulus Synchronization (CMS) that does not 
require either node to determine the absolute phase offset of 
system clocks, the correlation function or the TOF in real time. 
This reduces the hardware overhead and measurement time by 
not requiring a real time co-relator. 

 Two classes of RF-TOF measurement systems exist. The 
first is a scheme where a number of significant devices have 
highly accurate, synchronized clocks. In the simplest case, a 
signal is sent from a device with a known location and an 
accurate clock to another device with an accurate clock, and the 
departure time of the signal is compared to the actual time of 
arrival. This scheme is not practical in WSNs due to the high 
accuracy requirement to the hardware. The second type of RF-
TOF system is a pair-wise round-trip measurement, which does 
not require absolute clock. By sending a ranging signal and 
waiting for a reply, the individual clock biases are subtracted 
away. Reference [23] proposed a two-way TOF ranging 
scheme using narrow-band RF chip CC2430. 

In this paper, JN5148 microcontroller is utilized as the CPU 
of wireless sensor nodes, as it embeds an RF-TOF ranging 
engine [2], which is an alternative of RSS to estimate distance 
between two nodes without overhead hardware. A chain type 
of Zigbee network is deployed in underground tunnels, and a 
distributed Newton Iteration based localization algorithm is 
designed on the blind node. 
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III. NEWTON ITERATION BASED LOCALIZATION 
ALGORITHM 

A. Traditional Trilateration Algorithm  
In range-based localization scheme, the position of a blind 

node can be determined with the knowledge of the distance to 
its neighbouring anchors (i.e. reference nodes) and the 
coordinates of those anchors: 

      
2 2 2( ) ( ) , 1, 2, ,i i ix x y y d i N             (1) 

Where ( , )x y is the coordinates of the blind node;  

( , )i ix y is the coordinates of the ith reference node; 

id is the distance between the blind node and the ith reference 
node and N is the number of the reference nodes. 

In the absence of noise in a system, each distance 
measurement specifies a circle for the possible positions of the 
blind node, and the intersection of those circles determines the 
target position. This geometric technique, called trilateration, 
yields ambiguous solutions in the presence of noise in the 
system, since the circles defined by (1) may intersect at 
multiple points due to erroneous distance estimation. A popular 
statistical localization algorithm is the Nonlinear Least Squares 
(NLS) techniques, by which the location of the blind node is 
calculated as follows:              
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Where ( , )s x y is the cost function, 3N   is the number of 
the reference nodes, and i  represents a weighted coefficient 
for the ith measurement, which commonly reflects the 
reliability of the measurement. The solution of (2) usually 
requires numerical search methods such as the steepest descent 
or the Gauss-Newton techniques, which can have high 
computational complexity and typically requires good initial 
value in order to avoid converging to the local minima of the 
cost function.  

Alternatively, Linear Least Square Estimation (LLSE) can 
provide suboptimal location estimation with low computational 
complexity. Let the rth equation represented in (1) subtract all 
the other equations, (i.e. equation 1, 2,  , r-1, r+1,   , n), the 
following linear relation can be obtained: 

AX b  

Where [ , ]TX x y  is the location of the blind node, 
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Note that A is an ( 1) 2N    matrix, and b is a ( 1)N   vector, 
since the rth measurement is used as a reference for all the other 
measurement. Then the LLSE can be obtained as 

                                 1ˆ ( )T TX A A A b                            (5) 

Reference [24] analysed the performance of several LLSE 
algorithms, where different information is used as reference. 
Reference [11] proposed a linear suboptimal location 
estimation algorithm by constructing a triangle and selecting 
the best estimation from Seven Potential Estimation (SPE) 
according to the cost function.  With relatively low 
computational complexity, such algorithms can be 
implemented in a distributed way. 

B. Newton Iteration with LLSE as Initial Value 
To obtain more precise estimation, high-accuracy 

techniques, such as NLS approach and linearization based on 
Taylor series can be considered. A good initial value can make 
the sequence converge quickly and significantly reduce the 
calculation complexity, thus making it possible to be 
implemented in a distributed way. In this paper, LLSE solution 
provided by (5) is utilized as the initial value to accelerate the 
convergence of Newton iteration, LLSNI for brevity. 

Calculate the partial derivatives of ( , )s x y in (2) with 
respect to x and y, denoted as ( , )f x y and ( , )g x y ; and let them 
equal to zero: 
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(6) 

Then the Newton-iteration equation is: 
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Where ( , )xf x y , ( , )yf x y , ( , )xg x y and ( , )yg x y represent 
partial derivatives of ( , )f x y and ( , )g x y with respect to x and 
y. The detail is omitted for the sake of simplicity. One 
numerical solution of (6) is  

lim

lim
kk

kk

x x
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when the Newton sequence is convergent.  

RSS information is included in a RF-TOF ranging package 
[25]. According to experiment, large RSS value means the 
distance between two nodes is short and thus the RF-TOF 
ranging is relatively reliable. Therefore, we choose the 
measurement with the largest RSS value as the reference in 
LLSE algorithm, i.e. r in (3) and (4) is defined as: 

arg max( )ii
r RSS  

and RSS information is also utilized to calculate the weighting 
coefficient in the cost function: 

                            1

N

i i j
j

RSS RSS


                                 (8)                                                                                                                               

After obtaining all the information needed for localization, 
including the coordinates of the reference nodes, distance 
between the blind nodes and each reference node measured by 
RF-TOF ranging engine, and RSS value when performing RF-
TOF, the blind node calculates LLSE according to (5) and uses 
it as the initial value of Newton Iteration, which is used to 
calculate the minimum point of the cost 
function ( , )s x y according to (7). Finally, the blind node 
reports the localization result to the surveillance centre. 

IV. A DISTRIBUTED LOCALIZATION SYSTEM IN 
UNDERGROUND TUNNELS 

A. Architecture of The Localization System 
The localization system proposed in this paper consists of a 

surveillance PC, a coordinator, anchor nodes and one or more 
blind nodes. The structure of the system is shown in Fig. 1.   

The WSN in tunnels is a ZigBee network and the 
coordinator is responsible for establishing the network. The 
coordinator also acts as a gateway to the surveillance PC 
through a serial port. The surveillance PC is responsible for the 
configuration of the anchor nodes and localization data 
management. 

The anchor nodes collect data of tunnel environment and 
participate in localization. Anchor nodes are routers of the 
ZigBee network. The blind node performs a distributed 
localization algorithm. There can be one or more blind nodes in  

 

Figure 1.  Architecture of the proposed localization system 

WSN simultaneously and they must be routers of the ZigBee 
network, because they need to communicate with multiple 
anchor nodes directly within their communication range. 

There is a configurable timer on the blind nodes. When the 
timer expires, the blind nodes execute the localization task and 
report the result to the coordinator, and then the timer is 
restarted again. 

B. Deployment and Configuration of The System 
To ensure the network communication having certain 

redundancy and the blind node finding at least 4 reference 
nodes, the anchor nodes should be deployed along both sides of 
the tunnel. The distance between any two adjacent nodes on the 
same side remains the same, and it should be shorter than their 
valid communication range. The anchor nodes on different 
sides should be placed alternately, in other words, one anchor 
node on one side is to be placed in the middle point of two 
nodes on the opposite side, as shown in Fig. 3.  

There are two parameters that should be configured before 
the localization system works: the ID number and the 
coordinates of each anchor node. These parameters should be 
non-volatile. A unique ID number for each anchor node is 
defined and configured after the node joins the network. The 
serial numbers of the anchor nodes on one side are all odd 
numbers, and are all even numbers on the other side. This rule 
helps the blind node to choose proper reference nodes on both 
sides, because if all the reference nodes are on the same side, 
which means they may be in a line, it will lead to a failure of 
our localization algorithm. 

C. Distributed Localization Scheme 
A distributed localization algorithm is designed and 

implemented on the blind node, consisting of the following 
steps:  

Step 1) When the blind node enters into the area covered by 
the ZigBee network, it requests to join the network as a router. 
After joining the network successfully, the blind node 
broadcasts a localization request in one hop range, starts a 
timeout timer and waits for the anchor nodes’ response. If the 
following conditions are satisfied, turn to step2: 

Condition 1: There are at least four anchor nodes 
responding the request with their ID numbers and coordinates, 
which are the reference nodes for this localization; 

Condition 2: Two of the reference nodes have odd ID 
numbers and the other two have even numbers. It ensures that 
the reference nodes are not in a line;  

If the timeout timer expires before the above conditions are 
met, the blind node reports the information of not finding 
enough reference nodes to the coordinator and repeat Step 1. 

 Step 2) The blind node uses the RF-TOF engine to 
measure the distance between each reference node and itself. 
To   minimize the measurement errors caused by clock shifts 
between different nodes, a bidirectional round trip 
measurement strategy is adopted: the blind node performs M 
times forward measurement and M times reverse measurement 
[25]. The average of these 2M results is regarded as the final 
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value. The parameter M can be configured through the 
surveillance software, and usually within the range of 5~10. 

Step 3) The blind node estimates its own coordinates 
according to the distances between itself and each reference 
node and the coordinates of the reference nodes, using LLSNI 
algorithm presented in section III. 

Step 4) The blind node reports its coordinates to the 
coordinator. 

When the coordinator receives the localization message, it 
will hand the message over to the surveillance PC immediately. 

V. EXPERIMENTAL RESULTS 
The proposed localization system is tested in an abandoned 

air-raid shelter. It has an “L” shape, as shown in Fig. 4, with 
similar environment characteristics to underground tunnels.  

A. Rang Accuracy Comparison between RF-TOF and RSS 
To show the advantage of RF-TOF ranging method in 

tunnel environment, a contrast measuring experiment was 
carried out in a point to point way, using RF-TOF and RSS 
ranging methods respectively. Both two nodes use the same 
wireless module, JN5148-001-M03 with a standard power. One 
is placed at the entry of the air-raid shelter and the other is 
moving along the air-raid shelter. At each distance, 20 times of 
TOF ranging and 20 times of RSS ranging were performed. 
The distance calculation formula is as the following: 

             0.0003d TOF        (TOF ranging) 

            
108( )

200.02 10
RSS

d


    (RSS ranging)[25] 

The average and the standard deviation of the measuring 
results are shown in Table I. As can be seen from the result, the 
distance estimation errors according to RSSI increase 
significantly and the standard deviation of multiple 
measurements increases with the increase of distance. The 
energy of the radio signal distorts seriously because of the 
multi-path fading effect. Therefore, RSSI is not suitable for 
distance estimation in tunnel environment. On the contrary, 
TOF ranging shows excellent performance with little standard 
deviation and the ranging error does not increase significantly 
with the increase of distance. Most of the ranging errors are 
less than 3 metres. It proves the choice of our RF-TOF for the 
study. 

B. Localization Experiment in Air-raid Shelter 
      The structure of an air-raid shelter we used is shown as Fig. 
1. The length in X axis and Y axis is 150 meters respectively 
and the width is 5 meters. The distance between the adjacent 
anchor nodes on the same side is 30 meters, and the 
deployment of the two sides is alternate. The ZigBee 
localization network consists of one coordinator and 21 routers, 
which are all based on JN5148-M03 wireless modules. One of 
the routers acts as the blind node, which is needed to be 
localized in real time. Locations were estimated at 14 test 
points, with each point being localized 20 times.  

TABLE I.  THE ACCURACY COMPARISON OF TOF AND RSS RANGING 

Real distance(m) 10 20 30 40 50 60 
TOF 

ranging 
Average(m) 11.5 19.4 29.3 41.8 48.9 58.2 

Standard 
deviation(m) 

0.7 2.1 2.2 2.5 2.6 2.8 

RSS 
ranging 

Average(m) 7.1 48.5 91.4 113.5 120.8 104.7 
Standard 

deviation(m) 
0.4 14.1 28.9 19.6 23.9 64.8 

The termination condition of Newton Iteration is  

2 2
1 1( ) ( ) 0.001k k k kx x y y      

or the iteration has been performed 100 times. Two kinds of 
initial values were tested: random initial value and LLSE as the 
initial value. With random initial value, 81% of Newton 
Iterations converged after 18.5 iterations in average, and 19% 
reached the maximum iteration boundary. With LLSE as the 
initial value, 100% of Newton iterations converged after 
averaged 5.8 iterations in average. The experimental results 
proved that LLSE initial value accelerated the convergence of 
Newton Iteration.  

Other two existing algorithms, LLSE and SPE, were 
implemented as well in the same experiment environment.  

 

Figure 2.  Average localization errors of LLSNI, LLSE and SPE 

 

Figure 3.  Localization error distribution of LLSE, SPE and LLSNI 
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These three algorithms were tested under the same 
condition. Fig. 2 showed the average localization errors of 
these three algorithms at each test point. Three curves had the 
similar trend, which means that large range error degraded the 
performance of all those localization algorithms, but the 
influence to LLSNI was much smaller than the influence to the 
other two algorithms. Fig. 3 showed the error distribution of 
those three algorithms. As can be seen, LLSNI algorithm 
outperforms theother two algorithms with acceptable 
computation increase, and 86.4% of the localization errors are 
less than 3 meters. 

VI. CONCLUSIONS 
According to the special characteristics of the underground 

working tunnels, a distributed range-based localization scheme 
is proposed. RF-TOF range engine embedded in JN5148 
microcontroller is utilized to estimate the distances between 
nodes. A Newton Iteration location estimation algorithm is 
proposed, with LLSE as the initial value to accelerate the 
convergence. With low calculation complexity, the localization 
algorithm can be embedded in the blind node and only the 
localization result need to be transmitted to the coordinator. 
This distributed scheme is especially meaningful in multi-hop 
WSN in underground tunnels, because it can greatly reduce the 
communication cost and improve the real-time performance. 

Experimental results show that the proposed system can 
provide precise distributed localization without any overhead 
hardware, which enables the establishment of a cheap but 
effective constructing tunnel surveillance system to safeguard 
the workers there. 

Several research challenges remain to be addressed. None 
line of sight propagation is not taken into account in our 
scheme, which can be a main cause of range error. Some 
localization results are clearly outlier due to the range error. 
How to assess and improve the localization performance with 
geographic information of the tunnels can be considered. Time 
delay of communication is another issue that should be 
addressed when the scale of the system becomes bigger. 
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Abstract—PEM (Polymer electrolyte membrane) fuel cell systems 
are very efficient energy converters. They generate electrical 
power, low oxygen concentration cathode exhaust gas, water as 
well as heat. The fuel cell technology has become very attractive 
for the use on aircraft where it may serve as a replacement for 
the auxiliary power unit currently being used for generating 
electrical power. For the use on aircraft coupled double-loop-
cooling systems are investigated as different coolants can be used 
for inner and outer cooling system. As fuel cell electrical power is 
nonlinearly dependent on stack temperature and current, a 
cooling temperature control is required. 

In this study a nonlinear simulation model of a coupled double-
loop-cooling system is presented. The effectiveness-NTU method 
is used to model the intercooler that couples inner and outer 
cooling loop. This method has the advantage that outlet 
temperatures are obtained explicitly based on inlet coolant 
temperatures and cooling mass flows. The model is valid over the 
entire operating range of the hydrogen fed fuel cell system. 
Subsequently, a linear controller with feedforward control is 
proposed to control for the stack inlet cooling temperature. 

PEM fuel cell system model; nonlinear heat exchanger model; 
model identification; fuel cell temperature control 

I.  INTRODUCTION 
For aircraft applications the fuel cell technology is 

investigated regarding to its multifunctional use. One of its 
main aspects is the use of oxygen depleted cathode exhaust air 
(ODA) for tank inerting [1]. For this purpose the oxygen 
content needs to be close or less than 10% (vol.) [2]. Another 
and certainly one of the most important aspects of the 
multifunctional use is electrical power generation. So far, 
auxiliary power units (APU) generate electrical power for the 
use on aircraft during ground operations. An APU, though, is a 
significant source of green house gases such as CO2 and NOx 
and noise. Therefore, hydrogen-gas fed PEM fuel cell systems 
are studied as a replacement for APUs to significantly reduce 
these pollutants. Among the different types of fuel cells, PEM 
fuel cells are the most suitable ones for dynamic applications. 
Nonetheless, proper fuel cell system operation such as a well 
humidified membrane or a proper supply of reactant gases and 
well kept gas pressure is central for a maximum fuel cell 
lifetime [3]. In this study a fuel cell system with anode 
hydrogen recirculation for stack humidification is used. Proper 
fuel and air supply as well as the temperature difference across 

the stack is managed by an internal fuel cell system controller. 
The fuel cell system is connected to a controllable ohmic load 
that draws a current as requested. A schematic of the fuel cell 
system and its coupled two-loop-cooling system is shown in 
figure 1.  
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Figure 1.  Schematic of the fuel cell system and the connected double-loop 
cooling system; the fuel cell system comprises the fuel cell stack, inlet and 
outlet manifolds and anode hydrogen recirculation; the cooling system 
comprises the inner and outer loop that are interconnected by a counter-flow 
heat exchanger, connecting pipes, a cooling valve and a cooler; heat flows 
from stack into the inner loop, inside the intercooler and in the cooler are 
shown (top); the fuel cell system is connected to an ohmic load (bottom) 

The fuel cell system simulation model is based on models 
reported of in [4], [5] and [6]. Furthermore, product water 
leaves the fuel cell cathode as vapor and liquid. This has an 
influence on stack temperature and is taken into account as 
presented in [7] and [8]. The fuel cell system model is briefly 
outlined in section Simulation Model. The cooling system is 
modeled based on first principles. Heat exchanger models as 

This study as part of the project “cabin technology and multifunctional 
fuel cell systems” has been supported by Airbus and the German Federal 
Ministry of Education and Research (support code: 03CL03A). 
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proposed in [9] and [6] are restricted on operating range. The 
effectiveness-NTU method [10] provides nonlinear models for 
several designs of heat exchangers. Ref. [11] uses this approach 
for a single-loop cooling system of an automotive fuel cell 
system assuming constant heat exchanger effectiveness. 
Constant effectiveness, however, might not hold true for the 
entire operating range. Here, the effectiveness-NTU method 
with mass flow dependent effectiveness is used to develop an 
intercooler model for the coupled double-loop-cooling system. 
The fuel cell system and intercooler model have been fit to 
experimental data, which is presented in section Model 
Identification. Actuating the cooling valve in the outer loop 
influences the stack inlet temperature in the inner cooling loop. 
To operate the fuel cell system at a certain stack inlet 
temperature a temperature controller with feedforward control 
is proposed in section Controller Design. A simulation of the 
nonlinear fuel cell and cooling system model with temperature 
controller are presented in section Simulation results. 

II. SIMULATION MODEL 
The overall system simulation model consists of a model of 

the fuel cell system, a model of its internal fuel cell system 
controller and a model of the controllable ohmic electrical load 
to which the fuel cell system is connected. A list of the model 
parameters is given in table 1 at the end of this paper. Inlet air 
is taken from an air pressure tank that is filled by a compressor. 
After compression air is cooled, dried and oil-filtered. 

A. Fuel Cell System Model 
The fuel cell system model comprises the fuel cell stack, a 

mass flow controller (MFC) for cathode air supply and the 
anode hydrogen recirculation for better hydrogen utilization 
and stack humidification. The internal fuel cell system 
controller operates the mass flow controller such that it delivers 
an air mass flow as specified by stoichiometry and stack 
current drawn. Furthermore, the internal controller operates the 
cooling pump in the inner cooling loop to set the reference 
temperature difference across the fuel cell stack. Inlet air is 
modeled as a dry and ideal gas consisting of 21% (vol.) oxygen 
and 79% (vol.) nitrogen. It has constant temperature. 

1) Inlet Manifold Model 
Inlet manifold pressure pim (1) is gained by a pressure 

differential equation (7 =1.4 [5]). In- and outlet temperature are 
assumed to be equal and constant. Flow Wim of dry air exiting 
the manifold is modeled by a linear nozzle equation (2) with 
nozzle constant kim and the pressure difference of manifold and 
cathode pressure pca. Mass flow of dry air WMFC (3) entering 
the manifold is supplied by a mass flow controller, which is 
modeled as a first order transfer function with time constant 
TMFC. The mass flow reference is calculated using the reference 
stoichiometry 8ref and the stack current Istack being drawn. 

9 :

2) Outlet Manifold Model 
Vapor mass flow is obtained by water loading (4) of the dry 

gas mass flow. Water loading depends on total gas pressure pi 
and vapor partial pressure pi,v (5), which solely depends on 
temperature [12]. Mass flows of water vapor Wca,v, oxygen 
depleted air Wca,oda and liquid water Wca,l are supplied to the 
outlet manifold at stack temperature Tstack. The manifold is 
considered perfectly insulated. Mass flows Wom,v, Wom,oda and 
Wom,l exit directly to the ambient environment and are governed 
by a linear nozzle equation with constant kom and manifold and 
ambient pressure difference (6). The flow of liquid water 
leaving the manifold (7) is modeled to be dependent on the gas 
mass flow, the liquid water mass mom,l and a constant ;l [7]. 
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 Partial pressures of dry gas pom,oda and vapor pom,v are 
gained by a mass balance and the ideal gas law (8) with 
manifold volume Vom and the vapor gas constant Rv. ODA is 
approximated as air with gas constant Roda=Rair. Condensation 
is considered happening instantaneously leading to the 
condensate mass mom,l. The outlet manifold pressure is the sum 
of oda and vapor partial pressures pom = pom,oda + pom,v. 
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3) Fuel Cell Stack Electrical Model 
The stack voltage Ustack  = ncells Ucell is the sum of all ncells 

cell voltages. The cell voltage is modeled as Ucell = Urev –@act –
@A (11) with the reversible cell voltage Urev, activation loss @act 
[13] and ohmic loss @A [14]. The membrane thickness is given 
by dm and the active surface area by Asfc. Parameters B1,…B4 
and b1,…b3 have been identified using experimental data. 
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4) Fuel Cell Stack Thermal Model 
An energy balance (12) leads to the fuel cell stack 

temperature Tstack. The stack has a heat capacity of Cst. The heat 
generated through the chemical reaction is given by the 
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chemical energy of hydrogen (HHV) and stack electrical 
energy. The stack is cooled by convective cooling with coolant 
mass flow Wcool = Wint and specific heat capacity ccool. The 
coolant stack inflow temperature is Tstackin. The coolant leaves 
the stack at stack temperature. Air, cathode water, vapor and 
oda gas are assumed to leave the stack at stack temperature as 
well. Air enters the stack at temperature Tim. Oda gas is 
approximated as air with specific heat capacity coda = cair. The 
stack is very well insulated. So, heat transfer to surroundings is 
neglected. Enthalpy of evaporation is h0. 
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5) Fuel Cell Stack Anode and Cathode Model 
Anode pressure pan = pH2 + pan,v is the sum of hydrogen and 

vapor partial pressures and is governed by mass conservation 
(13) and the ideal gas law with RH2 being the hydrogen gas 
constant. In operation a mass flow WH2rct = (MH2 Istack ncells)/(2F) 
of hydrogen is consumed. The stack is operated dead-ended 
and the system behavior is mimicked by a proportional 
controller for anode pressure pan with hydrogen inlet mass flow 
WH2in, anode reference pressure pan_ref and controller gain kan 
(14). Condensation is modeled happening instantaneously [5] if 
the vapor pressure exceeds saturation vapor pressure. The mass 
of condensate and the vapor partial pressure are modeled 
according to (9) and (10) with water mass (13). The anode 
water activity aan is modeled as aan = pan,v/pv

sat. 
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6) Fuel Cell Stack Membrane Model 
Membrane material is Nafion®. The membrane water mass 

flow Wmem (17) is caused by gradient driven diffusion and 
electro-osmotic drag of water from anode to cathode [14]. 
Diffusion constant Ddiff depends on the membrane hydration 
8mem and stack temperature (18). The membrane water activity 
amem is modeled as the average between cathode and anode 
water activity [14] (with j=mem, ca, an). 
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7) Electrical Load Model 
The stack is connected to a controllable ohmic load 

drawing a current as requested by a reference. An internal 
controller quickly adjusts the load resistance. To prevent 
numerical problems, the load is modeled as a first order 
transfer function with time constant TL. 

B. Cooling System Model 
As shown in figure 1 the cooling system consists of an 

inner and an outer cooling loop that are interconnected by an 
counter-flow heat exchanger also called intercooler. In the 
inner loop pipes connect the intercooler and the stack. 

:  (13) 

9 :anrefananinH ppkW /. _2
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The cathode inlet mass flows of oxygen and nitrogen are 
governed by the mass fractions xO2 and xN2 assuming dry inlet 
air consisting of 21% of oxygen and 79% of nitrogen. The 
cathode exit mass flow Wca is modeled as a 3-phase-flow (15) 
and is governed by a linear nozzle equation similar to (2) with 
constant kca and pressure difference (pca - pom). Liquid water 
mass flow Wca,l is modeled according to (7). Cathode pressure 
pca = pO2 + pN2 + pca,v is the sum of oxygen, nitrogen and vapor 
partial pressures and is governed by mass conservation (16) 
and the ideal gas law [5]. In operation a mass flow 
WO2rct = (MO2 Istack ncells)/(4F) of oxygen is consumed and 
WH2Orct = (MH2O Istack ncells)/(2F) of water is generated. 
Condensation happens instantaneously. The vapor partial 
pressure and liquid mass in the cathode is modeled according 
to (9) and (10) using the water mass mca,H2O in (16). 
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1) Inner Cooling Loop Model 
 The cooling pump in the internal cooling circuit is 

controlled such that the cooling temperature difference across 
the stack equals the reference signal given by the stack 
manufacturer. The pump generates a coolant mass flow Wint, 
which is limited to a minimum of Wint,min and a maximum of 
Wint,max. The cooling pump controller is modeled as a 
proportional and integral controller with anti-windup to prevent 
integrator windup. The pipes are modeled according to [13] 
and are considered perfectly insulated (20) with specific heat 
capacity cint and mpipe,i being the mass of coolant in pipe i, the 
coolant inlet temperature Tpipein,i and the pipe outlet temperature 
Tpipe,i. Using notation of figure 1 the temperature of pipe IL1 is 
Tstackin and of pipe IL2 is Tstackout. The indices for the model 
equations (20) are i=IL1, IL2. 

9 : (20) 
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dt
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2) Outer Cooling Loop Model 
The outer loop consists of an air-cooled heat exchanger 

(cooler) that cools the coolant to a temperature of Tcooler and 
pipes that connect the cooler with the intercooler. In a cooling 
valve warm coolant from the intercooler and cold cooling fluid 
from the cooler can be mixed. Warm coolant bypasses the 
cooler such that is does not cool down. As the bypass pipe is 
very short as compared to the other pipes its dynamics are 
neglected. The cooler is modeled as a pipe as well (21). The 
heat transferred to the surroundings is modeled by the 
coefficient kcooler and the difference of cooler to ambient 
temperature Tamb. The mass flow in the external cooling loop is 
Wext and the specific heat capacity of the coolant is cext. Using 
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notation of figure 1 the temperature of pipe OL1 is TICin and of 
pipe OL2 is TICout. The indices for the model equations (21) are 
i=OL1, OL2.  
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In pipe OL2 the coolant for the hydrogen recirculation 
pump mixes with the coolant of the intercooler outflow. This 
temperature mixture is modeled by a stationary energy balance 
(22) with thermal input of the hydrogen pump and assuming 
that the mass flow through the recirculation pump WextH2 is 6% 
of Wext. Tc,out is the intercooler outlet temperature. The mass 
flow through the intercooler WextIC is taken as 94% of the mass 
flow in the external cooling loop.  
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3) Cooling Valve Model 
The mixing temperature of the cooling valve is modeled by 

a stationary energy equation (23) as the mixing process is 
considered very fast. The valve splits the mass flow through 
cooler and bypass given by its actual position uvalve.  

9 : ICoutextvalvecoolerextvalveOLpipeinext TWuTWuTW /-. 11,
 (23) 

The cooling valve has limited dynamics. This results in a 
limited speed of opening and closing the valve. For small 
changes in position it behaves linearly. It is modeled having a 
constant opening and closing speed dumax for large changes and 
behaves like a first order transfer function for small changes in 
valve position (24). Reference position is uvalve,ref. 
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4) Intercooler Model 
The counter-flow heat exchanger that connects the inner 

and outer cooling loop is considered static. This assumption is 
motivated by the high mass flows in the cooling system and the 
small coolant mass inside the intercooler as compared to the 
entire cooling system. For modeling counter-flow heat 
exchangers the effectiveness NTU method [10] has shown very 
good results. NTU is the number of transfer units, which is an 
important parameter in heat exchanger design and modeling. 
The effectiveness NTU is advantageous as outlet temperatures 
are calculated explicitly on inlet temperatures and cooling mass 
flows. Heat flow is gained by the inlet temperature differences, 
the minimum heat capacity flow and the effectiveness F. The 
outlet temperatures (25) are gained by the heat capacity flow of 
the hot side Ch=Wint cint and the cold side Cc=WextIC cext. The 
outlet temperatures are Tc,out and Th,out for cold and hot side. 
The inlet temperatures are Tc,in=TICin and Th,in=Tstackout. 
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The heat exchanger effectiveness F is obtained by (26). UA 
is the parameter describing the heat transfer. 
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III. MODEL IDENTIFICATION 
As shown in the previous paragraphs, the fuel cell system 

model as well as the cooling system model has parameters 
describing the plant geometry such as manifold volumes and 
coolant masses and parameters for mass flows, polarization 
curve and the intercooler. Parameters B1,…B4 and b1,…b3 for 
the polarization curve, kim, kca, kom and kan for the mass flows 
have been identified by a least square error minimization such 
that simulated inlet and outlet manifold as well as cathode and 
anode pressure and simulated stack voltage fit to experimental 
data. Cathode pressure cannot be measured, therefore, it is 
assumed as the arithmetic mean of the inlet and outlet manifold 
pressures. The objective function (27) has scaling factors for 
pressure Gp and voltage GU such that quadratic errors of the 
same order are gained.  
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Simulation results of the stationary fuel cell system model 
after identification of the polarization curve for different sets of 
stoichiometry and stack inlet cooling temperature are shown in 
figure 2. The results for inlet as well as outlet manifold and 
anode pressure are shown in figure 3. As the comparison 
between experimental data and simulation model shows, the 
model fits the experimental data very well. 
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Figure 2.  Comparison of experimental and simulation model fuel cell stack 
polarization curves for different sets of stack inlet temperature (45 and 58°C) 
and cathode stoichiometry (high and low stoic) 
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Figure 3.  Comparison of experimental and simulation inlet manifold (im), 
outlet manifold (om) and anode (an) pressures; 16 sets of combinations of 
stack current, stack inlet temperature and cathode stoichiometry (stoic) 

To capture the slow temperature dynamics in the simulation 
model as well, the stack heat capacity was determined by 
comparing stack temperature of simulation and experiment 
until results agreed well. For determining the stack heat 
capacity cooling mass flow and inlet temperature as well as 
stack current were prescribed. Simulation results with a PI-
controlled cooling pump and stack current, stoichiometry and 
the coolant inlet temperature prescribed are shown in figure 4 
and 5. The dynamic simulation results show that deviations 
between model and experiment in terms of pressure as well as 
stack voltage are small. The dynamic simulation model fits the 
experimental data very well. 

1) Identification of the Intercooler Model 
Parameter UA of the intercooler model has been identified 

by a least square error minimization as well. For model 
identification it was assumed that temperature measurement 
errors compensate as the temperature difference across the heat 
exchanger is taken. The cooling mass flow Wint,measure of the 
internal cooling loop can be considered an exact measurement. 
The cooling mass flow in the external cooling loop Wext,measure, 
however, is corrected by a constant factor H to minimize the 
difference between the stationary energy balances of hot and 
cold side (28). The stationary balance is determined by cooling 
mass flow, specific heat capacity of the coolant and the 
temperature difference. 
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Heat flows resulting from an energy balance about inner 
and outer cooling loop are shown in figure 6. Using Wint,measure, 
the corrected mass flow HWext,measure and temperatures of hot 
and cold fluid at in- and outlet the intercooler parameter UA 
has been identified by a least square error minimization with 
objective function (29). Coolant mass flows and temperatures 
at the heat exchanger inflow at inner and outer loop were 
prescribed. UA has been fit to minimize the difference between 
simulated and measured coolant temperatures at the intercooler 
outflows. 
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Figure 4.  Simulation results dynamic fuel cell system model: experimental 
stack current profile also used as current profile for the simulation model 
(top); in- and outlet manifold and anode pressure of simulation and 
experiment (bottom) 
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Figure 5.  Simulation results fuel cell system model: stack cooling and stack 
temperature and stack voltage of simulation and experiment 
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Figure 6.  Stationary heat flows leaving the inner cooling loop (Qdot_h) and 
being brought into the outer cooling loop (Qdot_c) at the intercooler with 
corrected cooling mass flow of the outer cooling loop 
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A comparison of simulation results and experimental data 
for different sets of stack current, outer loop cooling 
temperature and cooling mass flow are shown in figure 5. An 
increase of stack current leads to an increase of coolant 
temperature in the inner loop as the thermal load is increased 
which can be seen by the polarization curve in figure 2. 
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Figure 7.  Comparison of experimental and simulation model outlet 
temperature of inner (Thout) and outer (Tcout) cooling loop; for different sets of 
stack current, outer loop cooling temperature TICin and outer loop cooling mass 
flow Wext; cathode stoichiometry was kept constant (top); effectiveness of the 
intercooler model for all experimental trials and shown for various cooling 
mass flows in the inner and outer loop (bottom) 

As shown in figure 7 the intercooler simulation results of 
the stationary model fit the experimental data very well. 
Furthermore, the heat exchanger effectiveness changes 
significantly within an interval of 50-95%. Figure 7 also shows 
the evolution of the effectiveness for constant mass flows Wext 
in the outer loop while the flow in the inner loop Wint is varied. 
For constant Wext the effectiveness could be approximated by a 
constant, however still can change significantly depending on 
the choice of Wext. As future controller designs possibly work 
with various pump speeds, a simulation model that is correct 
over the whole operating range of the fuel cell system is 
necessary. Therefore, the effectiveness is modeled as in [10] 
being dependent on cooling mass flows. For the dynamic 
simulation model parameters such as manifold, cathode and 
anode volumes and pipe coolant masses were determined by 
the system geometry and data provided by the manufacturer. 

IV. COOLING CONTROLLER ARCHITECTURE 
For the design of a stack inlet cooling temperature control 

the fuel cell system is considered a stack current dependent 
heat source generating a heat flow into the inner cooling loop 
as shown in figure 1. Evaluating the cooling system model at 
steady state and neglecting the hydrogen compressor’s 
influence, the steady state valve position uss to reach a certain 
stack inlet temperature Tstackin,ref can be obtained by (30) with 
the cooler temperate Tcooler. 
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An estimation of the thermal load is obtained by (31) with 
the actual electrical power Pstack = Ustack Istack and a cell voltage 
corresponding to the lower heating value (LHV) of hydrogen 
as the stack is partly cooled by evaporation of product water in 
the cathode. The cooler temperature Tcooler is being measured. 
The heat exchanger effectiveness F and heat capacity flows Ch, 
Cc and Cmin are obtained by (25)-(26) using the measured 
cooling mass flows Wint and WextIC. 

stackstackcellsLHVFC PInUQ /.�  (31) 

The control law proposed is a combination of the nonlinear 
feedforward control and a linear proportional and integral 
controller with an anti-windup to prevent integrator windup 
(32). The anti-windup circuit is active for controller outputs 
greater than 100% (awindup =100%-u) and outputs less than 0% 
(awindup = 0%-u) and is inactive otherwise (awindup=0). The 
controller gains kp >0 and ki >0 add with a negative sign as 
shown in (32) as the cooling valve needs to open for negative 
control errors (Tstackin > Tstackin,ref) and to close for positive ones.  

9 :  /////. dtaTTkTTkuu windupstackinrefstackinistackin
ref

stackinpss ,  (32) 

A constant cooling mass flow Wext in the outer loop is set 
for the controller. Increasing the cooling mass flow would 
improve the cooling system dynamics as states in (21). Higher 
mass flows reduce the time constants for temperature in the 
pipe volumes. Higher pump speeds, however, result in higher 
power consumption. Nevertheless, the stack temperature can be 
set by either actuating the cooling valve or actuating the pump 
within certain limits set by the intercooler. This circumstance 
can be exploited for future control designs such that an optimal 
balance between pump and valve is found to optimize for 
power consumption or time. Here, the cooling mass flow Wext 
is set constant. 

V. SIMULATION RESULTS 
The simulation model is developed and run in 

Matlab/Simulink®. The controller for stack inlet cooling 
temperature is connected with the nonlinear fuel cell system 
model. The simulation was run for a stack cooling reference 
temperature of 55°C and high cathode stoichiometry. Figure 8 
shows the simulation results of three controller variants: 

(A) PI-control activated, feedforward control deactivated 
(B) PI-control deactivated and feedforward control activated 
(C) PI- and feedforward control activated.  

For a constant stack cooling reference temperature of 55°C 
a stack current profile as shown in figure 8 was taken to test the 
controller for different thermal loads. With a pure feedforward 
control (type B) stack temperature in steady state is close to the 
reference temperature. The control behavior is further 
improved by a linear PI-controller (type C). The temperature 
matches the reference in steady state and under- as well as 
overshoots are less than in the case of a linear controller 
without feedforward control (type A).  
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Figure 8.  Simulation results of stack cooling controller for 3 controller 
configurations; stack current profile (top), stack cooling temperature (bottom)  

VI. CONCLUSION 
A polymer electrolyte membrane fuel cell system 

electrically connected to an ohmic electronic load is connected 
to a coupled double-loop-cooling system with two different 
coolants of different specific heat capacity. The cooling loops 
are interconnected by a counter-flow heat exchanger 
(intercooler). The entire system model is derived based on 
physical principals and has been modeled in 
Matlab/Simulink®. The fuel cell system model has been fit to 
experimental data with very good agreement. The intercooler is 
modeled by the effectiveness NTU method by which a static 
nonlinear model is obtained. This model is valid over the entire 
operating range of the fuel cell system. Outlet temperatures are 
calculated explicitly based on input variables such as 
temperatures and mass flows. The intercooler model has been 
fit to experimental data and shows very good agreement over 
the entire operating range. A linear PI-controller with nonlinear 
feedforward control is proposed to control for stack inlet 
cooling temperature. The temperature controller is 
implemented in the nonlinear simulation model. The fuel cell 
and cooling system model will by used for future controller 
designs such as for an optimal change of stack temperature 
operating points or for an optimal system heat up. 
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TABLE I.  FUEL CELL SYSTEM MODEL PARAMETERS 

Parameter DESCRIPTION Value 
MH2O molar mass of water 18.0153 g/mol 
MO2 molar mass of oxygen 31.9988 g/mol 

MN2 molar mass of nitrogen 28.0134 g/mol 
MH2 molar mass of hydrogen 2.01588 g/mol 
Rv gas constant of vapor 461.5 J/kg/K 
RO2 gas constant of oxygen 259.8 J/kg/K 
RN2 gas constant of nitrogen 296.8 J/kg/K 
RH2 gas constant of hydrogen 4124.49 J/kg/K 

Rair, Roda gas constant of air, ODA 287.058 J/kg/K 
F Faraday’s constant 96485.3 C/mol 

cair, coda specific heat capacity of air, ODA 1004.7 J/kg/K 
cl  specific heat capacity of water 4181.9 J/kg/K 
cv specific heat capacity of vapor 1864.6 J/kg/K 
ho enthalpy of evaporation 2500.9>103 J/kg 

 

ncells, Asfc number of cells in the stack, active surface area 
dm membrane thickness 

Vim, Vom, 
Vca, Van 

volume of inlet and outlet manifold, stack cathode and 
anode 

Cst fuel cell stack heat capacity 
cint, cext coolant specific heat capacity in the inner and outer 

cooling loop 
Wi mass flow leaving cathode and anode (i=ca, an), in- and 

outlet manifold (i=im,om), mass flow controller (i=MFC) 
Wi,oda, Wi,l, 

Wi,v 
mass flow of ODA, liquid water and vapor in cathode and 
outlet manifold (i=ca, om) 

Wint, Wext  coolant mass flow inner and outer cooling loop 
mpipe,i, 
mcooler 

mass of coolant in pipe i (i=IL1, IL2, OL1, OL2), mass of 
coolant in the cooler 

pi pressure in volume i (i=im, ca, an, om) 
mi,H2O mass of total water in volume i (i=ca, an, om) 

mi,l condensate mass in i (i=ca, an, om) 
mO2, mN2 mass of oxygen, nitrogen in cathode 

mpipe,i,mcooler coolant mass in i (i=IL1, IL2, OL1, OL2) and cooler 
pO2, pN2, 
pH2, pi,v 

partial pressure of oxygen, nitrogen, hydrogen and vapor 
in cathode, anode and outlet manifold (i=ca, an, om) 

pamb, Tamb ambient pressure and temperature 
Ti temperature in volume i (i=im, stack, om) 

Tpipe,i, Tcooler temperature in pipe i (i=IL1, IL2, OL1, OL2) and cooler 
TMFC, TL time constant of mass flow controller, electrical load 

kcooler heat transfer coefficient of the cooler 
kim, kom, kca,  

kan 
mass flow coefficients for inlet- and outlet manifold, 
cathode and anode 

B1,…B4 coefficients for stack voltage activation loss 
b1,…b3 coefficients for stack voltage ohmic loss 
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Counter-examples Design to Global Convergence of Maximum
Likelihood Estimators

Yiqun Zou, Xiafei Tang and Zhengtao Ding

Abstract— MLE(Maximum Likelihood Estimation) is widely
applied in system identification because of its consistency,
asymptotic efficiency and sufficiency. However gradient-based
optimization of the likelihood function might end up in lo-
cal convergence. To overcome this difficulty, the non-local-
minimum conditions are very useful. Here we suggest a heuristic
method of constructing local minimum examples for ARMAX,
ARARMAX and BJ models. Based on them the derivation of
non-local-minimum conditions can be inspired by analyzing
these examples.

I. INTRODUCTION

Many methods have been presented in the area of
system identification, such as MLE[1][9], frequency domain
analysis[11] and subspace method[12]. Amongst them,
maximum likelihood estimation is one of the most popular
approaches.

The idea of MLE introduced by [7] and further proven
by [14] is to obtain the maximum likelihood estimate θ̂ML
through maximizing the likelihood function or minimizing
its corresponding natural negative logarithmic form. An
efficient method is gradient descent search [9] which is
applied extensively in optimization. However the if the
landscape of the objective function has at least one local
minimum, the gradient search may get stuck in local
convergence when badly initialized. In this case, the MLE
will produce wrong system information. Hence so-called
non-local-minimum conditions[15] have been developed to
judge whether there exists any local minimum.
N.B. To clarify the difference between the global and local
minimum, here we refer the local minimum to the “false”
non-global minimum as in [9].

An innovative method to derive non-local-minimum
conditions can be described as follows. First of all, we
design so-called “local minimum examples”, i.e. the
particular model structures with local minima. Secondly, via
tuning the model dynamics or the input signals etc of such
examples in simulation, the condition which affects the local
minimum existence can be tested. At last we analyze such

Y. Zou is with Department of Intelligence Science and Technology,
School of Information Science and Engineering, Central South University,
410083, China Email: yiqunzou@gmail.com

X. Tang is with Control Systems Centre, School of Electrical
and Electronic Engineering, University of Manchester, M13 9PL, UK
Email: xiafei.tang@postgrad.manchester.ac.uk

Z. Ding is with Control Systems Centre, School of Electrical
and Electronic Engineering, University of Manchester, M13 9PL, UK
Email: zhengtao.ding@postgrad.manchester.ac.uk

condition theoretically in order to derive the corresponding
non-local-minimum condition. In this paper we only look at
the first step and make some suggestions on the design of
local minimum examples.

The structure of this paper is organized as follows.
Next section explains the background of MLE. In section
3 the general methodology of the construction of local
minimum examples is provided. Section 4 shows details of
local minimum examples construction for open loop OE,
ARMAX, ARARMAX and BJ models respectively. In
section 5, simulation examples for each model above are
given. Section 6 summarizes our contributions and points
out the future works.

II. BACKGROUND OF MAXIMUM LIKELIHOOD
ESTIMATION

To illustrate the concept of MLE, Ljung [9] lets the
observations represented by the random variable yN =
(y(1), y(2), . . . , y(t), . . . , y(N)) which takes values in RN

and the PDF (Probability Density Function) of yN by
fy(θ̂ ,yN). If the observed value of yN is yN∗ , the probability
that the observation should take the value yN∗ is proportional
to

fy(θ̂ ,yN
∗ ) (1)

This is a deterministic function of θ̂ which is known as the
likelihood function. A reasonable estimator θ̂ or explicitly
θ̂ML can be chosen so that the observed event becomes “as
likely as possible”. That is

θ̂ML(yN
∗ ) = arg max

θ̂
fy(θ̂ ,yN

∗ ) (2)

where the maximization is performed for fixed yN∗ . This
function is known as maximum likelihood estimator.

Such an estimator is reasonable because of its three
advantages: firstly it provides a consistent estimate
asymptotically, i.e.

θ̂ML → θ with probability 1 (3)

for different model structures, e.g. [2], [4]. This property is
known as consistency [14]. Secondly the covariance of θ̂ML
is lower bounded by the inverse of Fisher information matrix,
i.e.

E[θ̂ML −θ ][θ̂ML −θ ]T ≥ (−E
[

d2

dθ̂ 2
log fy(θ̂ ,yN)|θ̂=θ

]
)−1

(4)
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where the equality holds asymptotically. This property is
known as asymptotic efficiency [5]. Here E represents the
mathematical expectation. Thirdly assume S(yN) is a suffi-
cient statistic. According to the Factorisation Theorem, (1)
can be rewritten to

fy(θ̂ ,yN
∗ ) = Ψ(S(yN

∗ ), θ̂)h(yN
∗ ) (5)

and further transformed into its logarithmic form

log fy(θ̂ ,yN
∗ ) = logΨ(S(yN

∗ ), θ̂)+ logh(yN
∗ ) (6)

Maximizing fy(θ̂ ,yN∗ ) with respect to θ̂ is equivalent to
maximising logΨ(S(yN∗ ), θ̂) with respect to θ̂ . This implies
fy(θ̂ ,yN) depends on yN through every sufficient statistic
S(yN). This property of MLE is sufficiency [7].

In the scope of this paper only MLE in open loop is
considered. In Fig.1, a general open loop process is shown.
We assume the system dynamics can be described by the

+
+

)()(
)(
qFqA

qB

)()(
)(
qDqA
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)(te

)(tu )(ty

Fig. 1. General Linear Model Structure of SISO Open Loop Systems

common family of model structures[9]

A(q)y(t) =
B(q)
F(q)

u(t)+
C(q)
D(q)

e(t) (7)

We also assume that the estimate model is governed by

Â(q)y(t) =
B̂(q)
F̂(q)

u(t)+
Ĉ(q)
D̂(q)

ε(t, θ̂) (8)

where the polynomials Â(q), B̂(q), Ĉ(q), D̂(q) and F̂(q) are
rational functions characterized by

Â(q) = 1+ â1q−1 + . . .+ âna q−na (9)

B̂(q) = b̂1q−1 + . . .+ b̂nb q−nb (10)

Ĉ(q) = 1+ ĉ1q−1 + . . .+ ĉncq−nc (11)

D̂(q) = 1+ d̂1q−1 + . . .+ d̂nd q−nd (12)

F̂(q) = 1+ f̂1q−1 + . . .+ f̂n f q−n f (13)

In the notations above, u(t), y(t) and e(t) are the input,
output and noise signal respectively. The super-index “ ˆ ”
represents the estimates. Combining (7) and (8), the one-
step-ahead prediction error ε(t, θ̂) can be expressed as

ε(t, θ̂) =
D̂(q)
Ĉ(q)

(
Â(q)B(q)
A(q)F(q)

− B̂(q)
F̂(q)

)u(t)+
Â(q)C(q)D̂(q)
A(q)Ĉ(q)D(q)

e(t)

(14)

Its generation is shown in Fig. 2. The estimate coefficient
vector θ̂ = [â1 . . . âna b̂1 . . . b̂nb ĉ1 . . . ĉnc d̂1 . . . d̂nd f̂1 . . .
f̂n f ]

T and the true parameter θ in a similar manner are
defined. It is worthwhile to point out that if necessary we
will also use the notations [A(q) B(q) C(q) D(q) F(q)] and
[Â(q) B̂(q) Ĉ(q) D̂(q) F̂(q)] to represent θ and θ̂ respectively.
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Fig. 2. Generation of Model Based One-step-ahead Prediction Error ε(t, θ̂)

To clarify different model structures used in this paper,
their definitions are provided in TABLE I. According to it,

Model Structures Characteristics
ARMAX[2] D(q) = F(q) = 1

ARARMAX[9] F(q) = 1
OE[6] A(q) =C(q) = D(q) = 1
BJ[4] A(q) = 1

TABLE I
DEFINITIONS OF MODEL STRUCTURES

ARMAX and OE models can be produced by ARARMAX
and BJ models via choosing D(q) = 1 and C(q) = D(q) = 1
respectively. For reference convenience, we omit the forward
shift operator (q) and its frequency domain interpretation
(e jω) when there is no misunderstanding. In addition, we
define an auxiliary notation

d(X̂ ,Ŷ ) = X(q)Ŷ (q)− X̂(q)Y (q) (15)

where X̂(q) and Ŷ (q) are the corresponding estimate
polynomials of X(q) and Y (q).

The following assumptions are postulated through out
this paper:
(AP1). The input u(t) persistently exciting of relevant
system orders is deterministic and periodic or filtered white
noise [13].
(AP2). The noise signal e(t) and true prediction error ε(t,θ)
are identical independent distributed subject to N(0,σ2)
where the variance is known.
(AP3). The true polynomials A, C, D, F and estimated
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polynomials Â, Ĉ, D̂, F̂ all have the roots inside the unit
circle.
(AP4). The orders of estimate polynomials are equal to
the true ones, i.e. na = n̂a, nb = n̂b, nc = n̂c, nd = n̂d and
n f = n̂ f .
(AP5). The number of data N goes to infinity.

Next let us derive the likelihood function for yN which is
described by the estimate model (8). Assume ε(t, θ̂) has
the PDF fe(ε(t, θ̂), t, θ̂). According to the joint PDF for
the observations yN provided in Lemma 5.1 in [9], the
likelihood function turns to be

fy(θ̂ ,yN) =
N

∏
t=1

fe(ε(t, θ̂), t, θ̂) (16)

Maximizing (16) is equivalent to minimizing

− 1
N

log( fy(θ̂ ,yN)) =− 1
N

N

∑
t=1

log fe(ε(t, θ̂), t, θ̂) (17)

When θ̂ = θ holds, i.e. ε(t, θ̂) = e(t). Then the random func-
tion fe(ε(t, θ̂), t, θ̂) turns to be a Gaussian density function.
Thus (17) can be simplified into the loss function

VN(t, θ̂) =
1

2N

N

∑
t=1

ε2(t, θ̂) (18)

The value of VN(t, θ̂) is stochastic with fixed θ̂ and a small
N. It is hard to analyze the property of VN(t, θ̂) in this case. In
order to avoid this difficulty, combining (AP5) we introduce
the asymptotic loss function

V (θ̂) = lim
N→∞

VN(t, θ̂) with probability 1 (19)

in the following instead of VN(t, θ̂). Note that (AP1), (AP2),
(AP3) and (AP4) ensure the existence of V (θ̂) [13]. For
convenience we replace limN→∞

1
N ∑N

t=1 with the symbol Ē.
Then

V (θ̂) =
1
2

Ēε2(t, θ̂) (20)

holds. Since
Ēε2(t, θ̂)≥ Ēε2(t,θ) (21)

stands under (AP2), maximum likelihood estimator can be
obtained by the minimization of (20).

III. METHODOLOGY

The methodology of local minimum design originates
from [8]. Goodwin et al define the DEPEN(Decreasing
Euclidean Parameter Error Norm) region as Γ in parameter
space. Its elements θ̂ are those which will get closer to the
true parameter θ in the Euclidean sense when an infinitesimal
step is taken along the negative gradient direction of V (θ̂).
For such region, it holds that
Lemma 1[8]. θ̂ ∈ Γ if and only if the inner product between
θ̃ = θ̂ −θ and V ′(θ̂) is positive, i.e.

θ̃ TV ′(θ̂)> 0 (22)

Proof: Let θ̂i denote the current estimate. The SDS(Steepest
Descent Search) can be expressed as

θ̂i+1 = θ̂i −ζiV (θ̂i) (23)

[9] where ζi is the step size. Subtracting θ from both sides
gives

θ̃i+1 = θ̃i −ζiV (θ̂i) (24)

Squaring both sides provides

θ̃ T
i+1θ̃i+1 = θ̃ T

i θ̃i −2ζiθ̃ T
i V ′(θ̂i)+ζ 2

i (V
′(θ̂i))

TV ′(θ̂i) (25)

When ζi is sufficiently small, we could neglect the last term
on the right side of (25) and prove the lemma. �

According to (22), those θ̂ circled by the dash-line
belong to the DEPEN region in Fig. 3 since θ̃ and V ′(θ̂)
point at the same direction. Conversely, SDS starting off at

Loss Function  ),(tV

θGlobal Minimum

∧ θ

∧ θ∧
θ θ

 θtdV ,(
 d

∧

∧

θ

 θ
∧

θ
∧
θ

 θtdV ,(
∧

 d ∧
θ

)

∧

θ
∧

 θ θ

 θtdV ,(
 dθ

∧

∧

∧
θ

DEPEN Region Γ

 θ θ
∧

∧
 θtdV ,(

 dθ
∧

Local Minimum θ
∧

POI

Fig. 3. Illustration of DEPEN Region and POI

points like θ̂1 which satisfies

θ̃ T
1 V ′(θ̂1)≤ 0 (26)

could possibly converge to the nearest local minimum θ̂2.
We call such θ̂ini point of interest or POI and the dash-line
circled landscape constituted by POI the region of interest.
To sum up, the construction of local minimum examples
can be transformed into the design of POI satisfying (26)
followed used in SDS as the initial value.

Remarks:
(1). In Fig. 3, the directions of the two arrows starting at
θ̂ represent the sign of θ̃ and V ′(θ̂) respectively which are
both scalars on the two-dimensional plot.

(2). The search may also possible converge to other
kinds of stationary point, such as the saddle point.

IV. LOCAL MINIMUM EXAMPLES DESIGN

In this section we review how to construct local minimum
examples for OE models[13] first and then implement the
method described in section 3 to design local minimum
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examples for ARMAX, ARARMAX and BJ models.

For open loop OE models

y(t) =
B
F

u(t)+ e(t) (27)

according to the form of the prediction error ε(t, θ̂) in (14),
its asymptotic loss function can be derived as

V (θ̂) =
1
2

Ē
[(

B
F
− B̂

F̂

)
u(t)

]2

+
1
2

Ē[e(t)]2 (28)

Söderström suggested that optimizing (28) with respect to b̂
firstly, V (t, θ̂) can be transformed into the pseudo-asymptotic
function[?]

Ṽ ( f̂ ) =
1
2
(V0 −V1( f̂ )TV2( f̂ )−1V1( f̂ )) (29)

where

V0 = Ē
[

B
F

u(t)
]2

+ Ē[e(t)]2 (30)

V1( f̂ ) = Ē[
B
F

u(t)]
[

1
F̂

u(t − i)
]

1 ≤ i ≤ nb (31)

V2( f̂ ) = Ē
[

1
F̂

u(t− i)
][

1
F̂

u(t− j)
]T

1 ≤ i, j ≤ nb (32)

Here f̂ = [ f̂1 . . . f̂n f ]
T .

[
1
F̂

u(t − i)
]

and
[

1
F̂

u(t − j)
]

are

n f -column vectors. Since V2( f̂ ) is positive definite, the
following inequality

Ṽ ( f̂ )≤ 1
2

V0 (33)

always holds. The equality only holds when V1( f̂ ) = 0. If
the curve of Ṽ ( f̂ ) = 1

2V0 bisects the stability region of f̂ ,
normally there is at least one minimum at each side of the
curve.

The POI of ARMAX and BJ models are more or
less related to the local minimum of the OE models. This
can be seen as follows.

Design of POI for ARMAX models: Assume the following
OE model

y(t) =
B(q)
F(q)

u1(t)+ e(t) (34)

has a local minimum at [B̂1 F̂1]. Then we design the provi-
sional ARMAX model

Ap(q)y(t) = Bp(q)up(t)+Cp(q)e(t) (35)

where ⎧⎪⎪⎪⎨⎪⎪⎪⎩
Ap(q) = F(q)+δ (q),
Bp(q) = B(q),
Cp(q) = F(q),
up(t) = αu1(t).

(36)

Here α is a positive coefficient attached before the input
signal to adjust the SNR(Signal-to-Noise-Ratio)[?][?] and
δ (q) is a deviation polynomial

δ1q−1 +δ2q−2 . . .+δnaq−na (37)

introduced to avoid the overlap between OE and ARMAX
models. The selection of it yields to

∀
√

δ 2
1 + . . .+δ 2

na
< ξ s.t. θ̃ TV ′(t, θ̂)≤ 0 at [F̂1 B̂1 F̂1] (38)

where ξ is a small positive scalar. SDS initialized at
θ̂ = [F̂1 B̂1 F̂1] probably converges to the nearby local
minimum [Â2 B̂2 Ĉ2].

Design of POI for ARARMAX models: Suppose the
ARMAX model (35) has a local minimum [Â2 B̂2 Ĉ2]. For
the following ARARMAX model

Apy(t) = Bpu3(t)+
Cp

Dp
e(t), (39)

where the input signal is

u3(t) =
1

Dp
u(t), (40)

the equalities

θ̃ TV ′(θ̂) =
1
π

∫ π

0
ℜ(

C
Ĉ
)(|G1|2Φuu(ω)+ |G2|2σ2)dω

= 0 (41)

[8][?] hold at θ̂ = [Â2 B̂2 Ĉ2 Dp]. Here

G1 =
d(B̂, Â)

AĈ
G2 =

d(Ĉ, Â)
AĈ

(42)

Therefore SDS initialized at such point converges to the
nearby stationary point [Â3 B̂3 Ĉ3 D̂3]. To ensure it is a local
minimum, we only apply those Dp which let the Hessian
matrix of the stationary point positive definite.

Design of POI for BJ models: It also starts from (34)
which has the local minimum [B̂1 F̂1]. For the following BJ
model

y(t) =
B
F

u2(t)+
C
D

e(t), (43)

where B and F are the same polynomials as in (34) and the
input signal

u2(t) =
C
D

u1(t). (44)

The inner product of θ̃ and V ′(θ̂) is equal to zero at
[B̂1 C D F̂1]. Hence SDS initialized at this point θ̂ =
[B̂1 C D F̂1] converges to the nearby stationary point
[B̂2 Ĉ2 D̂2 F̂2] differing from the global minimum. To ensure
it is a local minimum point, again we only adopt those
polynomials C and D which make the Hessian matrix of
[B̂2 Ĉ2 D̂2 F̂2] positive definite.
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V. SIMULATION EXAMPLES

In this section we give a local minimum example for each
model above. In all examples, the length of all data points N
is 10000. Noise signal e(t) has unit variance. For ARMAX,
ARARMAX and BJ example, SDS based on (23) initialized
at the POI is applied iteratively until the condition

|V (θ̂i)−V (θ̂i−1)|
V (θ̂i)

< 0.0005 (45)

is met or a maximum iteration number 20 is reached.
Example 1: The dynamics of the OE model is given as{

B = q−1

F = 1−1.2q−1 +0.36q−2 (46)

The input signal is

u1(t) = (1−0.72q−2 +0.1296q−4)v1(t) (47)

Here v1(t) is i.i.d Gaussian signal with unit variance. The
contour of Ṽ ( f̂ ) is shown in Fig. 4. The curve Ṽ ( f̂ ) =
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Fig. 4. The Contour of Ṽ ( f̂ ) for Example 1

1.76619 bisects the stability triangle where the coefficients
f̂1 and f̂2 satisfy [10]

−1< f̂2 < 1 (48a)

f̂1 −1< f̂2 (48b)

− f̂1 −1< f̂2 (48c)

into two subsets. Each subset has one minimum. They are

θ = [1 −1.200 0.360]T (global minimum) (49a)

θ̂1 = [−0.121 1.419 0.670]T (local minimum) (49b)

Example 2: Given an ARMAX model where⎧⎪⎨⎪⎩
Ap(q) = (1−1.2q−1 +0.36q−2)+δ (q)
Bp(q) = q−1

Cp(q) = 1−1.2q−1 +0.36q−2

(50)

The input signal of the system is

up(t) = 0.3u1(t) (51)

where u1(t) is the input signal used in example 1. At

θ̂ = [1.419 0.670 −0.121 1.419 0.670]T (52)

selecting
δ (q) = 0.2q−1 +0.09q−2 (53)

makes
θ̃ TV ′(θ̂) =−0.0305 (54)

which implies (38) satisfied. Starting from (52), SDS con-
verges to the following stationary point⎧⎪⎨⎪⎩

Â2 = 1+1.304q−1 +0.5435q−2

B̂2 =−0.1035q−1

Ĉ2 = 1+1.386q−1 +0.6022q−2

(55)

after four iterations. Its Hessian matrix⎡⎢⎢⎢⎢⎣
7.07 −5.99 0.14 −7.94 6.50
−5.99 7.07 −0.05 7.16 −7.94
0.14 −0.05 0.33 −0.16 0.02
−7.94 7.16 −0.16 9.11 −7.92
6.50 −7.94 0.02 −7.92 9.11

⎤⎥⎥⎥⎥⎦
is positive definite. The trace of loss function in SDS is
shown in Fig. 5.

Example 3: For such ARARMAX model which has
the same Ap, Bp and Cp with in example 2, we assign its
Dp and input signal as⎧⎨⎩ Dp = 1+0.8257q−1

u3(t) =
1

Dp
up(t)

(56)

SDS starting at θ̂ = [Â2 B̂2 Ĉ2 Dp] eventually ends at the
stationary point⎧⎪⎪⎪⎨⎪⎪⎪⎩

Â3 = 1+1.312q−1 +0.5464q−2

B̂3 =−0.1035q−1

Ĉ3 = 1+1.377q−1 +0.6009q−2

D̂3 = 1+0.815q−1

(57)

after five iterations. The Hessian matrix of this point⎡⎢⎢⎢⎢⎢⎢⎣
7.06 −5.98 0.14 −7.67 6.37 4.72
−5.98 7.06 −0.05 6.73 −7.67 −3.85
0.14 −0.05 0.32 −0.16 0.03 0.12
−7.67 6.73 −0.16 8.43 −7.25 −5.03
6.37 −7.67 0.03 −7.25 8.43 4.11
4.72 −3.85 0.12 −5.03 4.11 4.13

⎤⎥⎥⎥⎥⎥⎥⎦
is positive definite. The trace of loss function in SDS is
shown in Fig. 6.

Example 4: The true polynomials of this BJ model
are ⎧⎪⎪⎪⎨⎪⎪⎪⎩

B = q−1

C = 1+0.6428q−1

D = 1−0.6616q−1 +0.1792q−2

F = 1−1.2q−1 +0.36q−2

(58)

Its input signal is

u2(t) =
C
D

u1(t) (59)
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Let SDS begins at θ̂ = [B̂1 C D F̂1]. After eight steps of
iteration, SDS ends up at the following local minimum point⎧⎪⎪⎪⎨⎪⎪⎪⎩

B̂2 =−0.0804q−1

Ĉ2 = 1+0.6927q−1

D̂2 = 1−1.062q−1 +0.4294q−2

F̂2 = 1+1.398q−1 +0.6252q−2

(60)

Its Hessian matrix⎡⎢⎢⎢⎢⎢⎢⎣
7.13 −1.95 −0.37 −0.94 −0.41 −0.19
−1.95 6.09 −1.39 0.99 0.32 −0.17
−0.37 −1.39 7.57 5.61 0.29 0.11
−0.94 0.99 5.61 7.57 0.09 −0.44
−0.41 0.32 0.29 0.09 0.24 −0.23
−0.19 −0.17 0.11 −0.44 −0.23 0.66

⎤⎥⎥⎥⎥⎥⎥⎦
is positive definite. The trace of loss function in SDS is
shown in Fig. 7.
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VI. CONCLUSIONS AND FUTURE WORKS

In this paper, we design the POI followed by SDS to
construct local minimum examples for open loop ARMAX,
ARARMAX and BJ models. In particular, the POIs for AR-
MAX and BJ models have strong links to the local minimum
in the corresponding OE models. Furthermore, simulation
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examples are also provided for each model structure above.
These examples play as a key to the development of the
non-local-minimum conditions in MLE. In the future, we
will investigate the non-local-minimum conditions for these
models starting by changing the examples dynamics etc.
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Abstract—A new method for identification of structural pa-
rameters is proposed using Damped Transfer Matrices (DTM)
and state vectors. A new transfer matrix is derived for continuous
mass systems including the damping parameters. The state vector
at a location is the sum of the internal and external contributions
of displacements, forces and moments at that point, when it is
multiplied with the transfer matrix, state vector at the adjacent
location is obtained. The structural identification algorithm
proposed here involves prediction of displacement responses at
selected locations of the structure using Damped Transfer Matrix
and compares them with the measured responses at the respective
locations. The mean square deviations between the measured and
predicted responses at all locations are minimized using a non-
classical optimization algorithm, and the optimization variables
are the unknown stiffness and damping parameters in the DTM.
A non-classical heuristic Particle Swarm Optimization algorithm
(PSO) is used, since it is especially suited for global search. This
DTM algorithm with successive identification strategy is applied
on one element or substructure of a structure at a time and
identifies all the parameters of adjacent elements successively.
The algorithm is applied on numerically simulated experiments
of structures such as a cantilever and one sub-structure of a
nine member frame structure. Also this algorithm is verified
experimentally on a sub-structure of a fixed beam. The main
advantage of this algorithm is that it can be used for the local
identification in a zone in a structure without modelling the entire
global structure.

Keywords— Damped Tranfer Matrix; State Vectors; Succes-
sive Identification; Particle Swarm Optimization

I. INTRODUCTION

Structural identification (SI) problems typically deal with
the estimation of mass, stiffness and damping properties
of a structure from input/output measurements. It plays
an important role in model updating and structural health
monitoring. From a computational point of view, structural
identification presents a challenging problem particularly
when the system involves a large number of unknown
parameters. SI algorithms are generally classified into
frequency domain and time domain algorithms. Frequency
domain SI algorithms have been developed more widely. Maia
and Silva [1] presented some modal analysis techniques for
identification. Ge and Lui [2] identified damage on structures
like cantilever, ten story steel frame and plates by comparing
natural frequencies of the undamaged and damaged structures.

Time domain algorithms are usually categorized as
Classical or Non-classical methods. Ghanem and Shinozuka
[3] reported few classical SI time domain algorithms
such as Recursive Least Square method (RLS), Extended
Kalman Filter method (EKF), maximum likelihood method,
recursive instrumental variable method. Juang and Pappa
[4] presented a deterministic SI algorithm based on state
space model of second order system using Observer
Kalman Filter Identification and Eigen Realisation Algorithm
(OKID/ERA) by which all the structural properties such
as mass, damping coefficient, stiffness can be identified.
Some of the shortcomings of the classical methods are
requirement of the calculation of derivatives; difficulty of
converging to the global optima, requirement of initial values,
and inability to deal with large number of variables. To
overcome these drawbacks, Non-classical SI algorithms are
used. A non-classical method is usually based on heuristic
concepts such as Evolutionary principle (GA) or behavioural
principle (PSO). Koh et al [5]. identified a maximum of 52
structural parameters including damping using GA with a
hybrid local search method. GA directs the search toward the
global optima and the local search improves the convergence.
Kennedy and Eberhart [6] developed a new stochastic
optimization algorithm PSO which was proved that much
superior to GA and easy to configure [7]. Perez and Behdinan
[8] also used PSO for a structural identification problem of
72 bar truss with good accuracy.

The computational effort of identifying a n DOF system
is of the order of n2. Even for a modern computer, the
computational speed for solving large matrices is challenging.
As an alternative for this problem, transfer matrices and
state vectors are used for SI algorithm. Steidel [9] derived
the transfer matrix for a spring mass system and a beam
element. The transfer matrix for the beam element is derived
by assuming that the mass is concentrated only at end nodes
and the beam element is mass less throughout its length.
Meirovitch [10] determined the natural frequencies and
mode shapes of a non-uniform pinned-pinned beam with ten
elements using transfer matrices. Nandakumar and Shankar
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[11] used the transfer matrices derived by Steidel [9] and
state vectors first in SI problem and identified successfully the
parameters of cantilever and ten DOF lumped mass system.
Later Tuma and Cheng [12] derived an improved transfer
matrix for beam element with an assumption of the mass
of the beam element is concentrated at its mass center. It is
found that there is a good improvement in natural frequencies.

Nandakumar and Shankar [13] derived a transfer matrix
from the consistent mass matrix of the beam element and
determined higher order natural frequencies with much better
accuracy than the existing lumped mass based transfer matri-
ces. Using the same transfer matrix, stiffness parameters of
structures were identified with better accuracy. However all
these transfer matrices discussed have a limitation in that they
can be used only for lightly damped structures/materials by
ignoring its damping effect. To identify properties of highly
damped structures which have significant damping, a new
damped transfer matrix (DTM) including damping parame-
ters is derived. In this paper structural parameters including
damping parameters were identified using DTM by Successive
Structural Identification strategy.

II. TRANSFER MATRICES AND STATE VECTORS

A state vector at a point in the structure is the summation
of the internal response vector and external force vector. The
former contains the output responses such as displacement,
angular displacement and the internal forces and moments and
the later contains the externally applied forces and moments.
The Transfer Matrix (TM) is a square matrix which contains
the structural parameters. When a state vector is multiplied
with the TM, internal response vector at the adjacent location
is obtained.

A. Transfer Matrix for Beam element

In this section the transfer matrix for damped vibration of
beams is derived. The equilibrium equation of two noded beam
element is

[M ]ẍ(t) + [C]ẋ(t) + [K]x(t) = F (t) (1)

where ẍ(t), ẋ(t) and x(t) are nodal acceleration, velocity and
displacement responses vector respectively, F (t) is nodal force
vector. The state vector for a node on the beam element is
{X} = {y(t), θ(t),M(t), V (t)}T +{0, 0, F (t), μ(t)}T , where
y(t) is translational displacement, θ(t) is angular displace-
ment, M(t) is bending moment, V (t) is shear force, F (t) is
applied force and μ(t) is applied moment at that node. The
damping in the beam element is modelled using Rayleigh’s
damping model.

[C] = α[M ] + β[K] (2)

Also ẍ(t) = −ω2x(t), ẋ(t) = iωx(t). therefore, the Eq.(1)
becomes,

F (t) = [Z]x(t) (3)

n j 3 2 1

Fj(t)

Fig. 1. Sub-structure with arbitrary point excitation

where [Z] = (iωα−ω2)[M ] + (1+ iωβ)[K]. Since the beam
element is in equilibrium, the Eq.(3) is written for one element⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−M1(t)
−V1(t)
−−

M2(t)
V2(t)

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
=

⎡⎢⎢⎢⎢⎣
Z11 Z12 | Z13 Z14

Z21 Z22 | Z23 Z24

− − + − −
Z31 Z32 | Z33 Z34

Z41 Z42 | Z43 Z44

⎤⎥⎥⎥⎥⎦
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
y1(t)
θ1(t)
−−
y2(t)
θ2(t)

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(4)

Assume the output responses and internal forces/moments at
node 1 are known and external forces are zero, the force and
DOF vectors in the Eq.(4) is rearranged to form state vectors
{X} in such away that {X2} = [Td]{X1}, the transfer matrix
is

[Td] =

[
−[Q] [0]
−[S] [I]

]−1 [
[P ] [I]
[R] [0]

]
(5)

where [P ] =

[
Z11 Z12

Z21 Z22

]
, [Q] =

[
Z13 Z14

Z23 Z24

]
,

[R] =

[
Z31 Z32

Z41 Z42

]
, [S] =

[
Z33 Z34

Z43 Z44

]
B. Transfer matrix and state vector for the global structure

Calculation of state vector at any node of a global structure,
from one known initial state vector at a given node using
transfer matrices is illustrated here. For example, a portion
of a structure is considered with n nodes subjected to an
arbitrary point excitation as shown in Fig.1. It is assumed that
all elements in the state vector at the node 1 are known. The
state vectors at other nodes can be calculated by successive
multiplication of elemental transfer matrices. The equation to
calculate internal response vector for nth node from internal
response vector at node 1 and external force vector is obtained.

{Xni} =

(
n−1∏
k=1

[T(n−k),(n+1−k)]

)
{X1i}+

n−1∑
j=1

(
n−j∏
k=1

[T(n−k),(n+1−k)]

)
{Xje} (6)

For free damped vibration i.e without any external forces, as
a special case the above equation can be deduced as

{Xn} =

(
n−1∏
k=1

[T(n−k),(n+1−k)]

)
{X1} (7)

In the above equation, [TG
1,n] =

∏n−1
k=1 [T(n−k),(n+1−k)] is

known as global transfer matrix.
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III. PARAMETER IDENTIFICATION BY DAMPED TRANSFER
MATRIX METHOD (DTM)

The proposed DTM algorithm is used for identifying the
unknown flexural rigidities (EI) of the structure assuming the
masses are known. The beam is excited with a known force
at a point. The elements of initial state vector is measured
at one location, from which it is possible to predict the
displacement at any location in the structure using successive
multiplication of the DTMs, as discussed in section II-B. The
mean square deviation between the predicted and measured
displacements at measured locations in the structure can be
minimized by Particle Swarm Optimization algorithm (PSO)
with the unknown elemental EI values, α and β in the DTM
as the optimization variables. The Successive identification
strategy [13] is adopted to identify unknown parameters since
it is superior in speed and accuracy for the identification of a
few adjacent elements.

Since the elements of DTM are complex numbers, the
elements of all predicted state vectors are complex responses
except the initial state vector. Its elements are all real signals
since they are measured directly. The imaginary part of the
responses in the predicted state vectors is proportional to the
contribution of damping property of the structure. For the
lightly damped structures/materials the imaginary part of the
responses is very small and hence may be neglected and only
real part of the response is considered for identification. But
for significantly damped structures the imaginary part of the
responses is considerable, hence the complex responses are
converted from Cartesian form into Polar form. Let the polar
form of the responses contain magnitude (ue) and phase shift
(φ). The number of time steps are to be shifted is calculated
by the relation ts =

φfs
ω where, the fs is sampling frequency

in Hz and ω is circular frequency of excitation in r/s. The error
function between measured and predicted responses is given
by

ε =

∑L
j=1 |um(j)− ue(j + ts)|2

L
(8)

where um(j) and ue(j) are measured and estimated
displacement responses respectively at jth time step. L is
the number of time steps. Then the cycle is repeated for
all the pairs of adjacent measured responses and identify
all unknown parameters successively. Since, the number of
unknown parameters to be identified is one or few for one
identification cycle, the convergence is very fast, the overall
computational time is very small. This strategy is promising
in the identification of local parameters in a structural member.

IV. NUMERICAL EXAMPLES AND RESULTS

The SI algorithm using damped transfer matrix (DTM)
is applied on two numerically simulated experiments. i.e a
uniform cantilever and a sub-structure of a nine member
frame structure. The structure is excited by a harmonic force
at a node and the acceleration responses are measured at

1 2 3 4 5 6 7 8

F (t)

Fig. 2. Finite Element model of cantilever

selected nodes and converted to displacement responses by
numerical integration. In all examples, measured responses are
numerically simulated using Newmark’s constant acceleration
method. The unknown stiffnesses and damping parameters are
searched by PSO algorithm within the search range of 50%
to 150% of the exact values. In order to simulate the effect of
noise in experiments, Gaussian random noise of 3% is added
to the measured signals.

A. Example-1: Cantilever

A steel cantilever of dimension 24.6 × 5.7 × 350 mm is
fixed at its one of the end as shown in Fig.2. The Young’s
modulus of cantilever material is 200 GPa and its density is
7691 kg/m3. It is divided into seven finite elements of length
50mm each. The flexural rigidity (EI) of each element is
75.93 N.m2. The damping constants α and β are 20.77 and
5.71×10-5 respectively. The free end is excited by a harmonic
input force of 1.5sin(2π10t) N. The first natural frequency
of the beam is 38.33 Hz. The effect of the damping was
accounted by Rayleigh’s damping with modal damping ratio
of 5% at its first two modes. Since the bending moment and
shear force responses are zero at the free end, the initial
state vector is formed at the free end. The translational
responses are measured at all nodes and angular response is
measured at the free end only. From the initial state vector the
unknown parameters are identified using DTM successively
with PSO parameters of swarm size 50 and 50 iterations in
each identification cycle with variable inertia weight varies
from 0.9 to 0.4. The identification algorithm is repeated with

TABLE I
PERCENTAGE OF ERROR IN IDENTIFIED RESULTS OF CANTILEVER

Element % of Error
Complete Measurement Incomplete Measurement
Noise free 3% Noise Noise free 3% Noise

1 -0.19 0.98 3.57 4.95
2 0.17 1.88 -1.19 -1.54
3 0.01 -0.45 -0.15 0.79
4 -0.01 -1.96 3.68 -3.21
5 -0.02 -0.56 -1.06 4.99
6 -0.04 0.64 0.52 1.19
7 -0.05 2.51 -0.05 0.27

MAE 0.07 1.28 1.46 2.42
α -0.71 5.83 -1.56 7.40
β -18.21 -21.43 -21.35 24.41

translational responses measured at nodes 3, 5, 7 and 8. The
cantilever is divided into four substructures from nodes (1-
3), (3-5), (5-7) and (7-8) and parameters are identified in each
substructure successively. This problem was repeated with 3%
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Fig. 3. Frame Structure

noise at all measured data. The total computational time is
48.5s with complete measurements and the computational time
is 27.7s with incomplete measurements. The percentage of
mean absolute error in identified values of EI with complete
and incomplete measurements is tabulated in Table.I. In this
example also the mean absolute error in identified EI values
with complete measurements (0.07%) is less than that with
incomplete measurement (1.46%) of responses. Similarly the
percentage of error in identified damping constants (α and β)
is also more in the case of incomplete measurement (-0.71%
and -18.21%) than that of complete measurement case (-1.56%
and -21.35%). Hence the DTM derived for beam element is
satisfactorily identifying stiffness and damping properties of
the beam.

1) Comparison of results with other time domain methods:
Sandesh and Shankar [14] identified stiffness parameters of a
substructure in a similar cantilever with six elements using a
time domain Least Square technique with damping included
with mean absolute error of 4.51% at 3% noise level which re-
quires measurement at all DOF including rotation. Whereas the
DTM algorithm identified results with mean absolute error of
2.42% at 3% noise level with only four translational response
measurement and only one angular response measurement.
This shows that the DTM algorithm performs well when
compared to other SI algorithms.

B. Example-2: Sub-structural Identification of frame structure

A frame steel structure made of nine members is fixed at
two supports as shown in Fig.3(a) and it has taken from [15].
Each member has a cross section of 12 × 6mm and a flexural
rigidity (EI) of 43.2 N.m2. The first natural frequency is 11.9
Hz. The damping effect is taken into account by adopting
Rayleigh damping with the modal damping ratio of 5%.
The damping constants α and β are calculated as 3.919 and
6.36×10-4. It is proposed to identify the properties of the top
horizontal member 4, which has a length of 1m. The properties
of substructure to be identified is indicated by box in Fig.3(a).
which has a length of 0.875 m. It is divided into seven elements
as shown in Fig.3(b). The structure is excited by a sinusoidal
input force of 10sin(2π10t) N at the midpoint of the member

A BC

W
Bending Strain gauge

Shear Strain gauges

Fig. 4. Strain gauge arrangements

6. Since the boundary conditions are unknown, it is necessary
to measure translational and angular responses, shear force
and bending moment responses of any arbitrary node to define
initial state vector. The first two responses can be measured
directly by accelerometers and last two responses have to be
measured by strain gauges. The initial state vector is formed
at the node 8 which is {X8} = {y8(t), θ8(t),M8(t), V8(t)}T .
Since the external excitation force is not applied on the
substructure, it is not necessary to measure.

1) Measurement of shear force and bending moment re-
sponses: For a rectangular section beam, the bending moment
response is given by

M(t) =
2EIεB(t)

h
(9)

The shear force in the section is given by

V (t) =
4EIεS(t)

h2(1 + ν)
(10)

where EI is flexural rigidity of the section and y = h/2, h
is thickness of the section, ν is Poisson’s ratio. The bending
strain response can be measured using strain gauge, From
the above formulae, to calculate the bending moment and
shear force responses at a node, the knowledge of the flexural
rigidity (EI) at that node is required. The estimation of the
EI value at the starting node using a simple shear strain test
as is presented here. The strain gauges are fixed to measure
bending and shear strain as shown in Fig.4. At a point C in
between the nodes A and B, a static load of W=10 kN is
applied and the corresponding strain at the nodes A and B are
measured. Let the static strain measured at the nodes A and
B be εSA and εSB respectively. The change in shear force at
the nodes A and B is equal to the applied load W at C since
the self weight of the portion AB is very small. The EI at the
initial node B is given by

EI =
Wh2(1 + ν)

4(εSA − εSB)
(11)

for the measured values εSA=9.8571 × 10-5, εSB=-0.0013,
ν=0.37 and h=6 mm, the EI at the node 8 is obtained as
EI8=43.2 N.m2. The bending strain gauges and shear strain
gauges fixed at only B are further required for the dynamic
strain measurement. The bending moment and shear force
responses at the initial node 8 is calculated from measured
strain responses using Eq.(9) and Eq.(10).
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2) Parameter Identification: The initial state vector is
formed at the node 8. In case of complete measurement,
translational responses are measured at all eight nodes and
angular response is measured at initial node only. The pa-
rameters were identified by PSO with parameters of swarm
size 50 and 50 iterations in each cycle. The total time of
identification for seven EI values with complete measurement
was 43.84s. The same example is identified with incomplete

TABLE II
PERCENTAGE OF ERROR IN IDENTIFIED RESULTS OF SUBSTRUCTURE OF

FRAME

Element % of Error
Complete Measurement Incomplete Measurement
Noise free 3% Noise Noise free 3% Noise

1 1.34 -1.40 4.99 9.99
2 0.29 2.99 -1.84 -7.71
3 0.96 0.05 5.02 4.99
4 -0.16 -0.33 4.11 -4.38
5 -0.41 1.53 -4.54 -3.26
6 -0.14 -0.74 -0.58 -1.84
7 -0.01 -0.04 0.23 0.74

MAE 0.47 1.01 3.05 4.07
α -1.84 -6.97 -3.18 -9.45
β -5.56 -7.14 9.98 -12.84

measurements also. Translational displacement measurements
at nodes 1, 3, 5 and 8 are used here. The structure is divided
into three portions between nodes (1-3), (3-5) and (5-8). The
SI algorithm starts from the initial state vector at the node 8
and identifies parameters of each portion successively. PSO
used a swarm size of 50 and 100 iterations in each cycle.
The total computational time for convergence was 40.98s. The
percentage of error variation in identification of parameters is
shown in Table.II. The mean absolute error in identified results
of EI is 1.01% with complete measurements and is 4.07%
with only four sensors. The DTM performs satisfactorily at
3% Noise level at all measured responses. Also the damping
constants are identified with maximum percentage error of
-12.84% at incomplete noisy measurement. The input force
response is not needed for computation and no need to measure
the same. The main advantage of the transfer matrix method is
that it is more suitable for the identification of local parameters
of complex structure without analysing the entire structure.

3) Comparison of results with other Time domain methods:
It may be noted that Prashanth and Shankar [15] had identified
this problem with a 2 stage neural network trained with
time domain acceleration signals at two nodes. The error of
identification there is expressed as a non-dimensional damage
index based on the change in modulus of elasticity of an
element. The mean error incurred in that method. was about
0.99% for non-noisy signal and 2.1% for signal with 5% noise
but the computational effort of training the network and the
complexity of using a two stage network has to be contrasted
with the simplicity of the DTM method.

V. EXPERIMENTAL VERIFICATION OF SUB-STRUCTURE OF
A FIXED BEAM

A beam made of acrylic material with cross sectional
dimension of 25 ×12 mm and length of 660 mm was fixed

1
1

2
2

3
3

4
4

5 6

W

172mm 320mm 174mm

Element number
Node number

Fig. 5. Substructure of fixed beam

at both ends as shown in Fig 5. The modulus of Elasticity
(E) and density were estimated as 3.7GPa and 1190kg/m3

respectively by simple experiments. The actual flexural
rigidity (EI) of the beam is 13.32 N.m2. The damping
ratio(ζ) was calculated from a simple free vibration decay
test and estimated as 7%. The natural frequencies for the first
two modes are 49.04Hz and 135.45Hz. Assuming Rayleigh’s
damping model, the exact values of damping constants α and
β were calculated as 31.67 and 1.21×10-4 respectively. The
beam was divided into seven elements. A substructure of
length 320mm, is shown inside the dotted rectangle in Fig.5
was considered for structural identification. The sub-structure
has four elements of length 80 mm each. The node 6 was
taken as starting node and the EI value at that node is
required to form state vector at node 6. The flexural rigidity
(EI6) at the starting node was identified by conducting a
static experiment as explained in the section IV-B1. A static
load of W=5.045kgf (49.49N) was applied at a point C in
between nodes 5 and 6 at a distance 20 mm from the node
6. Strain gauges were fixed as shown in Fig 4. Five sets
of readings were taken and the mean values of the shear
strains at the points A and B are εSA = 9.625μ strain and
εSB = −170μ strain respectively. The Poisson’s ratio (ν)
of the beam material is 0.37. Substituting the values in the
Eq.(11), the flexural rigidity at the starting node EI6 was
obtained which is 13.48 N.m2.

To measure dynamic response, one DYTRAN miniature
accelerometer of 2gm mass with sensitivity of 107 mV/g and
acceleration range of 50g was fixed at each node to measure
translational acceleration. Two accelerometers were fixed very
close to each other at a distance of dx=7 mm at the starting
node 6. The experimental set up is shown in Fig.6. The struc-
ture is excited by a sinusoidal force of 3.4sin(2π80t) N at the
node 1 by a LDS permanent magnet 20 N modal shaker with a
maximum displacement of 5 mm with an operating frequency
range of 5 Hz-13 kHz. The measurement of input force was
not required for this problem, since it was applied outside
of the substructure. The strain and acceleration responses
were acquired by 16 channel DEWE 1201 data acquisition
card(DAC) at a sampling frequency of 1000 Hz. The angular
acceleration at the starting node 6 (α6) was calculated by
central difference formula. The translational acceleration at
the starting node is the mean value of acceleration measured
by two accelerometers. Both translational and angular acceler-
ations were converted into respective displacement responses.
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Fig. 6. Experimental set up of Fixed beam

The bending moment and shear force responses at the starting
node 6 were calculated from the measured bending and shear
strain responses using Eq.(9) and Eq.(10) and state vector at
the node 6 was formed. The responses at the other nodes
were determined from the starting state vector using DTM
with predicted values of structural parameters by PSO. The
mean square error between the measured and predicted values
of responses were minimized using the Eq.(8). Since there
are uncertainty in the experimental data, the parameters were
searched between 50% and 200% of their exact value by
PSO using damped transfer matrix. The PSO parameters are
50 swarm size, 100 iterations for each identification cycle.
The identified parameters are shown in the Table.III. The

TABLE III
IDENTIFIED PARAMETERS OF SUB-STRUCTURE OF FIXED BEAM

Parameter Exact Identified % of Error
N.m2 N.m2

EI1 13.32 11.05 -17.04
EI2 13.32 12.90 -3.16
EI3 13.32 14.43 8.39
EI4 13.32 12.33 -7.42
α 31.67 39.49 24.7
β 1.21× 10−4 1.37× 10−4 13.50

total computational time taken for convergence is 80.4s. The
farthest element 1 was identified with least accuracy, since
the error in each identification cycle is accumulated in the
state vectors of the succeeding nodes. The DTM algorithm
identified the damping properties of the beam with 24.7% and
13.5% mean absolute error. Hence it is clear that the DTM
algorithm works on any sub-structure without considering the
global model of the complete structure and identifies its local
parameters with good accuracy.

VI. CONCLUSION

A new SI method based on damped transfer matrix is
presented here. The initial state vector has to be provided, and
displacement at any point in the structure is predicted using
transfer matrix which contains all the structural properties. Us-
ing PSO algorithm, the mean square error between measured
and predicted responses can be minimized with the unknown
structural parameters as the optimization variables. Since the
size of the transfer matrix does not increase whatever be the

model size, computational effort is reduced. However succes-
sive operations are required to identify the unknown param-
eters. The successive identification method of this algorithm
works fast and identifies the structural parameters with good
accuracy. Numerical and experimental studies have been made
on both global structures with known boundary conditions
and sub-structures of unknown boundary conditions. Since
the responses measured in the experimental study contains
realistic noise and errors, the results have less accuracy when
compared with numerically simulated study with artificially
added noise. The accuracy of the method is good compared
to existing time domain SI methods. A main advantage of this
algorithm is the local identification of parameters of structures
without the need to model the entire global structure.
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 Abstract— In this paper, a quantitative model based method 
is proposed for early fault detection and diagnosis of wind 
turbines. The method is based on designing an observer 
using a model of the system. The observer innovation signal 
is monitored to detect faults. For application to the wind 
turbines, a first principles nonlinear model with pitch angle 
and torque controllers is developed for simulation and then a 
simplified state space version of the model is derived for 
design. The fault detection system is designed and 
optimized to be most sensitive to system faults and least 
sensitive to system disturbances and noises. A multi-
objective optimization method is then employed to solve 
this dual problem. Simulation results are presented to 
demonstrate the performance of the proposed method. 

Keywords- fault detection; observer; wind turbine; sensor 
monitoring 

I.  INTRODUCTION  

Faulty components in wind turbine can cause high loses 
in energy production and possible damage to the wind 
turbines. The losses may be higher for offshore wind farms. 
This decreases the reliability and increases the cost of 
maintenance of the wind turbines. Figure 1 shows the 
percentage breakdown of the number of failures that 
occurred during the years 2000-2004 [1]. Most failures were 
linked to the electrical system followed by sensors and 
blades/pitch components. 

Wind turbine fault monitoring that is a means to avoid 
abnormal event progression and reduces productivity loss, 
system breakdowns and damage. It increases safety and 
reliability of the system to achieve higher performance. 

Fault diagnosis methods surveyed in literature can be 
classified into two general categories, quantitative and 
qualitative methods. In quantitative method, the 
understanding is expressed in terms of mathematical 
functional relationships between the inputs and outputs of the 
system in the form of system descriptions. In qualitative 
method, the relationships are expressed in terms of 
qualitative functions between different components of the 
system. This approach usually depends upon the knowledge 
from experts in both the normal and fault cases.  

This paper proposes an observer-based Fault Detection 
and Isolation (FDI) method using a multi-objective 
optimisation procedure. The paper is organized as follows: 
Next section is concerned with the requirements for 
designing an observer and theoretical residual generation. 
Linear state space model of the wind turbine is presented in 
section III. Multi-objective optimization genetic algorithm is 
briefly described in section IV. Fault modelling, observer-

based FDI and simulation results are demonstrated in section 
V. Finally, the conclusion is drawn in section VI. 

 

 

Figure 1 The distribution of a number of failures for Swedish 
wind turbines between 2000-2004 [1] 

II. OBSERVER BASED FAULT DETECTION  

A.  Observer Design  

The system described by equation (1) is used to design an 
observer. The mathematical description of the observer is the 
same as the system except that the observer has an additional 
term, the gain K(t), which is continuously correcting the 
system output and improves the state estimates. The observer 
is defined in equations (2). 
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where x, u, y are the state, input and output of the system 
of dimension n, m and r and A, B, C and D are system 
matrices of appropriate dimensions. Define the difference 
between ( )x t and ˆ( )x t  as the state error vector (residual), 
e(t), thus the dynamic error  can be written as: 
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For fault monitroing purposes, a weighted residual is 
defined as follows: 

� ( ) ( )r t QCe t� � ����

where Q is residual weighting matrix. 

Equation (3) illustrates the dynamic behaviour of the 
innovation siganl and this is governed by the eigenvalues of 
the matrix (A-KC). If the matrix A-KC is stable, the error 
will tend to zero or a constant. If the eigenvalues are chosen 
in such a way that the dynamic behaviour of the error is 
asymptotically stable and adequately fast, then any error will 
tend to zero with sufficient speed. This is possible by 
choosing an appropriate value for K to achieve the stability, 
when the system is completely observable [2]. 

B.  Residual Generations 

Assume the system is fully observable. The system 
dynamics with faults and disturbance modelscan be written 
as: 

� 1

2

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

x t Ax t Bu t R f t d t

y t Cx t Du t R f t

� � � �
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�
� �	��

where f(t) represents the fault vector and considered to be 
an unknown function of time. The vector d(t) is the 
disturbance vector. The matrices R1 and R2 are the fault 
distribution matrices.  

Using equation (2) and (5), the estimation error and the 
residual can be written as: 
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Taking Laplace transform of Equation (7) gives: 
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where e(0) is the initial value of the state estimation error.  
The effect of the faults on the signal r(t) can be 

maximized using the following performance index in 
frequency domain [3]: 
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where σ {.} denotes the maximal singular value. 
The disturbance effects on the residual can be minimised 

using the following performance index:  

� 1( ) || ( ) ||dJ K A KC �� � � �����

  Sensor, actuator and component fault matrices can be 
represented as: 
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Thus we can rewrite fault indices 
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The problem can now be stated as minimising the criteria 
in (12), (13) and (14) subject to the system dynamics in (5). 
This is a multi-objective optimisation problem and hence 
genetic algorithm is proposed to solve the problem. 

III. STATE SPACE MODEL OF THE WIND TURBINE 

Mathematical models for the main components of 
nonlinear 5MW wind turbine system, particularly 
aerodynamic, two-mass drive train, DFIG generator and their 
controllers are developed and validated in previous work [4]. 
The linear state space matrices for a 5 MW wind turbine 
defined at wind speed 10 m/s is are follows : 

Table I description of parameters of the wind turbine [4] 

DESCRIPTION SYMBOL DESCRIPTION SYMBOL 

Turbine inertia JT Leakage coefficient  

Gearbox ratio ng Stator current  id, iq 

Generator inertia JG Pitch angle β
 

Torsional stiffness Ks Desired pitch angle dβ
 

Torsional damping Cs Mechanical torque Twt 

Synchronous speed sω  Electrical torque Te 

Stator resistance Rs Control torque 
c

eT
 

Rotor resistance Rr Control rotor voltages vdr ,vqr 

Stator inductance Ls Wind turbine speed wtω
 

Rotor inductance Ls Generator speed mω
 

Mutual inductance Lm 
Stator voltage vs 

Gearbox ratio ng 

σ
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where and  Kc=0.8383. D is zeros matrix.   

The states x, inputs u and outputs y are defined as: 

 , 

 , 

  

The physical variables and parameters are described in 
table I. 

 

IV. MULTI-OBJECTIVE OPTIMIZATION VIA MULTI 

OBJECTIVE GENETIC ALGORITHM APPROACH   

Multi Objective Genetic Algorithm (MOGA) is used to 
minimise the objective functions. It is more suitable than 
other approaches such as genetic algorithm because an 
equality constraint is not required to apply with MOGA [5]. 
The method finds the solution of problems with two or more 
objectives to be satisfied all together.  Often, such objectives 
are in conflict with each other, and are expressed in different 
units. Because of their nature, multi-objective optimization 
problems normally have not one but a set of solutions, which 
are called Pareto points or pareto optimal solutions [8].  

In order to design the observer, MOGA is used to solve 
the multi-objective optimization problem defined as follows. 
Here we need to minimise two objective functions Jsf(K,Q) 
and Jd(K), with nxm decision variable. Mathematically, the 
problem can be written as: 

Define:  

F(X) = [F1(X); F2(X)]  

where   F1(X)= 1/Jsf(K,Q) and F2(x)=Jd(K),  given that   max 
Jsf(K,Q)= min (1/Jsf(K,Q) and X={x1,……, xnxm} is a vector 
of decision variables. 

The problem is to minimise F(X) subject to: 

F1
j(X) Ô 0 and F2

k(X) Ô 0. 

F1
j (X):  jth inequality constraint evaluated at X 

F2
k(X) : kth equality constraint evaluated at X 

In the vector function F(x), some of the objectives may 
be in conflict with others, and some have to be minimized 
while others are maximized. The constraints define the 
feasible region X, and any point x�X is a feasible solution. 
There is rarely a situation in which all F(X) have an optimum 
in X at a common point. Therefore, in the absence of 
preference information, solutions to multi-objective 
problems are compared using the notion of Pareto 
dominance. 

Without loss of generality, in a minimization problem for 
all objectives, a solution X1 dominates a solution, X2 if the 
two following conditions are true: 

• X1 is no worse than X2 in all objectives, i.e., fi(X1) � 
fi(X2) 

• X1 is strictly better than X2 for at least one objective, i.e., 
fi(X1) < fi(X2). �

Then, a solution is said to be Pareto-optimal if it is not 
dominated by any other possible solution, as described 
above. Thus, the Pareto-optimal solutions to a multi-
objective optimization problem form the Pareto front or 
Pareto-optimal set [9]. 

The performance indices Jsf(K,Q) and Jd(K)  are functions 
in K and Q. Therefore, the parameters set to be designed are 
the observer gain matrix and residual weighting factor 
matrix. The matrix K must achieve the stability of the 
observer and optimisation of the performance indices. 
Ackermann’s formula is used to parameterize the matrix K 
[2].  
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where desired eigenvalues are defined as: 
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To improve the design desired eigenvalues are assigned 
in predefined regions to meet stability and response 
requirements as in equations[10]: 

2
i i i i ip L (U -L )sin ( ), i=1,...,nx= +  

Li ≤ pi ≤  Ui   

where  
Ui=[-6 -10 -1 -3 -8.5 -14]; Li=[-8 -12 -2 -4 -9.5 -20]; 

where Ui and Li are the lower and higher limits for the 
eigenvalues respectively. Index xi can be freely selected. 
Constrained performance indices have now been transformed 

T
qrdrmwtK iix ],,,,,[ ωωθβ=

],,,[ emwt Ty ωωβ=

T
qrdr

c
ewtd vvTTu ],,,,[β=
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into unconstrained as a function of X, where K(x1, x2, x3, x4, 
x5, x6) and Q=[x7 x11 x15 x19; x8 x12 x16 x20;  x9 x13 x17 x21; x10 
x14 x18 x22]. 

The Matlab Genetic Algorithm Toolbox was utilised. The 
tuning parameters were set as follows: Initial range of 
variables= [0; 10000],   population size: 75, number of 
generations: 200.  

MOGA solver can accept one or more plot functions 
through the options argument. This feature is useful for 
visualizing the performance of the solver at run time. Figure 
2(b) is the Pareto front, which plots the Pareto front at every 
generation. Figure 2(a) is the score diversity for each 
objective.   

From Figure 2, there is only one optimal value on the 
Pareto front figure, that gives Jsf(K,Q)=infinity and Jd(K) = 
258. The eigenvalues at these indices P and matrix K, 

residual weighting factor matrix Q are: 

0.012 -7.6e-06 3.7e-08 7.3e-10

0.0001 -2. -0.017 -1.8e-14

-0.0003 15.26 -0.016 3.6e-14

0.182 -4338.1 17.35 -2.2e-11

-2.2e-09 1.2e-15 -672 -0.40

-2.2e-09 1.4e-15 11.03 -7.32

K

� �
* '
* '
* '

= * '
* '
* '
* '
� �

 

 

4426 4495 7814 5446

3015 4094 6897 1503

3836 3872 4308 8549

5144 6240 6211 5673

Q

� �
* '
* '=
* '
* '
� �

 

 

 
Fig. 2 Pareto front and the number of individuals for sensor and disturbance 
performances indices. 

V. OBSERVER-BASED SENSOR FDI SCHEME  

A successful FDI should be accompanied by a fault 
isolation procedure to isolate a particular fault from others. 
For example, to determine in which sensor, actuator or 
component the fault happened. Observer-based residual 
generator approach is suitable for detecting a fault [6], but to 
isolate the fault, a method is proposed here as follows.. 

A. Fault Model 

Faults are modelled as unknown change in signals as an 
additive fault. This fault can be classified according to their 
source as an actuator )(tuΔ , sensor )(tyΔ  or component 

)(tucΔ  faults [3]. Figure 3 shows the effect of additive 

faults on the observed signals of the inputs and outputs. The 
component faults affect both the true output and the observed 

output ( c
oy ). The observed signals for the input and output 

can be rewritten as below. 

� ( ) ( ) ( ) ( )ou t u t u t u tδΔ� � � � ����

� ( ) ( ) ( ) ( )c
o o c cy t u t u t u tδΔ� � � � �����

� 0( ) ( ) ( ) ( )c
oy t y t y t y tδΔ� � � � ������

where 0( )u t , 0 ( )cy t  and ( )oy t are the actuator, component 
and sensor outputs respectively. 

 

Fig. 3 A diagram for the additive faults, where ( )u tδ and ( )cu tδ  denote 

the actuator and component disturbance signals respectively. ( )y tδ is a 

sensor noise signal.   

B. Design of Observer-based Sensor FDI  

To design a robust observer-based sensor FDI, we assumed 
that only one sensor fault occurs, all actuators and 
components are fault free. Then from equations (5) and (11) 
the system equation can be expressed as: 

�
2

( ) ( ) ( ) ( )

( ) ( ) ( )

x t Ax t Bu t d t

y t Cx t R f t

� � �
� �

�
� �����

Then the residual generator can be created for each sensor as: 

� 2( ) [( ( ) ( ))( )]k m kr t Q Ce t R f t C C� � � � �����

where k is the number of the measurement sensor,  Ck is 
obtained from the matrix C by deleting zero columns and 
assuming kth row equal zero. Cm is the matrix C without zero 
columns.  

From equation (23), it is obvious that each residual 
generator is driven making all other residuals equal zero.   
From above a robust and observer based sensor FDI schemes 
is designed as shown in figure 4. Each sensor residual (rk) is 
separated from the output of the residual (r) by ( ) -m kr x C C
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, and then dimension of rk is modified using Qk. The 
advantage of this approach is that it uses only one observer 
comparing with other approaches, which use a bank of 
observers such as a structured residual set designed by a 
dedicated or a generalized observer scheme [6].    

For simulation, the values of the residual weighting 
factors are selected as follows: 

� 1 2
3 410

100 1000

Q Q
Q Q Q� � � � � �����

Q are then obtained using the Method of Multi Objective 
Genetic Algorithm. Q1, Q2, Q3 and Q4 are residual 
weighting factors for pitch angle, rotor speed, generator 
speed and torque sensors, respectively 

C. Simulation Results  

Simulation Results are shown in Figs. 5 to 8. The faults 
are applied by multiplying the sensor signal by 1.05, i.e. an 
increase of 5% at 200s, and the transient period is neglected. 
Fig. 5 shows the residual norm of the pitch sensor increased, 
when there is a fault. Fig. 6 is for a fault occurred in rotor 
speed sensor; the residual norm of the rotor and generator 
rotational speed sensors detects the faults. Fig. 7 for a fault 
occurred in generator speed sensor and Fig. 8 for a fault 
occurred in the generator torque sensor. The speed of the 
fault detection is very fast. Consequently, from figures 5, 6, 7 
and 8, we can construct the Boolean decision table as shown 
in Table II. If a fault occurs, we can compare the results with 
this fault signature table and decide the location of the fault 
as shown in the Fig. 4. Therefore, fault detection and 
isolation are achieved.   

 
Figure 4 A robust sensor FDI scheme. r1, r2, r3 and r4 represent pitch angle, 
rotor speed, generator speed and generator torque residuals respectively. r 
contains residuals for all sensors.  

 
For a specific fault, we can now find its location using 

the following thresholds: 

�
( ) | | ( ) 1

( ) | | ( ) 0
k k k

k k k

r t T f t

r t T f t

� � �
� � �

� ��	��

where Tk is the threshold. fk(t)  sensor fault. k=1,2 ,3 ,4 (for 
pitch angle, rotor speed, generator speed and torque sensors).  
 
Table II Boolean decision for sensor faults 

 
Residual 

Pitch 
residual 

Rotor 
speed 

residual 

Generator 
speed 

residual 

Electrical 
torque 

residual 

Pitch fault 1 0 0 0 

Rotor speed 
fault 

0 1 1 0 

Generator 
speed fault 

0 1 1 1 

Electrical 
torque fault 

0 0 0 1 

VI.  CONCLUSIONS 

A robust observer-based sensor fault detection and 
isolation scheme is developed for wind turbine. This scheme 
is systematic and easy to design and implement. Simulation 
results proved that it is very suitable for detection and 
isolation faults in sensors and simple to handle multiple 
faults.    

The advantage of the proposed approach is that it 
depends on only one observer comparing with other 
approaches, which use a bank of observers such as a 
structured residual set designed by a dedicated or a 
generalized observer scheme. 
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APPENDIX A: SIMULATION RESULTS OF THE ROBUST SENSOR 

FDI SCHEME. 

 
Fig. 5  Residual norm when a fault occurs in the Pitch angle sensor. 

 

�

 
 
 
 
 
 

 
 
 

 
Fig. 7 Residual norm, when a fault occurs in generator speed sensor. 
 
 

�

0 100 200 300 400 500 600
-4

-2

0

2

4
x 10

5 Ptch angle sensor

time (s)

re
si

du
al

 n
or

m

0 100 200 300 400 500 600
-4

-2

0

2

4
x 10

5 Wind turbine rotational speed Sensor

time (s)

re
si

du
al

 n
or

m

0 100 200 300 400 500 600
-4

-2

0

2

4
x 10

5 Generator rotational speed sensor

time (s)

re
si

du
al

 n
or

m

0 100 200 300 400 500 600
-4

-2

0

2

4
x 10

5 Electrical torque sensor

time (s)

re
si

du
al

 n
or

m

0 100 200 300 400 500 600
-4

-2

0

2

4
x 10

5 Pitch angle sensor

time (s)

re
si

du
al

 n
or

m

0 100 200 300 400 500 600
-4

-2

0

2

4
x 10

5 Wind turbine rotational speed Sensor

time (s)

re
si

du
al

 n
or

m

0 100 200 300 400 500 600
-4

-2

0

2

4
x 10

5 Generator rotational speed sensor

time (s)

re
si

du
al

 n
or

m

0 100 200 300 400 500 600
-4

-2

0

2

4
x 10

5 Electrical torque sensor

time (s)

re
si

du
al

 n
or

m

 

0 100 200 300 400 500 600
-4

-2

0

2

4
x 10

5 Pitch angle sensor

time (s)

re
si

du
al

 n
or

m

0 100 200 300 400 500 600
-4

-2

0

2

4
x 10

5 Wind turbine rotational speed Sensor

time (s)

re
si

du
al

 n
or

m

0 100 200 300 400 500 600
-4

-2

0

2

4
x 10

5 Generator rotational speed sensor

time (s)

re
si

du
al

 n
or

m

0 100 200 300 400 500 600
-4

-2

0

2

4
x 10

5 Electrical torque sensor

time (s)

re
si

du
al

 n
or

m

 

0 100 200 300 400 500 600
-4

-2

0

2

4
x 10

5 Pitch angle sensor

time (s)

re
si

du
al

 n
or

m

0 100 200 300 400 500 600
-4

-2

0

2

4
x 10

5 Wind turbine rotational speed Sensor

time (s)

re
si

du
al

 n
or

m

0 100 200 300 400 500 600
-4

-2

0

2

4
x 10

5 Generator rotational speed sensor

time (s)

re
si

du
al

 n
or

m

0 100 200 300 400 500 600
-4

-2

0

2

4
x 10

5 Electrical torque sensor

time (s)

re
si

du
al

 n
or

m

Fig. 6 Residual norm, when a fault occurs in rotor speed sensor Fig. 8 Residual norm, when a fault occurs in the generator torque sensor.�
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Abstract—This paper demonstrates the efficacy of alternative
parameterisations of the degrees of freedom within a robust
MPC algorithm. Alternative parameterisations have been shown
to improve the feasible region when the number of degrees of
freedom is limited for the nominal case. This paper extends
that work to the robust scenario and shows that similar benefits
accrue and moreover, the increase in complexity for the robust
case as compared to the nominal case is much less than might
be expected. The improvements, with respect to a conventional
algorithm, are demonstrated by numerical examples.
Keywords: Robust MPC, Alternative parameterisations, Feasi-
bility.

I. INTRODUCTION

Model Based Predictive Control (MPC) or receding horizon
control (RHC) or embedded optimisation or moving horizon or
predictive control [1], [2], [3], are general names for different
computer control algorithms that use predictions as a basis for
forming a control law. MPC has now reached a high level of
maturity in academia and is widely used in industry. There
is substantial interest in how to develop algorithms for the
stochastic case and to deal with nonlinearity or uncertainty,
in particular because formal consideration of these issues
can lead to substantial computation and/or complexity. The
main aim of this paper is to contribute to research which
improves feasibility while tackling the robust case, perhaps
at some small loss of optimality. Specifically, the focus is on
the potential of alternative parameterisations of the degrees of
freedom (e.g. [20]) to enable enlargement of feasible regions in
the uncertain case without too much detriment to performance,
optimality and the computational burden.

Two common approaches to robustness have been consid-
ered in MPC literature. The first makes use of the inherent
robustness of nominal MPC algorithm design, i.e. MPC al-
gorithm that is not specially designed for robust aspects (like
stability and performance) [5], [6]. The second approach is the
explicit inclusion of robustness requirements into the design
of MPC algorithm and this has received considerable attention
in the MPC literature. An MPC algorithm design based on
including the uncertainty information in the model will be
referred to as robust MPC [7], [8].

Traditionally robust MPC requires the solution of min-
max optimisation problem, where optimisation is performed
in order to minimize a worst-case cost over all possible
uncertainty realisations [9]. Furthermore, this also guaranteed

constraint satisfaction for all possible future trajectories. For a
min-max optimisation problem, stability was proved in [10] by
considering feedback within the horizon. In general, solving a
min-max problem subject to constraints has to optimise over a
sequence of control strategies rather than a sequence of fixed
control moves, as the latter is computationally too demanding
for practical implementation [11]. All these aspects contribute
to make several variants of robust MPC intractable for on-line
optimisation [7], [11].

However, various alternative robust MPC algorithms have
been proposed to approximate solutions of the max-min
problem but with a reduced computational burden. In [12]
a classical result is presented by directly incorporating the
plant uncertainty into the MPC formulation. The existence of
a feedback law minimising an upper bound on the infinite
horizon objective function and satisfying constraints is reduced
to a convex optimisation using linear matrix inequalities
(LMI). The main disadvantages are the use of LMI-based
optimisation that can still be computationally demanding and
moreover the methods use conservative constrained handling.
Several authors reduced the online computational complexity
[11], [13], [14] by performing more offline analysis using
invariant ellipsoidal sets, however with a significant restriction
to the volume of the feasible region. A robust triple mode MPC
algorithm was proposed in [15] by introducing an additional
mode in dual mode MPC with a large feasible region and good
performance; in essence, the objective is to find suitable and
fixed linear time varying (LTV) control law.

Of the numerous robust MPC algorithms, quite a few
incorporate the notion of feedback in the prediction sequence
over which the on-line optimisations take place as this reduces
the divergence of the predictions which occurs in open-loop.
This closed-loop paradigm improves the control performance
but does not necessarily lead to an inexpensive optimisation
strategy [7], [8], [9]. Reduced-complexity invariant sets are
introduced in [7] for the case of quasi-infinite horizon closed-
loop MPC. The reduced-complexity invariant sets may result
in a decrease in the number of on-line optimisation variables
[7]. This invariant set structure is used in the design of robust
MPC and this paper pursues this type of approach to including
uncertainty information in the model ([8], [16]).

In the nominal case, Laguerre, Kautz and generalised pa-
rameterisations are able to achieve large feasible regions while
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maintaining local optimality and a relatively low compu-
tational complexity [17], [21], [18], [19], [20]. This paper
extends the earlier studies in [18], [20] to the case of parameter
uncertainty by developing the algorithm of [7] for constructing
polyhedral robust positive invariant sets; this enables the online
robust MPC algorithm to be based on a standard quadratic
programme while adding the benefits of improved feasibility
due to the change in parameterisation.

Section II gives the necessary background about nominal
MPC, generalised parameterisations for an optimal MPC and
robust MPC. Section III discusses alternative parameterisations
within Robust MPC using a generalised parameterisation. An
algorithm is proposed for Robust MPC using the generalised
parameterisation. Comparisons between the existing Robust
MPC (RMPC) and the new proposed algorithms are given in
section IV using numerical examples. Finally conclusions and
future work are in section V.

II. PROBLEM FORMULATION FOR ROBUST MPC

Assume discrete time linear parameter varying (LPV) state
space models of the form [8]

𝑥𝑘+1 = 𝐴(𝑘)𝑥𝑘 +𝐵(𝑘)𝑢𝑘, (1)

(𝐴(𝑘), 𝐵(𝑘)) ∈ 𝐶𝑜{[𝐴1𝐵1], ..., [𝐴𝑚𝐵𝑚]},
with the nominal model being (𝐴,𝐵) and 𝑥𝑘 ∈ ℝ𝑛𝑥 and 𝑢𝑘 ∈
ℝ𝑛𝑢 being the state vectors and the plant input respectively.
Assume that the states and inputs at all time instants should
fulfill the following constraints:

𝐿𝑥𝑥+ 𝐿𝑢𝑢 ≤ 𝑙. (2)

A. Nominal MPC algorithm

The performance index [3], [22] to be minimised, at each
sample instant, with respect to 𝑢𝑘, 𝑢𝑘+1, . . . is:

𝐽 =
∞∑
𝑖=0

(𝑥𝑘+𝑖+1)
𝑇𝑄(𝑥𝑘+𝑖+1) + (𝑢𝑘+𝑖)

𝑇𝑅(𝑢𝑘+𝑖)

𝑠.𝑡.

{
𝑥𝑘+1 = 𝐴𝑥𝑘 +𝐵𝑢𝑘, (2) ∀𝑘 ≥ 0,
𝑢𝑘 = −𝐾𝑥𝑘 ∀𝑘 ≥ 𝑛𝑐, (3)

with 𝑄 and 𝑅 positive definite state and input cost weighting
matrices and where𝐾 is the optimal feedback gain minimizing
𝐽 in the absence of constraints (2). Practical limitations imply
that only a finite number, that is 𝑛𝑐, of free control moves can
be used [3]. For these cases, 𝑢𝑘 = −𝐾𝑥𝑘 is implemented by
ensuring that the state 𝑥𝑛𝑐 must be contained in a polytopic
control invariant set (often denoted as the maximal admissible
set or MAS):

𝜒0 = {𝑥0 ∈ 𝑅𝑛𝑥 : 𝐿𝑥𝑥− 𝐿𝑢𝐾𝑥𝑘 ≤ 𝑙,
𝑥𝑘+1 = 𝐴𝑥𝑘 +𝐵𝑢𝑘, ∀𝑘 ≥ 0}. (4)

For simplicity of notation, the MAS is described in the form
𝑆0 = {𝑥 : 𝑀𝑥 ≤ 𝑏} for suitable 𝑀 and 𝑏 and the d.o.f. can
be reformulated in terms of a new variable 𝑐𝑘:

𝑢𝑘 = −𝐾𝑥𝑘 + 𝑐𝑘, 𝑘 = 0, ..., 𝑛𝑐 − 1,

𝑢𝑘 = −𝐾𝑥𝑘, 𝑘 ≥ 𝑛𝑐. (5)

The MCAS (maximal controlled admissible set) is given as

𝜒𝑐 = {𝑥𝑘 : ∃𝐶,𝑀𝑥𝑘 +𝑁𝐶 ≤ 𝑏}, (6)

where 𝐶 = [𝑐𝑇𝑘 , . . . , 𝑐
𝑇
𝑘+𝑛𝑐−1]

𝑇 and hence the equivalent
optimisation to (3) is:

min
𝐶

𝐽𝑐 = 𝐶
𝑇𝑆𝐶 𝑠.𝑡. 𝑀𝑥𝑘 +𝑁𝐶 ≤ 𝑏. (7)

The optimal MPC (OMPC) algorithm is given by solving the
QP optimisation (7) at every sampling instant then implement-
ing the first component of 𝐶, that is 𝑐𝑘 in the control law of
(5). When the unconstrained control law is not predicted to
violate constraints (i.e. 𝑥𝑘 ∈ 𝜒0), the optimising 𝐶 is zero so
the control law is 𝑢𝑘 = −𝐾𝑥𝑘. The optimisation of (7) can
require a large 𝑛𝑐 d.o.f. to obtain both good performance and
a large feasible region.

B. Generalised parameterisation for Optimal MPC

More recently different alternative parameterisation tech-
niques have been developed to improve the feasible region
in nominal case. Laguerre, Kautz and generalised parameter-
isations have been proposed in [17], [18], [20] as effective
alternatives to the standard basis set for parameterising the
d.o.f. within an optimal MPC. This section will discuss briefly
Laguerre, Kautz and generalised optimal MPC.

The generalised parameterisation [20] is defined using a
higher order discrete network such as:

𝒢𝑖(𝑧) = 𝒢𝑖−1(𝑧)
(𝑧−1 − 𝑎1) . . . (𝑧−1 − 𝑎𝑛)

(1− 𝑎1𝑧−1) . . . (1− 𝑎𝑛𝑧−1)
, (8)

0 ≤ 𝑎𝑘 < 1, 𝑘 = 1 . . . 𝑛.

With 𝒢1(𝑧) =

√
(1−𝑎2

1)...(1−𝑎2
𝑛)

(1−𝑎1𝑧−1)...(1−𝑎𝑛𝑧−1) . The generalised function
with 𝑎𝑘, ∀𝑘 = 1, . . . , 𝑛 gives [20]

𝐿𝑎𝑔𝑢𝑒𝑟𝑟𝑒 𝑛𝑒𝑡𝑤𝑜𝑟𝑘 : 𝒢𝑖 = ℒ𝑖, 𝑖𝑓 𝑎𝑘 = [𝑎].

𝐾𝑎𝑢𝑡𝑧 𝑛𝑒𝑡𝑤𝑜𝑟𝑘 : 𝒢𝑖 = 𝒦𝑖, 𝑖𝑓 𝑎𝑘 = [𝑎, 𝑏]. (9)

The generalised sequence can be computed using the following
state-space model (this example is 3rd order):

𝒢𝑘+1 =

⎡⎢⎢⎢⎢⎢⎣
𝑏 0 0 . . .
𝑏 𝑐 0 . . .

−𝑎𝑏 (1− 𝑎𝑐) 𝑎 . . .
𝑎𝑏2 −𝑏(1− 𝑎𝑐) (1− 𝑎𝑐) . . .

...
...

...
. . .

⎤⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

𝐴𝐺

𝒢𝑘, (10)

𝒢(0) = 𝛾[1, 1, 1,−𝑎, 𝑎𝑏,−𝑎𝑏𝑐, 𝑎2𝑏𝑐, . . . ]𝑇 ,
𝛾 =

√
(1− 𝑎2)(1− 𝑏2)(1− 𝑐2).

The prediction using d.o.f. and generalised functions [20] are
given by

𝐶 =

⎛⎜⎝ 𝑐𝑘
𝑐𝑘+1

...

⎞⎟⎠ =

⎛⎜⎝𝒢(0)𝑇
𝒢(1)𝑇

...

⎞⎟⎠ 𝜌 = 𝐻𝐺𝜌, (11)
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where 𝜌 is the 𝑛𝐺 dimension decision variable when one
uses the first 𝑛𝐺 column of 𝐻𝐺. The only difference between
Laguerre OMPC and Kautz or generalised OMPC is that of
𝐻𝐺 matrix. For further details readers are referred to [18] and
[20].

Algorithm 2.1: GOMPC

𝜌∗ = 𝑎𝑟𝑔 min
𝜌
𝐽𝐺 = 𝜌𝑇 [

∞∑
𝑖=0

𝐴𝑖
𝐺𝒢(0)𝑆𝒢(0)𝑇 (𝐴𝑖

𝐺)
𝑇 ]𝜌

𝑠.𝑡. 𝑀𝑥𝑘 +𝑁𝐻𝐺 𝜌 ≤ 𝑏. (12)

Define 𝑐∗𝑘 = 𝐻𝐺𝜌
∗
𝑘 and implement 𝑢𝑘 = −𝐾𝑥𝑘+𝑒𝑇1 𝑐∗𝑘. Where

𝑒𝑇1 =
[
𝐼, 0, . . . , 0

]
.

Remark 2.1: It is straightforward to show, with conven-
tional arguments, that all algorithms (i.e. LOMPC, KOMPC,
GOMPC) using terminal constraints within MPC problem for-
mulation provides recursive feasibility and Lyapunov stability.

C. Robust MPC (RMPC): Dual mode MPC for LPV case

The robust MPC algorithm, here denoted RMPC, developed
in [8] is very similar to the nominal optimal MPC algorithm
in (7), but it is applicable to the LPV system in (1). RMPC is
designed to minimise the nominal predicted performance cost
subject to robust constraint satisfaction by the whole class of
possible predictions.

Define an augmented system model which incorporates the
‘d.o.f.’ as follows:

𝑋𝑘+1 = Ψ𝑖𝑋𝑘, Ψ𝑖 =

[
Φ𝑖 𝐵𝑖𝐸
0 𝐼𝐿

]
, 𝑋𝑘 =

[
𝑥𝑘
𝑐𝑘

]
. (13)

with Φ𝑖 = 𝐴𝑖−𝐵𝑖𝐾, 𝐸 =
[
𝐼, 0, . . . , 0

]
and 𝐼𝐿 as shift matrix.

The associated constraints (2) are represented as:

𝛼𝑋 ≤ 𝛿, 𝛼 =

[
𝐿𝑥 0

−𝐿𝑢𝐾 𝐿𝑢𝐸

]
, 𝛿 = 𝑙. (14)

RMPC algorithm differs from OMPC only in the inequalities
that need to be satisfied. It has been shown [8] that RMPC
has recursive feasibility and guaranteed stability, under the
mild condition that the uncertainty is small enough to allow
such an invariant set to exist for all the different dynamics
Ψ𝑖. The robust invariant set MAS for LPV system subject to
linear constraints is introduced in [7]. The MAS is calculated
using an invariant condition which avoids the combinatorial
explosion of the number of constraints. The MAS for robust
MPC 𝜒𝑟0 in [8] is defined in compact form as:

𝜒𝑟0 = {𝑥𝑘 :𝑀𝑟𝑥𝑘 ≤ 𝑏𝑟}. (15)

The associated MCAS in [8] is defined in compact form as:

𝜒𝑟 = {𝑥𝑘 : ∃𝐶,𝑀𝑟𝑥𝑘 +𝑁𝑟𝐶 ≤ 𝑏𝑟}. (16)

The key success of RMPC is the definition of inequalities, i.e.
𝑀𝑟, 𝑁𝑟 and 𝑏𝑟; the precise details of how to compute these
matrices are omitted and are available in [8]. The performance
cost can be (one can make improvements to this but such
discussions are beyond the remit of this paper) based on a
nominal performance cost but it in particular is phrased in
terms of perturbations 𝑐𝑘 to the nominal control law.

For ease of reference, we summarise RMPC below and the
reader is referred to [8] for further details.

Algorithm 2.2: RMPC
At each sampling instant, solve the following optimisation
problem:

min
𝐶
𝐽 = 𝐶𝑇𝑆𝐶 𝑠.𝑡. 𝑀𝑟𝑥𝑘 +𝑁𝑟𝐶 ≤ 𝑏𝑟,

where only the first block element of 𝐶 is implemented in the
control law of (5).

III. USING ALTERNATIVE PARAMETERISATION WITHIN

RMPC

A fundamental weakness of conventional MPC algorithms
is poor feasibility with a small number of d.o.f. to move the
initial states into the MAS. This weakness may be overcome
by increasing the number of d.o.f., but this compromises the
computational burden. However, the alternative parameteri-
sations proposed in [17], [21], [18], [20] for the nominal
case should significant feasibility improvements, for the same
number of d.o.f.. Therefore, this section seeks to extend the
use of alternative parameterisation to the robust case and
thus explore whether similar feasibility benefits are possible
or likely. This section will show how such parameterisation
can be used to form robust invariant sets and thus deployed
in appropriate robust MPC algorithm. Examples in the next
section are used to demonstrate the impact on feasibility.

A. Alternative parameterisation within RMPC

The alternative parameterisation (i.e. Laguerre, Kautz and
generalised functions) may be used to improve the feasible
region of RMPC. Robust generalised MPC (RGMPC) is a
robust MPC algorithm where the d.o.f. or input perturbations
𝑐𝑘 are parameterised using generalised functions. As in the
conventional case, the prediction cost can be represented in
terms of the perturbations 𝜌 about the nominal control law,
hence:

𝐽𝐺 = 𝜌𝑇
[∑∞

𝑖=0 𝒢(𝑖)𝑆𝒢(𝑖)𝑇
]
𝜌, (17)

with 𝑐𝑘+𝑖 = 𝒢(𝑖)𝑇 𝜌 and 𝒢(𝑖) = 𝐴𝐺𝒢(𝑖− 1).
From (14), we drive the autonomous formulation using

generalised parameterisation as:

𝑋𝑘+1 = Ψ𝑖𝑋𝑘, Ψ𝑖 =

[
𝜙𝑖 𝐵𝑖𝒢𝑇

0

0 𝐴𝑇
𝐺

]
, 𝑋𝑘 =

[
𝑥𝑘
𝜌𝑘

]
. (18)

These dynamics should full fill the constraints (2),

𝛼𝑋 ≤ 𝛿; 𝛼 =

[
𝐿𝑥 0

−𝐿𝑢𝐾 𝐿𝑢𝒢𝑇
0

]
, 𝛿 = 𝑙. (19)

Robust constraint handling is represented by an MCAS or
𝜒𝑟 which is calculated offline with the the methodology of
[7], [8], but deploying alternative functions, that is equations
(18,19) within the update model; this is illustrated in the
following algorithm.

Algorithm 3.1: RGMPC Given a LPV system (18) subject
to linear constraints (19).
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1) Set the initial values for 𝐴𝑆 and 𝑏𝑆 to

𝐴𝑆 := 𝛼; 𝑏𝑆 := 𝑙. (20)

2) Initialise the index 𝑖 := 1.
3) Repeat until 𝑖 is not strictly larger than number of rows

in 𝐴𝑆 .

a) Select row 𝑖 from (20), check whether adding any
of the constraints 𝛼𝑖Ψ𝑖𝑋 ≤ 𝑙𝑖, 𝑗 = 1, . . . ,𝑚 to
𝐴𝑆 , 𝑏𝑆 would decrease the size of 𝜒𝑟, by solving
the following linear programming (LP) for 𝑗 =
1, . . . ,𝑚

𝑐𝑗 = max
𝑋

𝛼𝑖Ψ𝑖𝑋 − 𝑙𝑖
𝑠.𝑡. 𝐴𝑆𝑋 ≤ 𝑏𝑆 . (21)

If 𝑐𝑗 > 0, then add the constraint to 𝐴𝑆 , 𝑏𝑆 as
follows:

𝐴𝑆 :=

[
𝐴𝑆

𝛼𝑖Ψ𝑖

]
; 𝑏𝑆 :=

[
𝑏𝑆
𝑙𝑖

]
. (22)

b) Increment i.

4) End.

After calculating the inequalities for invariant set the fol-
lowing RGMPC algorithm can be defined.

Algorithm 3.2: RGMPC
At each sampling instant, solve the following optimisation
problem:

min
𝜌
𝐽𝐺 𝑠.𝑡. 𝐴𝑆𝑋 ≤ 𝑏𝑆 .

Define 𝑐∗𝑘 = 𝐻𝐺𝜌
∗
𝑘 and implement 𝑢𝑘 = −𝐾𝑥𝑘 + 𝑒𝑇1 𝑐

∗
𝑘.

Remark 3.1: Algorithm 3.1 will terminate in finite steps and
only adds constraints and never removes constraints. It is clear
that the resulting 𝜒𝑟 = {𝑋 : 𝐴𝑆𝑋 ≤ 𝑏𝑆} will satisfies a robust
positive invariant set. Algorithm convergence and invariance of
the resulting set is proved similarly as in [7]. After terminating,
it is recommended to remove any redundant constraints.

Remark 3.2: MAS or 𝜒𝑟0 is calculated using above algo-
rithm with [𝑥, 𝑐] = [𝑥, 0] or using algorithm defined in [7].

B. Order selection of the generalised parameterisation dy-
namic

In generalised parameterisations with higher order predic-
tion dynamics have more flexibility to improve feasible region
with a limited number of d.o.f.. So there is a clear choice of
selecting the order of the parameterisation dynamics.

The prediction dynamics for the 3𝑟𝑑 order parameterisation
from (10) (which can easily be extended to 𝑛𝑡ℎ order) is
quite generic with distinct eigenvalues. From the autonomous
formulation using generalised parameterisation in (18), to
fulfill the algebraic relations the dimension of the 𝐴𝐺 in (10)
must be the same as 𝑛𝑐. Moreover the key observation from
the augmented model in (18) is that 𝑑𝑖𝑚(𝐴𝐺) = 𝑛𝑐 is an
upper bound on maximum parameterisation dynamics order.

IV. NUMERICAL EXAMPLES

The section will illustrate the efficacy of the alternative
parameterisation within robust MPC algorithm by several
numerical examples given next. The aim is to compare two
aspects: (i) the size of the feasible regions; (ii) the number
of inequalities required to describe the robust MCAS. For the
purposes of visualisation, figures are restricted to second order
systems for which it is possible to plot regions of attraction.
The comparisons are based on 4 systems with 𝑥 ∈ ℝ2, 𝑥 ∈ ℝ3

and 𝑥 ∈ ℝ4. The alternative parameterisations are based on
Laguerre, Kautz and generalised functions with 3𝑟𝑑 order
dynamics.

A. Example 1

𝐴1 =

[
1 0.2
0 1

]
, 𝐵1 =

[
0
1

]
,

𝐴2 =

[
1 0.1
0 1

]
, 𝐵2 =

[
0
1.5

]
, (23)

𝐶 =
[
1 0

]
, 𝑄 = 𝐶𝑇𝐶,𝑅 = 0.5, 𝑛𝑐 = 2, 𝑎 = 0.5,

(𝑎, 𝑏) = (0.5, 0.58) 𝑎𝑛𝑑 (𝑎, 𝑏, 𝑐) = (0.65, 0.67, 0.64).

B. Example 2

𝐴1 =

[
0.6 −0.4
1 1.3

]
, 𝐵1 =

[
1
0

]
,

𝐴2 =

[
0.7 −0.5
1 1.4

]
, 𝐵2 =

[
1.5
0

]
, (24)

𝐶 =
[
1 0

]
, 𝑄 = 𝐶𝑇𝐶,𝑅 = 0.5, 𝑛𝑐 = 2, 𝑎 = 0.2,

(𝑎, 𝑏) = (0.3, 0.35) 𝑎𝑛𝑑 (𝑎, 𝑏, 𝑐) = (0.41, 0.42, 0.43).

C. Example 3

𝐴1 =

⎡⎣1 0.1 0.1
0 1 0.1
0 0 1

⎤⎦ , 𝐵1 =

⎡⎣00
1

⎤⎦ ,
𝐴2 =

⎡⎣1 0.2 0.2
0 1 0.2
0 0 1

⎤⎦ , 𝐵2 =

⎡⎣ 0
0
1.5

⎤⎦ , (25)

𝐶 =
[
1 1 1

]
, 𝑄 = 𝐶𝑇𝐶,𝑅 = 0.5, 𝑛𝑐 = 2, 𝑎 = 0.4,

(𝑎, 𝑏) = (0.55, 0.58) 𝑎𝑛𝑑 (𝑎, 𝑏, 𝑐) = (0.4, 0.6, 0.58).
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D. Example 4

𝐴1 =

⎡⎢⎢⎣
1 0.1 0.1 0.1
0 1 0.1 0.1
0 0 1 0.1
0 0 0 1

⎤⎥⎥⎦ , 𝐵1 =

⎡⎢⎢⎣
0
0
0
1

⎤⎥⎥⎦ ,

𝐴2 =

⎡⎢⎢⎣
1 0.2 0.2 0.2
0 1 0.2 0.2
0 0 1 0.2
0 0 0 1

⎤⎥⎥⎦ , 𝐵2 =

⎡⎢⎢⎣
0
0
0
1.5

⎤⎥⎥⎦ , (26)

𝐶 =
[
1 1 1 1

]
, 𝑄 = 𝐶𝑇𝐶,𝑅 = 0.5, 𝑛𝑐 = 2, 𝑎 = 0.4,

(𝑎, 𝑏) = (0.5, 0.56) 𝑎𝑛𝑑 (𝑎, 𝑏, 𝑐) = (0.55, 0.57, 0.6).

with constraints

− 1 ≤ 𝑢𝑘 ≤ 1; −10 ≤ 𝑥𝑖𝑘 ≤ 10; 𝑖 = 1, . . . , 4. (27)

E. Feasible region comparisons

The region of attraction for examples 1 and 2 are plotted
in figure 1 and 2 respectively. It is clear from both figures
that the use of alternative (Laguerre, Kautz and generalised
(3rd order)) parameterisation techniques within robust MPC
algorithms improve the volume of the feasible region or the
volume of the maximum control admissible set (MCAS).
Table I shows the volume comparisons for examples 1-4
using RMPC, RLMPC, RKMPC and RGMPC (3rd order)
algorithms. Alternative parameterisation improves feasible re-
gion and thus, based solely on volume considerations and as
expected, alternative parameterisation based algorithms to be
preferred in robust scenario.

F. Number of constraints

For completeness, it is important to compare the number
of inequalities required to describe the robust MCAS as
the complexity of these set descriptions has an impact on
the online computational burden, the more inequalities the
higher the computational burden in solving the associated
QP optimisation (this paper does not discuss issues linked
to the exploitation of structure and efficient QP optimisers).
The number of inequalities to define 𝜒𝑟 is compared with
same number of d.o.f. in Table II. The number of inequalities
with parameterised based algorithms are slightly more in
comparison with RMPC algorithms. It is clear that higher
order parameterisation improves feasibility needs more d.o.f.
which will compromise the complexity benefits.

G. Summary

The result shown in Figure 1 and 2, it is clear that RGMPC
(3𝑟𝑑 order) has a large feasible region as compare with other
algorithms, but having 𝑛𝑐 = 3. This is due to the struc-
ture of 3𝑟𝑑 order prediction dynamics which compromises
the computational burden. Moreover for Table I and II, an
interesting observation is that RGMPC (3𝑟𝑑 order) improves
feasible region with higher number of inequalities.

RKMPC improves feasible region with slightly higher in-
equalities as compare with both RLMPC and RMPC for the
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Fig. 1. Feasible regions for model (23) with 𝑛𝑐 = 3
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Fig. 2. Feasible regions for model (24) with 𝑛𝑐 = 3

same number of d.o.f. (i.e. 𝑛𝑐 = 2). It is also clear from both
Table I and II that GKMPC is a better choice with 𝑛𝑐 = 2.

These results are based on arbitrary choices for the parame-
ters in RGMPC, RKMPC and RLMPC. Further improvements
both in feasible region and number of inequalities are possible
by tailoring these parameters to the context.

V. CONCLUSIONS AND FUTURE WORKS

The main contribution of this paper was to extend robust
MPC algorithm to make use of alternative parameterisations
of the d.o.f. and to consider the impact of doing so. Differ-
ent alternative parameterisation functions including Laguerre,
Kautz and higher order functions can be embedded within
the robust MPC approach; the main requirement for this is to
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TABLE I
COMPARISON OF FEASIBLE VOLUME

𝑛𝑐 = 2
Algorithm Example 1 Example 2 Example 3 Example 4

RMPC 29 38.1 1.5 ×103 1.7 ×104

RLMPC 66.9 47 4.1 ×103 5.7 ×104

RKMPC 71.3 52.6 4.4×103 6.1 ×104

𝑛𝑐 = 3
Algorithm Example 1 Example 2 Example 3 Example 4

RMPC 43 56.5 2.5 ×103 2.8 ×104

RLMPC 108.4 150.6 5.4 ×103 6.9 ×104

RKMPC 141.7 215.6 6.1 ×103 9.4 ×104

RGMPC 225.4 237 6.2 ×103 9.5 ×104

(3rd order)

TABLE II
COMPARISON OF INEQUALITIES

𝑛𝑐 = 2
Algorithm Example 1 Example 2 Example 3 Example 4

RMPC 28 20 36 55
RLMPC 50 36 57 113
RKMPC 46 54 65 127

𝑛𝑐 = 3
Algorithm Example 1 Example 2 Example 3 Example 4

RMPC 48 40 57 93
RLMPC 74 38 74 109
RKMPC 105 48 88 153
RGMPC 141 60 67 163

(3rd order)

show how a robust invariant set can be computed with different
parameterisations of the d.o.f.. Examples based on alternative
parameterisation demonstrate that, for a fixed number of d.o.f.,
in many cases such parameterisations may improve the feasible
region without a large change to the number of inequalities
required to describe the robust invariant set.

Consequently this approach is worth further investigation.
Moreover, there is a need to further investigate in parallel
issues such as: which alternative parameterisation is best for
particular problem and what choice of parameter(s) within
parameterisation will lead to an efficient online optimisation
QP structure? From Table II, it is observed that parameter
selection effects the number of inequalities. The parameter
selection will be based on both number of inequalities and
feasible region. Another interesting avenue is to consider
the computational efficiency for multi-parameteric quadratic
programming (mp-QP) solution to RMPC. Finally, this paper
consider parameter uncertainty only and thus extensions to
consider disturbances are also required.
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Abstract—Polymer flooding is an important technology for 
enhanced oil recovery (EOR). In this paper, an optimal control 
model of distributed parameter systems (DPS) for polymer 
flooding is established, which involves the performance index as 
maximum of the profit, the governing equations as the seepage 
equations of polymer flooding, and some inequality constraints as 
polymer concentration and injection amount limitation. The 
injection polymer concentration and the terminal time of 
polymer flooding are chosen as control variables. For this 
distributed parameter optimal control problem (OCP) with free 
terminal time, a solution method based on maximum principle is 
proposed. Firstly, the free terminal time OCP of polymer 
flooding is transformed into a fixed final time problem by 
introducing a normalized time variable. Then through 
application of the maximum principle, adjoint equations and 
gradients of the objective functional are obtained to optimize the 
injection polymer concentration and the terminal time 
simultaneously. Finally, the numerical results of an example 
illustrate the effectiveness of the proposed method. 

Keywords-optimal control; maximum principle; distributed 
parameter system; polymer flooding;  free terminal time. 

I.  INTRODUCTION 
The optimal control method has been researched in EOR 

techniques in recent years. Ramirez and Fathi firstly applied it 
to optimize the injection process of surfactant flooding [1], [2]. 
Then the optimal control method was used to other enhanced 
oil recovery techniques [3], such as steam flooding, caustic 
flooding and gas injection etc. The optimal gas-cycling 
decision problem of a condensate reservoir has been studied by 
Ye [4]. The dynamic optimization of water flooding with smart 
wells has been studied before by Brouwer [5], [6], Sarma [7], 
[8] and Zhang [9]. 

Polymer flooding is one of the most effective EOR 
techniques [10].  Because of the high costs associated with 
polymer flooding projects, optimal control method must be 
developed to reduce producing costs while increasing the profit 
of oil recovered. In this paper, the OCP of a polymer flooding 
process with free terminal time is considered. The performance 
index of the OCP is expressed by maximizing the economic 
benefit. The governing equations are a set of partial differential 
equations (PDEs), which are a pressure equation, a water 
saturation equation and a polymer concentration equation 

respectively. The constraint conditions include the polymer 
concentration constraint and other inequality constraints.  The 
control variables are chosen as the injection concentrations and 
the free terminal time. Then the determination of polymer 
injection strategies turns to solve this OCP of DPS. A 
normalized time variable is introduced to transform the free 
terminal time OCP of polymer flooding into a fixed final time 
problem. Then the necessary conditions for optimality are 
obtained by Pontryagin’s maximum principle. A gradient 
numerical method is presented for solving the transformed 
OCP. Finally, an example of polymer flooding project 
involving a heterogeneous reservoir case is investigated and the 
results show the efficiency of the proposed method.  

The rest of this article is organized as follows: In section II 
the optimal control model of polymer flooding with free 
terminal time is built. In section III the original OCP with free 
terminal time is transformed into a fixed terminal time problem 
and the necessary conditions for optimality are obtained. In 
section IV a gradient numerical method is proposed for solving 
the transformed OCP. In section V an example of polymer 
flooding accompanied with the optimal results is given. And in 
section VI some conclusions are derived. 

II. MATHEMATICAL FORMULATION OF OPTIMAL CONTROL 

A. Performance Index 
Let 2RΩ ∈  denote the domain of reservoir with boundary 

∂Ω , n  be the unit outward normal on ∂Ω , and ( , )x y ∈ Ω  be 
the coordinate of a point in the reservoir. We suppose that there 
exist wN  injection wells and oN  production wells in the 
oilfield. The injection wells are located at 

{ }( , ) | 1, 2, ,w wi wi wL x y i N= = �  and the production wells are 

located at { }( , ) | 1, 2, ,o oj oj oL x y j N= = � , respectively. For 
polymer flooding, we might wish to increase the profit and 
reduce the producing cost. Given a free terminal time ft , the 
performance index is given mathematically by 

0
max  (1 ) ,ft

o w out p in pinJ f q q c d dtξ ξ σ
Ω

� �= − −� �          (1) 
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where pξ  is the cost coefficient of polymer ( 4 310 $ / m ), oξ  is 
the price coefficient of oil ( 4 310 $ / m ), wf  is the fractional flow 
of water, inq  is the velocity of polymer injection ( /m day ), 

outq  is the velocity of fluid production ( /m day ) and pinc  is 
the injection concentration of polymer ( /g L ). 

B. Governing Equations 
Let ( , , )p x y t , ( , , )wS x y t  and ( , , )pc x y t  denote the 

pressure, water saturation and polymer concentration of the 
reservoir, respectively, at a point ( , )x y ∈ Ω  and a time 

[0, ]ft t∈ , then ( , , )p x y t , ( , , )wS x y t  and ( , , )pc x y t  satisfy 
the following partial differential equations (PDEs): 

• Pressure equation 

( )1 ,o
p o p o w out

ap pk r k r f q h
x x y y t

∂� �∂ ∂ ∂ ∂� � + − − =	 �	 �∂ ∂ ∂ ∂ ∂
 � 
 �
      (2) 

• Water saturation equation 

,w
p w p w in w out

ap pk r k r q f q h
x x y y t

∂� �∂ ∂ ∂ ∂� � + + − =	 �	 �∂ ∂ ∂ ∂ ∂
 � 
 �
      (3) 

• Polymer concentration equation 

.

p p
d d p c d d

c
p c in pin w out p

c cpk r k r k r
x x x x y y

apk r q c f q c h
y y t

∂ ∂� � � �∂ ∂ ∂ ∂� �+ + +	 � 	 �	 �∂ ∂ ∂ ∂ ∂ ∂
 �
 � 
 �
∂� �∂ ∂ + − =	 �∂ ∂ ∂
 �

           (4) 

The boundary conditions and initial conditions are 

 0,   0,   0,pw
cSp

n n n∂Ω ∂Ω ∂Ω

∂∂∂ = = =
∂ ∂ ∂

                        (5) 

0 0

0

( , ,0) ( , ),  ( , ,0) ( , ),  

( , ,0) ( , ),
w w

p p

p x y p x y S x y S x y
c x y c x y

= =

=
               (6) 

The corresponding parameters in (2)–(4) are defined as 

pk K h= , dk D h= ,                      (7) 

ro
o

o o

k
r

B μ
= , rw

w
w k w

k
r

B R μ
= , rw p

c
w k p
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r

B R μ
= , p w

d
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S
r

B
φ

= ,     (8) 

(1 )w
o

o

S
a

B
φ −

= , w
w

w

S
a

B
φ

= ,  (1 )p w p
c r rp

w

S c
a C

B
φ

ρ φ= + − ,  (9) 

where ( , )K x y  is the absolute permeability ( 2mμ ), h  is the 
thickness of the reservoir bed ( m ), D  is the diffusion 
coefficient of polymer ( 2 /m s ), rρ  ( 3/kg m ) is the rock 
density, and oμ  ( mPa s⋅ ) is the oil viscosity. Other parameters 
definition can refer to [11] for details.  

C. Constraints 
The performance index (1) should be subject to the polymer 

concentration constraint 

        max0 ,pinc c≤ ≤                                  (10) 

the injection amount constraint 

max0
,ft

in pin pq c d dt mσ
Ω

≤                         (11) 

and the terminal state constraint 

| 98%,
fw t tf = =                                     (12) 

where maxc  is the maximum injection concentration and maxpm  
is the maximum polymer amount.  

III. NECESSARY CONDITIONS OF OPTIMAL CONTROL 

A. Problem Transformation 
For the orginal OCP of polymer flooding with free terminal 

time, a normalized time variable is introduced, 

/ ,ft tτ =                                       (13) 

Since [0,  ]ft t∈ , we have [0,  1]τ ∈ . By using the definite 
integral by substitution, the performance index (1) is expressed 
as 

1

0
max (1 ) .f o w out p in pinJ t f q q c d dξ ξ σ τ

Ω

� �= − −� �       (14) 

The system state vector is denoted by 

( , , ) [ , , ] .T
w px y t p S c=u                            (15) 

The control for the process is the polymer concentration of 
injected fluid 

( , , ) ,  ( , ) .pin wv x y t c x y L= ∈                      (16) 

Then the governing equations (2)–(4) which can be expressed 
by 

( , , ),x y xx yy, , , ,v t
t

∂ =
∂

	a f u u u u u                  (17) 

are normalized as 

( , , ),f x y xx yyt , , , ,v τ
τ

∂ =
∂

	a f u u u u u               (18) 

where /l l= ∂ ∂u u , ,l x y= .  

If ft  is treated as a new optimization variable and 

[ ,  ]T
fv t=v  is denoted as control vector, the orginal OCP of 

polymer flooding is transformed into the following fixed 
terminal time problem, 

max
1

0
( , , ) ,J F d dτ σ τ

Ω

=   u v                  (19) 
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. .s t  ( , , , , , , , ) 0x y xx yy τ =�f u u u u u u v              (20) 

 ( , , , , , ) 0x y xx yy τ =g u u u u u ,             (21) 

0( , ,0) ( , ),x y x y=u u                           (22) 

1

10
( ) 0,d dc σ τ

Ω

≤  v                              (23) 

2 1
( ) 0,c τ =

=u                                         (24) 

max0 .≤ ≤v v                                           (25) 

where / τ= ∂ ∂�u u . With this transformation, at ft t= , 1fτ = , 
and in the dimensionless time domain the terminal time is 
fixed. 

B. Maximum Principle of DPS 
A convenient way to cope with such an OCP of DPS (19)–

(25) is through the use of distributed adjoint variables. We 
define the Hamiltonian as 

,TH F= + λ f                                 (26) 

where ( , , )x y τλ  is the adjoint vector. Then the argument 
functional is given by, 

1

0

1

0

( , , , , , , , )

    ( , , , , , , , ) .

T
A x y xx yy

x y xx yy

J J d d

H d d

τ σ τ

τ σ τ
Ω

Ω

= +

=

 

 

�

�

λ f u u u u u u v

u u u u u u v
     (27) 

The increment of AJ , denoted by AJΔ , is formed by 
introducing variations δ u , xδ u , yδ u , xxδ u , yyδ u , δ �u , and 

vδ  giving 

( , , , , ,

          , ) ( , , , , , , ).
A A x x y y xx xx yy yy

A x y xx yy

J J
J

δ δ δ δ δ
δ δ

Δ = + + + + +

+ + −� � �
u u u u u u u u u u

u u v v u u u u u u v
(28

) 

Expanding (28) in a Taylor series and retaining only the 
linear terms gives the variation of the functional, AJδ , 

1

0

        .

T TT

A x xx
x xx

T T T

y yy
y yy

T

H H HJ

H H H

H d d

δ δ δ δ

δ δ δ

δ σ τ

Ω

� � � � �∂ ∂ ∂� �*= + + +	 � 	 �	 �∂ ∂ ∂
 �* 
 � 
 ��

� � � �∂ ∂ ∂� �+ + +	 � 	 � 	 �	 � 	 �∂ ∂ ∂
 �
 � 
 �
�∂� �
'	 �∂
 � '�

 

�
�

u u u
u u u

u u u
u u u

v
v

(29) 

Since the variations δ u , lδ u , llδ u  ( ,l x y= ) and δ �u  are 
not independent can be expressed in terms of the variations δ u  
by integrating the following three terms by parts 

                                  ,

T T

l
l l

T

l

H Hd d
l

H d
l

δ σ δ σ

δ σ

Ω Ω

Ω

� � � �� � � �∂ ∂ ∂* ' * '= −	 � 	 �∂ ∂ ∂* ' * '
 � 
 �� � � �
� �� �∂ ∂* '	 �∂ ∂* '
 �� �

 



u u
u u

u
u

          (30) 

2

2

           ,

TT

ll
ll ll

T T

l
ll ll

H Hd d
l

H H d
l l

δ σ δ σ

δ δ σ

Ω Ω

Ω

� � � �� � � �∂ ∂ ∂* ' = +* '	 � 	 �∂ ∂∂* ' * '
 � 
 �� �� �
� �� � � �∂ ∂ ∂ ∂* '−	 � 	 �∂ ∂ ∂ ∂* '
 � 
 �� �

 



u u
u u

u u
u u

       (31) 

1
1 1

0 0
0

 .
T T TH H H dδ δ δ τ

τ
� �∂ ∂ ∂ ∂� � � � � �= −* '	 � 	 � 	 �∂ ∂ ∂ ∂
 � 
 � 
 �* '� �

 �
� � �

u u u
u u u

 (32) 

By using the above expressions (30)–(32), the first 
variation AJδ  is written as 

21

20
, ,

1

0
,

1

0

          

 

A
l x y l x yl ll

TT

l
l x y ll

T

l ll

T

H H HJ
l l

H Hd d
l

H H d d
l

H Hd

δ

δ σ τ δ
τ

δ σ τ

δ σ

= =Ω

=Ω

Ω

� ∂ ∂ ∂ ∂ ∂= − + +	 ∂ ∂ ∂ ∂∂

�� �∂ ∂ ∂ ∂��− + +�	 ��∂ ∂ ∂ ∂� 
 ���

J� �� �∂ ∂ ∂ �* '− +K	 �∂ ∂ ∂* '
 � �� � L

� �∂ ∂� � � �+* '	 � 	∂ ∂
 � 
 �* '� �

� � 

� 



�

�

u u u

u u
u u

u
u u

u
u v

1

0
.d dδ σ τ

Ω
�  v

(33) 

Applying Pontryagin’s Maximum Principle, the necessary 
conditions for an extremum of AJ  are given by 

• Adjoint Equations 

2

2
,

0.
l x y l ll

H H H H
l l τ=

� �∂ ∂ ∂ ∂ ∂ ∂ ∂− + − =	 �∂ ∂ ∂ ∂ ∂ ∂∂
 �
� �u u u u

        (34) 

• Transversality Boundary Conditions 

,
0.

T T

l
l x y ll l ll

H H H d
l l

δ δ σ
=Ω

� J� �� � � �∂ ∂ ∂ ∂ ∂� �* '+ − =� K	 � 	 �∂ ∂ ∂ ∂ ∂* '
 � 
 �� �� �� L
� u u

u u u
(35) 

• Transversality Terminal Conditions 

0 ,H∂ =
∂ �u

 at  1.τ =                             (36) 

• Optimal Control 

With the first three necessary conditions being satisfied, the 
first variation becomes 
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1

0
.A

HJ d dδ δ σ τ
Ω

∂� �= 	 �∂
 �  v
v

                       (37) 

If the variation δ v  is not constrained, then the necessary 
condition for an extremum is / 0H∂ ∂ =v . 

If the variation δ v  is constrained, which means that the 
control is at a constraint boundary, then the necessary condition 
for maximizing the performance functional is  

max  .H
v

                                        (38) 

C. Necessary Conditions of OCP for Polymer Flooding 
Let 1 2 3( , , ) ( , , )Tx y τ λ λ λ=λ  denote the adjoint vector of 

OCP for polymer flooding. Applying the theory developed and 
substituting the governing equations (2)–(4) into (34), the 
adjoint equations reduce for the polymer flooding under 
consideration as given in, 

31 2

,

1 2

3
1 2

1
3

p o p w p c
l x y

o w c
p d p

pd w w w
d out o

w o
p

k r k r k r
l l l l l l

r r rp p pk k k
p l l p l l p l

cr f f f
k q

p l l p p p

f ac
p p

λλ λ

λ λ

λ ξ λ λ

λλ

=

∂� ∂ ∂∂ ∂ ∂ � �� � � �+ + −� 	 � 	 � 	 �∂ ∂ ∂ ∂ ∂ ∂
 � 
 � 
 ��
∂ ∂ ∂� �∂ ∂∂ ∂ ∂+ + +	* ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂� 


J∂ ��∂ ∂ ∂ ∂ ∂��− − + +'K� 	∂ ∂ ∂ ∂ ∂ ∂' 
� ��L
∂ ∂� ∂+�∂ ∂�

�

32 0,  w ca a
p p

λλ
τ τ τ

∂ ∂ ∂∂+ + =
∂ ∂ ∂ ∂ ∂

 (39) 

31 2

,

3
1 2

31 2
3 0,

o w c
p

l x y w w w

pd w w w
d out o

w w w w

w o w c
p

w w w w

r r rpk
l S l S l S l

cr f f f
k q

S l l S S S

f a a a
c

S S S S

λλ λ

λ ξ λ λ

λλ λλ
τ τ τ

=

� � �∂ ∂ ∂ ∂∂ ∂∂− + + −* 	 �∂ ∂ ∂ ∂ ∂ ∂ ∂* 
 ��
∂ � �∂ ∂ ∂ ∂ ∂

− − + +	'∂ ∂ ∂ ∂ ∂ ∂� 

�∂ ∂ ∂ ∂ ∂∂ ∂

+ + + =�∂ ∂ ∂ ∂ ∂ ∂ ∂�

�

     (40) 

3 32

,

1 2 3

3 0,

w c
d d p

l x y p p

w w w w
out o p w

p p p p

c

p

r rpk r k
l l l c l c l

f f f f
q c f

c c c c

a
c

λ λλ

ξ λ λ λ

λ
τ

=

� �� �∂ ∂ ∂ ∂∂∂ ∂� � − + −* '	 �	 � 	 �∂ ∂ ∂ ∂ ∂ ∂ ∂
 �* '
 �� �
�� � �∂ ∂ ∂ ∂

− + + + +'	 �* 	 �∂ ∂ ∂ ∂ '*� 
 � �
∂ ∂

=
∂ ∂

�

   (41) 

The boundary conditions of adjoint equations for the OCP 
of polymer flooding are expressed as 

31 2  0,  0 ,  , .o wr r l x y
l l l

λλ λ
∂Ω∂Ω

∂∂ ∂� �+ = = =	 �∂ ∂ ∂
 �
      (42) 

The terminal conditions of adjoint equations can be 
simplified to 

1 2 3( , , ) 0, ( , , ) 0, ( , , ) 0.f f fx y x y x yλ τ λ τ λ τ= = =       (43) 

IV. NUMERICAL SOLUTION 
We propose an iterative numerical technique for 

determining the optimal injection strategies of polymer 
flooding. The computational procedure is based on adjusting 
estimates of control v  to improve the value of the objective 
functional. If the control v  is not optimal, then a correction 
δ v  is determined so that the functional is made lager, that is, 

0AJδ > . If δ v  is selected as 

,Hwδ ∂= ⋅
∂

v
v

                                   (44) 

where w  is an arbitrary positive weighting factor. Then the 
functional variation becomes 

1

0
0.

T

A
H HJ w d dδ σ τ

Ω

∂ ∂� � � �= ≥	 � 	 �∂ ∂
 � 
 �  v v
           (45) 

Thus, choosing δ v  as the gradient direction ensures a local 
improvement in the objective functional, AJ . Substituting the 
governing equations into (44), we obtain the gradient of 
performance index with respect to the injection polymer 
concentration v  

3( ) ( ),f in pJ v wt q λ ξ∇ = −  ( , ) ,wx y L∈           (46) 

and the gradient of performance index with respect to the 
terminal time ft  

1

0
( ) (1 ) ,T

f o w out p in pinJ t w f q q c d dξ ξ σ τ
Ω

� �∇ = − − +� �  	λ f (47) 

The computational algorithm of control iteration based on 
gradient direction is as follows: 

(1) Initialization: Make an initial guess for the control ft  
and ( , , )v x y τ , ( , ) wx y L∈ , [0,  1]τ ∈ . 

(2) Resolution of Governing Equations: Using stored 
current value of control, integrate the governing equations 
forward in time with known initial governing conditions. The 
profit functional is evaluated, and the coefficients involved in 
the adjoint equations which are function of the state solution 
are computed and stored. 

(3) Resolution of Adjoint Equations: Using the stored 
coefficients, integrate the adjoint equations numerically 
backward in time with known final time adjoint conditions by 
Equation (43). Compute and store ( )J∇ v  as defined by 
Equations (46) and (47). 

(4) Computation of New Control: Using the evaluated 
( )J∇ v , an improved function is computed as 

( ).new old J= + ∇v v v                        (48) 

A single variable search strategy can be used to find the value 
of the positive weighting factor w  which maximizes the 
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improvement in the performance functional using Equation (46) 
and (47). 

(5) Termination: Go to Step (2) until reach the following 
stop criteria 

,new oldJ J ε− <                               (49) 

where ε  is a small positive number. 

It should be noted that the penalty function method is used 
to deal with the injection amount constraint and the terminal 
state constraint (23) and (24). The details of this method can 
refer to [12]. 

V. EXAMPLE 
The two-phase flow of oil and water in a heterogeneous 

reservoir is considered. The reservoir covers an area of 421.02 
× 443.8 2m  and has a thickness of 5 m  and is discretized into 
90 (9×10×1) grid blocks by finite difference method. There are 
four injection wells and a production well in reservoir as shown 
in Figure 1. Polymer is injected when the fractional flow of 
water for the production well comes to 97% after water 
flooding. In the performance index calculation, we use the 
price of oil 4 30.0503 (10 $ / )o mξ =  [ 80 ($ / bbl) ], and the cost 
of polymer 42.5 10pξ −= ×  4(10 $ / )kg . The fluid velocity of 
production well outq  is 0.4624 /m day and the fluid velocity of 
injection wells inq  are all 0.1156 /m day . For the constraint 
(10), the maximum polymer concentration is 

max 2.2 ( / )c g L= . The parameters of the reservoir description 
and the fluid data are shown in Table I. Other parameters can 
refer to [11]. 

Figure 1.   Permeability distribution and well position 

The initial injection strategy obtained from engineering 
method is 1.7 ( / )g L . The time domain of polymer injection is 
0–1500 days . When the water fractional flow of production 
well reaches 98%, the terminal time 5498 ( )ft days= . The 
performance index is 7$1.572 10J = ×  with oil production 

332022 m  and polymer injection 153000 kg . For comparison, 
the results obtained by engineering method are considered as 
the initial control strategies of the proposed iterative gradient 

method. The maximum injection polymer amount is 
max 153000 ( )pm kg= . A backtracking search strategy [12] is 

used to find the appropriate weighting term w  and the 
stopping criterion is chosen as 51 10ε −= × . By using the 
proposed algorithm, we obtain a cumulative oil of 332750 m  
and a cumulative polymer of 153000.02 kg  yielding the profit 
of * 7$1.609 10J = × . The results show an increase in 
performance index of 5$ 3.7 10× . The optimized terminal time 
is 5165 ( )ft days= . Figure 2–5 show the injection strategies 
of the two methods. Figure 6 and Figure 7 show the curves of 
water fractional flow and accumulative oil production, 
respectively. The fractional flow of water obtained by proposed 
method is lower than that by engineering method. Therefore, 
with the same cumulative polymer injection, the proposed 
method gets more oil production and higher recovery ratio.  

TABLE I.  RESERVOIR DESCRIPTION AND FLUID DATA 

Symbol Data Symbol Data 
0p  12 MPa  0

wS  0.35 
0
pc  0 oμ  15 cp  

wμ  1 cp  φ  0.31 

D  0.002 rρ  2000 3/kg m  

h  5 m  rpC  69.38 10−×  
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Figure 2.  Injection polymer concentration of W1 
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Figure 3.  Injection polymer concentration of W2 
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Figure 4.  Injection polymer concentration of W3 
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Figure 5.  Injection polymer concentration of W4 

0 1000 2000 3000 4000 5000
0.7

0.75

0.8

0.85

0.9

0.95

1

Time t / days

Fr
ac

tio
n 

flo
w

 o
f w

at
er

  f
w / 

%

 

 

Initial Control
Optimal Control

 

Figure 6.  Water fraction flow of the production well P1 

2000 2500 3000 3500 4000 4500 5000 5500
1

1.5

2

2.5

3

3.5
x 10

4

Time t / days

Cu
m

ul
at

iv
e 

oi
l p

ro
du

ct
io

n 
/ m

3

 

 

Initial Control
Optimal Control

 

Figure 7.  Cumulative oil production 

VI. CONCLUSION 
In this work, a new optimal control model of DPS is 

established for the dynamic injection strategies making of 
polymer flooding. The original problem with free terminal time 
is transformed into a fixed terminal time OCP by introducing a 
normalized timer variable. Necessary conditions of this OCP 
are obtained by using Pontryagin’s maximum principle. An 
iterative computational algorithm is proposed for the 
determination of optimal injection strategies. The optimal 
control model of polymer flooding and the proposed method 
are used for a reservoir example and the optimum injection 
concentration profile is offered. The results show that the profit 
is enhanced by the proposed method. Meanwhile, more oil 
production and higher recovery ratio are obtained. The 
approach used is a powerful tool that can aid significantly in 
the development of operational strategies for EOR processes. 
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Abstract—This paper proposes a scheme for mixing enhance-
ment in the boundary layers of pressure-driven membrane
systems. This scheme uses an external electric field to activate the
ions in the area adjacent to the membrane surface and generate
an electro-osmotic flow. This scheme should reduce fouling and
concentration polarization close to the membrane surface and
may increase productivity of membrane systems. The objective
of the feedback control design for this system needs to determine
the voltage (and waveform) applied to the electrodes so that the
electric field can effectively increase the mixing in the vicinity of
membrane surface, while saving control power. This paper uses a
mixing index in terms of the spatial gradients of the perturbation
velocity field, which describes the mixing caused by both length
stretching and folding. An optimal control problem is defined
to maximize mixing in the area adjacent to the membrane and
achieve control energy efficiency. In addition, the efficacy of the
feedback scheme is validated by Computation Fluid Dynamics
(CFD) simulation. The given control law not only solves the
optimal problem but also provides the desired waveform for such
applications.

I. INTRODUCTION

Most solid surfaces in contact with water or an aqueous
solution will be found to develop some type of electrical
charge. The mechanisms that a surface acquires an electrical
charge include preferential solution of surface ions, direct
ionization of surface groups, substitution of surface ions,
specific ion adsorption and so on [1]. The electrical charges
gather on the solid surface and form an electric double layer.
Physically, the two layers of ions align on the surface and
lead to concentration polarization. In the membrane system in
seawater filtration or brackish water filtration, the membrane
can considered as a solid surface. Concentration polarization
will result in fouling formed on the surface of the membrane.

Fouling and concentration polarization reduce the through-
put and productivity of membrane systems and significantly
increase operating costs. This in turn reduces the profitability
of water treatment processes including desalination and recy-
cling. Despite much work and improvement in the design and
operation of membrane systems, throughput and productivity
continue to be plagued by fouling and concentration polariza-
tion. Amongst the mechanisms that have been proposed to re-
duce fouling and concentration polarization, for example, feed
pre-treatment [2], membrane surface modification or cleaning
[3], reduction of solute concentration at the membrane surface

by mixing enhancement in the flow offers the most promising
way. Mixing enhancement in the vicinity of membrane sur-
face can reduce concentration polarization in the region and
hence lessen the chance of forming fouling. As a result, the
throughput of membrane increases. This paper proposes a new
approach to the reduction of solute concentration and fouling
at the membrane surface based on producing electro-osmotic
flow (EOF) instability.

Electric field is able to activate the ions in a solution
to induce an electro-osmotic flow. This paper uses this fact
to develop a new approach which enhances the mixing in
the area adjacent to the membrane surface, via the use of
electric field to generate an EOF in this area. Many results
on using electric field to motivate electro-osmotic flows have
been reported, for example, [4], [5], [6], [7], [8]. Distinct
from most of these results which moves the ions in the whole
channel like flow transport, the electric field in this scheme
will mostly act on the boundary layer close to the membrane
surface, where concentration polarization and fouling occur.
This should enable us to use less energy to achieve mixing
enhancement and hence it may be more energy efficient than
existing electro-kinetic methods.

As mentioned in [9], mixing includes several types: the
mixing of a single or similar fluids caused by stretching and
folding of fluid; the mixing governed by diffusion and chem-
ical reaction; the mixing caused by breakup and coalescence
of fluid. Due to the variety of reasons leading to mixing, there
are different mixing indices. Amongst these types, the mixing
caused by fluid stretching and folding is the one of interest
in the context of this paper. To describe this type of mixing,
[9] gives a strict definition of stretching length based on the
gradient of relative velocity, which is an important measure of
mixing. Specifically, this stretching length uses the stretching
tensor to describe mixing. Alexiadis et al [10] uses the vorticity
or spin gradient tensor to describe the mixing induced by the
vortices (folding) in the circumstance of membrane channel
containing circular spacers. This paper adds up these two
mixing measures and establishes a new mixing index.

In [11], [12], an objective function involving turbulent
kinetic energy and a measure of the spatial gradients of
turbulent velocities is used as the cost functional of an optimal
flow control problem and maximizing this cost functional leads
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to mixing enhancement. This cost functional includes a Frobe-
nius norm of the gradient of relative velocity (perturbation
velocity). This term reflects the stretching of fluid elements
explicitly but the folding measurement is implicit. This term
is positively related to mixing but it is not proportional to that
of enstrophy which is said to be more related to mixing. In this
paper, we further explore the Frobenius norm of the gradient
of perturbation velocity and use it as our new mixing index.

The mixing enhancement within the area adjacent to the
membrane surface leads to the increase of the throughput of
the membrane. This suggests that the mixing within this small
vicinity is much more important than that in the bulk solution;
i.e., the effect of the electric field will mostly apply to the
boundary layer of the system. In this paper, we focus our
attention on the mixing enhancement in this rectangular area.
This requires us to relate the boundary control action to the
mixing in this area. Gauss’s divergence theorem states that
the outward flux of a vector field through a closed surface is
equal to the volume integral of the divergence of the region
inside the surface[13]. Based on Gauss’s divergence theorem,
[11], [12] proposes a heuristic flow control methods which
convert a mixing increase problem in a 3D pipe to a boundary
control problem. This paper relates the electric field close to
the membrane surface to the perturbation velocity and their
spatial gradients inside the surface and hence transforms the
problem into a boundary control problem.

In addition, the electric field used to activate the fluid flow
in the vicinity is generated from a pair of electrodes, which
are installed outside the membrane. This restricts us from
manipulating the distributive value of electric field when we
construct the feeding voltage. Once the electrodes are fixed,
the spatial distribution of this electric field is fixed, viz., the
voltage will not affect the shape of this distribution. This paper
uses the integral of electric field strength on the membrane
surface to construct the feedback control law. This makes
the results of this paper distinct from those in [12], where
distributive flow injection is used.

To improve the energy efficiency, we integrate the perturba-
tion kinetic energy, the new mixing index and the control effort
to define a cost functional and formulate an optimal problem
for the fluid flow control problem for membrane systems. This
requires that the control candidates solve such an optimal
problem and maximize the cost functional. In addition, the
efficacy of the proposed mixing enhancement scheme and the
given control law has been validated by CFD simulations. CFD
is a widely used tool for the studies of membrane system.
This reliable tool is utilized in order to gain insight into the
phenomena taking place inside membrane modules, to assist
the design process and improve the performance of modules.

This paper is organized as follows: Section 2 presents a
new mixing index and the theory of enhancing mixing in the
area adjacent to the membrane surface. This section includes
the main results of this paper. Sections 3 uses CFD simula-
tions to illustrate the efficacy of the newly developed mixing
enhancement scheme and the control law; Section 4 gives a
brief conclusion to the paper. To simplify our presentation, the

proof of the main result is given in the Appendix.

Membrane

W0 =Uin

y

x x = x0

U(t)

x = xl

y = 0

y = δ0

Fig. 1. The rectangular region close to the membrane surface.

II. OPTIMAL FEEDBACK CONTROL FOR MIXING
ENHANCEMENT IN THE BOUNDARY LAYER OF MEMBRANE

SYSTEM

In this section, a special scheme is developed, which uses
an external electric field to stir up the flow in the area adjacent
to the membrane surface and thereby increase the mixing in
this area. As mentioned above, different from the previous
methods which increase mixing in the whole channel [11],
the new method restricts the influence of the external electric
field in a region adjacent to the boundary layer. The electrodes
are installed outside the membrane and the electric field does
not activate the bulk flow in the channel. This reduces energy
consumption and brings economic advantages to engineering
practice.

As shown in Fig.I, the system we consider in this paper
contains a rectangular channel, a piece of membrane installed
on the bottom wall and a pair of electrodes. The electrodes are
installed to generate the required voltage. An ions solution is
fed into the channel from its inlet. The purpose of this research
is to develop a control algorithm which generates the voltage
signal (voltage and waveform) applied to the electrodes.

This study aims to enhance the mixing of fluid flow in area
adjacent to the membrane surface and thereby reducing fouling
and concentration polarization on the membrane. Because the
purpose of this research is to explore the effect of the electric
field on the flow in the area, it is reasonable to assume that
the membrane is impermeable in our simulation study. We also
assume that the bulk flow in the channel is a laminar flow. In
addition, we use the velocity gradient ∂wx

∂y on the membrane
surface as the measurements of our system to be controlled.

In the channel, fluid flow satisfies the Navier-Stokes equa-
tion and the continuity equation

∂W
∂ t

+(W ·∇)W =−
1
ρ

∇P+
μ
ρ

ΔW, (1)

div(W) = 0. (2)

We assume that a velocity field (W̄, P̄) = (W̄x,W̄y,W̄z, P̄) is a
steady state solution of the equations (1) and (2) corresponding
to fully developed laminar flow in the channel. The solution
to the equations (1) and (2) can be obtained analytically. For
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example, (6Uin(1 −
y2

h2 ),0,12μUin
L−x
h2 ) is a solution for the

system in our simulation. Here, Uin is the fluid velocity at
the inlet of the channel, μ is the viscosity of the fluid, h and
L are the height and the length of the channel. We can take
these velocity components as the time-averaged values of the
velocity field. Now, we define the perturbation variables

w = (wx,wy,wz) = W − W̄, p = P − P̄. (3)

Substituting these variables into the equations (1) and (2), the
Navier-Stokes equation and continuity equation become

∂w
∂ t

+
(
W̄ ·∇

)
w+(w ·∇)W̄+(w ·∇)w =−

1
ρ

∇p+
μ
ρ

Δw,

(4)
div(w) = 0. (5)

in the domain Ω= {(x,y,z) = [x0,xl ]× [−h/2,h/2]}where xl −
x0 is the length of the region we consider.

We define a rectangular prism [x0,xl ]× [0,δ ], as shown
in Fig. I, which contains all the flow being perturbed by
the external electric field. Technically, it requires that the
perturbation velocity components and the spatial gradients of
the perturbation velocity field are all zeros on the surface
y = δ ; i.e., the flow on and above this surface will not be
perturbed by the electric field. Also, on the upstream and
downstream sides of the rectangular prism, i.e., at x = 0 and
x = xl , the perturbation velocity components and the spatial
gradients of the perturbation velocity field are also zero.

As the boundary condition on the membrane surface in-
volves actuating the control law, it is worthy discussing the
actuation scheme of the control at the first place. According
to [5], [14], when an electric field is applied, the charges in
the electric double layer induce fluid flow in the area adjacent
to the membrane surface. As the boundary layer is very thin,
the fluid flow on the membrane surface explains most effect of
the electric field. Therefore, it is reasonable to assume that the
external electric field only induces fluid flow on the membrane
surface, rather than in y direction. The induced flow velocity
is called slip velocity us and can be expressed as the product
of electro-osmotic mobility μEO and the local electric field
E as −→u s = μEO

−→E = εζ
μ
−→E where ζ is the zeta potential, ε

is the permittivity, and μ is the viscosity of the fluid. In the
context of this paper, the velocity −→u s and the electric field
−→E both take the x-axial direction as positive direction and the
reverse direction as negative. Then, we write the slip velocity
simply us = μEOE = εζ

μ E . Therefore, the effect of the electric
field on the fluid flow is transformed into a slip velocity on
the membrane surface and the control problem becomes a
boundary control problem.

Now, we can define the boundary condition for the equation
(4). The equation (4) needs to satisfy the following boundary
conditions on the rectangular prism [x0,xl ]× [0,δ ]

x = x0:wx = 0, wy = 0, ∂wx
∂x = 0, ∂wx

∂y = 0, ∂wy
∂x = 0, ∂wy

∂y = 0;
x = xl: ditto;
y = δ : wx = 0, wy = 0, ∂wx

∂x = 0, ∂wx
∂y = 0, ∂wy

∂x = 0, ∂wy
∂y = 0;

y = 0: wx = us, wy = 0.

The boundary conditions on the surface y = δ are also the
conditions for selecting δ .

In this section, we assume that the measurement of the
system to be controlled, ∂wx

∂y |y=0 is known for constructing
feedback control signal.

To facilitate the development of the new mixing enhance-
ment approach, we define two concepts: perturbation kinetic
energy and mixing index. The perturbation kinetic energy,
which is equivalent to the turbulent kinetic energy as defined
in [11] when turbulence is the main cause of mixing, is defined
as

E (w) =
1
2

∫
Ω
|w|2dV =

1
2

∫ xl

x0

∫ δ

0

∫ zr

0

(
w2

x +w2
y +w2

z
)

dxdydz.
(6)

The mixing in this paper is defined as a measure of the spatial
gradients of the perturbation velocity field:

M(w) =

∫
Ω
|∇w|2 =

∫
Ω

Tr{∇wT ∇w}dV. (7)

Previously, Ottino [9] defined a stretching mixing rates as

dL
dt

=

∫
Ω

Tr
(
ΦT Φ

)
dV, (8)

where Φ = 1
2

(
∇w+(∇w)T

)
.

Defining Ψ= 1
2

(
∇w− (∇w)T

)
, then, the mixing estimation

parameter in [10], which mainly reflects the extent of mixing
caused by vortices, can be rewritten in the following form

dΛ
dt

=

∫
Ω

Tr
(
ΨT Ψ

)
dV. (9)

It is obvious that (7) is the sum of (8) and (9):

M(w) =

∫
Ω
|∇w|2dV =

∫
Ω

Tr
(
ΦT Φ

)
dV +

∫
Ω

Tr
(
ΨT Ψ

)
dV

That is, the mixing index (7) describes the mixing caused by
both length stretching and folding induced by perturbations.

The proposed mixing enhancement scheme uses electric
field to induce perturbations to the boundary layer. Fluid
stretching and vortices account for most of the mixing caused
by the perturbations. Therefore, the new mixing index can
be used to describe the extent of the mixing caused by the
perturbation in the circumstance of this paper. It is worth
pointing out that this mixing index describes the mixing
enhancement due to the perturbation caused by EOF and it
does not reflect mixing inherent in the steady-state system
and related to the original velocity gradients and momentum
diffusion.

The control actuation of the proposed scheme is imple-
mented through a pair of fixed electrodes and this gives the
electric field a special distribution. This makes the proposed
methods distinct from the flow control scheme in the litera-
tures, for example, [12]. Based on aforementioned actuation
mechanism, the slip velocity

us =U(t) f (x), (10)
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where U(t) is the voltage applied to the electrodes, which is
generated from our control algorithm, and

f (x) =C1

[
x− l1

(x− l1)2 +C2
−

x− l2
(x− l2)2 +C2

]
describes the distribution of the electric field with the parame-
ters C1 =

εwζ

2μ ln
(

li,2−li,1−rc
rc

) , and C2 = (hm+rc+Δy)2. Here, rc is

the radius of electrodes, hm is the thickness of membrane and
Δy is the distance between the electrode and the membrane
outside. The other constants εw, ζ , μ are the permittivity, zeta
potential, viscosity, respectively. Define F =

∫ xl
0 f 2(x)dx, then

F =
∫ xl

0
C2

1

[
x− l1

(x− l1)2 +C2
−

x− l2
(x− l2)2 +C2

]2
dx

=C2
1

∫ xl

0

[
x− l1

(x− l1)2 +C2

]2
dx− 2C2

1

∫ xl

0

x− l1
(x− l1)2 +C2

×

x− l2
(x− l2)2 +C2

dx+C2
1

∫ xl

0

[
x− l2

(x− l2)2 +C2

]2
dx. (11)

Now, we calculate the term on the right side of
the equation (11) one by one. First we calculate
the first term on the right side of (11). From the
fact that

[
x−l1

(x−l1)2+C2

]2
=

[
Ax+B

(x−l1)2+C2

]′
+

[
Cx+D

(x−l1)2+C2

]
where A = − 1

2 , B = 1
2 l1, C = 0, D = 1

2 and ‘′’

means derivative, it follows that
∫ xl

0 C2
1

[
x−l1

(x−l1)2+C2

]2
=[

−1/2x+1/2
(x−l1)2+C2

]xl

0
+ 1

2
√

C2
arctan x

2
√

C2
|
xl−l1
−l1 = −

xl−1
2(xl−l1)2+2C2

−

1
2(l2

1+C2)
+ 1

2
√

C2
arctan xl−l1

2
√

C2
− 1

2
√

C2
arctan −l1

2
√

C2
. In the same

way, we have∫ xl

0

[
x− l2

(x− l2)2 +C2

]2
dx =

[
−1/2x+ 1/2
(x− l2)2 +C2

]xl

0

+
1

2
√

C2
arctan

x
2
√

C2
|
xl−l2
−l2

=−
xl − 1

2(xl − l2)2 + 2C2
−

1
2(l2

2 +C2)
+

1
2
√

C2
arctan

xl − l2
2
√

C2

−
1

2
√

C2
arctan

−l2
2
√

C2
.

The second term on the right side of (11) x−l1
(x−l1)2+C2

×
x−l2

(x−l2)2+C2
= Ax+B

(x−l1)2+C2
+ Cx+D

(x−l2)2+C2
where A = 0 and B, C, D

are the solution of the following linear equations⎡⎣2(l2 − l1) 1 1
l2
1 − l2

2 −2l2 −2l1
0 l2

2 +C2 l2
1 +C2

⎤⎦⎡⎣C
B
D

⎤⎦=

⎡⎣ 2
−2(l1 + l2)

2l1l2

⎤⎦ .

Then, we can calculate
∫ xl

0
x−l1

(x−l1)2+C2
× x−l2

(x−l2)2+C2
dx =

B√
C2

arctan x
2
√

C2
|
xl−l1
−l1 + C 1

2 ln[(x − l1)2 + C2]
xl
0 + (D −

Cl2) 1
C2

arctan x
2
√

C2
|
xl−l2
−l2 and thus F can be integrated

analytically. From the above calculation, we can see that if
the electrodes are installed, the distribution of the strength
of the external electric field has been determined and F is a

constant; i.e., the voltage is the only design variable of the
electric field.

Now, we define the main problem to be solved in this
section:

Problem A: The optimal feedback control problem is
defined as finding an appropriate U(t) for the control law
us(x, t) =U(t) f (x), to maximize the following cost functional

J(u) = lim
t→∞

[
E (w(t))+

∫ t

0

(
μ
ρ

M(w)+Γ(w(t))

−α
∫

Ω̄
u2

s (τ)dA−
μ2

4ρ2Fα

(∫
Ω̄

f (x)
∂wx
∂y

(τ)dA
)2

)
dτ

]
.

(12)

where Ω̄ is the surface y = 0, and α > 0 is a constant related
to the amplitude of U(t), which is used to adjust the applied
voltage.

In the cost functional (12), the first term describes the
perturbation kinetic energy of the flow; the second term is the
mixing index; the third term describes the stretching caused
by laminar flow and its definition is given in the Appendix
The rest two terms will be explained in the following.

The following theorem gives a solution to Problem A:
Theorem 1: Given a constant α > 0, the control law

U(t) =−
μ

2ραF

∫
Ω̄

f (x)
∂wx
∂y

dA (13)

solves Problem A. Also, the slip velocity

us(x, t) =−
μ

2ραF
f (x)

(∫
Ω̄

f (x)
∂wx
∂y

)
dA (14)

is the boundary condition on the lower wall of the channel in
the system (4) and (5).

The proof of this theorem is given in the Appendix.
Here, U(t) is a continuous signal. The amplitude of this

voltage signal is UA = ‖
μλ
2ρ

(∫
Ω̄ f (x) ∂wx

∂y

)
/F‖. Here, the for-

mula of U(t) is not an explicit function of time t but the
system dynamics behind ∂wx

∂y implies U(t) is a function of t.
The term ∂wx

∂y itself is a function of time. In the area close to
the membrane surface, the absolute perturbation velocity |wx|

decreases in y direction and hence the sign ∂wx
∂y is opposite to

that of wx. Since the output is fed back to the control input,
the output penalty works in conjunction with the input penalty
to minimize control effort.

III. SIMULATIONS AND MIXING MEASUREMENTS

In this section, the fluid dynamics of the EOF in a membrane
system are simulated using ANSYS CFX to validate the
efficacy of the control feedback approach; i.e., to test the effect
of mixing enhancement in the vicinity of the membrane.

In the simulation, we consider the 2D case and use a channel
with L = 0.11m and height h = 0.004m. The electrodes are
cylindrical and hm = 0.00025m, rc = 0.005m. The distance
between the two electrodes is 0.015m.

Because the purpose of the simulation is to validate the
mixing enhancement in the area adjacent to the membrane
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surface when the electric field is applied, we assume that the
membrane is impermeable. In our simulation, we also used
the following parameters for the system: hm = 0.00025m, μ =
0.001kg ·m−1 · s−1, ρ = 1000kg ·m−3, ζ = 0.02kg ·m2 · s−3 ·
A−1, rc = 0.005m, εw = 7.0832×10−10m−3 ·kg−1 ·s4 ·A2. The
feeding flow velocity to the channel is a typical velocity in
membrane systems used in water treatment, W̄x = 0.14m · s−1.
In our simulation, the constant is selected as α = 0.008, the
Reynolds number of the flow is 280, and the step time is
10−5s.

To give the system an initial perturbation, we first apply
an oscillating voltage to the system, and then run the CFD
simulation using the feedback control law given in this paper.
The feedback is calculated using (13). As shown in Fig. 2, the
simulation results show that the feedback oscillates around
zero over time. The mixing extent caused by the electric field
is measured by M(w), which is the integral of spatial gradients
of the perturbation velocity field over Ω. As the electric field is
the only perturbation in the channel, Ω is selected as to contain
all the perturbations in the channel. Fig. 3 shows the mixing
effect of the mixing enhancement scheme, in comparison with
case without electric field (M(w) = 0). The mixing index has
a scale of 10−6) in Fig. 3. This is because the system itself has
a scale of 10−6. As shown in Fig. 3, the mixing index also has
oscillating features and this shows that the mixing is caused
by the input voltage. Therefore, this illustrates the efficacy of
the proposed mixing enhancement scheme and control law.
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Fig. 2. The feedback control signal of the closed-loop system.

IV. CONCLUSION

This paper has proposed a method for mixing enhancement
in the vicinity of the membrane surface and increasing the
productivity of the membrane system. A new mixing index
has been defined and incorporated into the cost functional of
an optimal control problem. This paper uses the integral of
an electric field distribution function to handle the actuation
problem due to fixed electric field distribution and distributive
slip velocity. An optimal control problem has been defined
in this paper and the control law given in this paper solves
this optimal problem and maximizes the cost functional. A
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Fig. 3. The mixing index value when the control law (13) is applied to the
system.

CFD simulation has been used to demonstrate the effect of
the control law on mixing in the vicinity area adjacent to
the membrane and has illustrated the efficacy of the proposed
method. It also illustrates that the control law gives the desired
waveform for such applications.

APPENDIX

A. Proof of Theorem 1:
The proof includes two parts: calculating the derivative

of turbulent kinetic energy and verifying that the control
maximizes the cost functional (12). We first consider the time
derivative of the perturbation kinetic energy

β =
d
dt

E(w) =
∫

Ω

∂w
∂ t

·wdV

=−

∫
Ω

((
W̄ ·∇

)
w+(w ·∇)W̄

)
·wdV −

∫
Ω
(w ·∇)w ·wdV

−

∫
Ω

1
ρ

∇p ·wdV +
∫

Ω

μ
ρ

Δw ·wdV. (15)

Now, we consider the terms on the right side one by one.

−

∫
Ω
(w ·∇)w ·wdV =−

1
2

∫
Ω

∇(w ·w)wdV

=−
1
2

∫
Ω

div((w ·w)w) =−
1
2

∫
∂Ω

[(w ·w)w] ·ndA.

On the surfaces x = x0,x = xl and y = δ , w = [wx;wy] = 0.
This results that [(w ·w)w] = 0. As w is perpendicular to n on
the surface y = 0, the right side of the above equality is equal
to zero. Therefore, −

∫
Ω (w ·∇)w ·wdV = 0.

By the divergence theorem of Gauss, − 1
ρ

∫
Ω ∇p · wdV =

− 1
ρ

∫
Ω div(pw)dV = − 1

ρ
∫

∂Ω pw ·ndA. As w = 0 on the sur-
faces x = x0,x = xl and y = δ and the fact that w ·n = 0 on
the surface y = 0, we have − 1

ρ
∫

Ω ∇p ·wdV = 0.
Consider the fourth term on the right side of (15). Using the

Einstein summation notation,
∫

Ω
μ
ρ Δw ·wdV =−2∇wi ·∇wi −

wi(Δwi)]dV = μ
ρ

∫
Ω

1
2 Δ(wiwi)dV −

μ
ρ

∫
Ω |∇w|2dV .

The term 1
2

μ
ρ

∫
Ω Δ(wiwi)dV = 1

2
μ
ρ

∫
∂Ω(∇|w|2) ·ndA. On ∂Ω,

as w= 0 on the surfaces x= x0,x = xl and y= δ , we only need
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to consider the surface y= 0 where n =− j. From the fact that
wy|y=0 = 0, it follows that

1
2

μ
ρ

∫
Ω

Δ(wiwi)dV

=−
1
2

μ
ρ

∫ zr

0

∫ xl

x0
2
(

wx
∂wx
∂y

+wy
∂wy

∂y

)
y=0

dxdz

=−
μ
ρ

∫ zr

0

∫ xl

x0

(
wx

∂wx
∂y

)
y=0

dxdz.

Let Γ=
∫

Ω ((W̄ ·∇)w+(w ·∇)W̄ ) ·wdV . Consider that W̄y =
∂W̄y
∂y =

∂W̄y
∂x = 0 and our problem is two dimensional, we have

Γ(w) =

∫
Ω

(
W̄x

∂wx
∂x

wx +W̄x
∂wy

∂x
wy +wy

∂W̄x
∂y

wx

)
dV.

Then, we can conclude that
dE(w(t))

dt
=−Γ(w)−

μ
ρ

∫ zr

0

∫ l

0
wx

∂wx
∂y

|y=0dxdz−
μ
ρ

M(w).

Now, we substitute this result into the cost functional (12)
and prove that the control law (13) maximizes this cost
functional.

1
2

μ
ρ

∫
Ω

Δ(wiwi)dV

=−
1
2

μ
ρ

∫ zr

0

∫ xl

x0
2
(

wx
∂wx
∂y

+wy
∂wy

∂y

)
y=0

dxdz

=−
μ
ρ

∫ zr

0

∫ xl

x0

(
wx

∂wx
∂y

)
y=0

dxdz.

Let Γ=
∫

Ω ((W̄ ·∇)w+(w ·∇)W̄ ) ·wdV . Consider that W̄y =
∂W̄y
∂y =

∂W̄y
∂x = 0 and our problem is two dimensional, we have

Γ(w) =

∫
Ω

(
W̄x

∂wx

∂x
wx +W̄x

∂wy

∂x
wy +wy

∂W̄x

∂y
wx

)
dV.

Then, we can conclude that
dE(w(t))

dt
=−Γ(w)−

μ
ρ

∫ zr

0

∫ l

0
wx

∂wx
∂y

|y=0dxdz−
μ
ρ

M(w).

Now, we substitute this result into the cost functional (12)
and prove that the control law (13) maximizes this cost
functional.

J(us) = lim
t→∞

[
E (w(t))+

∫ t

0

(
−

dE (w(t))
dτ

−Γ(w(t))

−
μ
ρ

∫
Ω̄

us
∂wx
∂y

|y=0dA+Γ(w(t))−α
∫

Ω̄
u2

s (τ)dA

−
μ2

4ρ2Fα

(∫
Ω̄

f (x)
∂wx
∂y

(τ)|y=0dA
))2

dτ

]

= E (w(0))+ lim
t→∞

[∫ t

0

∫
Ω̄

(
−

μ
ρ

us(τ)
∂wx
∂y

|y=0dA

−α
∫

Ω̄
u2

s (τ)dA

−
μ2

4ρ2Fα

(∫
Ω̄

f (x)
∂wx
∂y

(τ)|y=0

)
dA

)2

dτ

]
.

Furthermore, we have

J(us) = E (w(0))+ lim
t→∞

[∫ t

0

(
μ
ρ

∫
Ω̄
−U(t) f (x)

∂wx
∂y

|y=0dA

−αU(t)2F −
μ2

4ρ2Fα

(∫
Ω̄

f (x)
∂wx

∂y
(τ)|y=0dA

)2
)

dτ

]

= E (w(0))+ lim
t→∞

αF
∫ t

0

[
−

U(t)
αF

(
μ
ρ

∫
Ω̄

f (x)
∂wx

∂y
|y=0

)
dA

−U(t)2 −
μ2

4ρ2α2F2

(∫
Ω̄

f (x)
∂wx

∂y
(τ)|y=0dA

)2
]

dτ

= E (w(0))

− lim
t→∞

F
∫ t

0

(
U(t)+

μ
ρ

1
2αF

∫
Ω̄

f (x)
∂wx

∂y
|y=0dA

)2
dτ. (16)

When U(t) =−
μ

2ραF
∫

Ω̄ f (x) ∂wx
∂y |y=0dA, the integral in (16)

is zero. Then, the maximum of (12) is achieved. Therefore,
(14) holds. This completes the proof. �
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Abstract—Automatic control of fuel cell stacks (FCS) using non-
adaptive and adaptive radial basis function (RBF) neural 
network methods are investigated in this paper. The neural 
network RBF inverse model is used to estimate the compressor 
voltage for fuel cell stack control at different current demands, 
reduction in the compressor gain (30% and 20%) and manifold 
leak (15%) in order to prevent the oxygen starvation. A PID 
controller is used in the feedback to adjust the difference between 
the requested and the actual oxygen ratio by compensating the 
neural network inverse model output. This method is designed 
and conducted in three stages, starting with the collection of data 
from the available fuel cell stack model and finished with the non 
adaptive and adaptive RBF neural network control. RBF neural 
networks with the K-means and P-nearest Neighbour’s training 
algorithms are used for the investigation. Furthermore, the RBF 
inverse model is made adaptive to cope with the significant 
parameter uncertainty, disturbances and environment changes. 
Simulation results show the effectiveness of the adaptive control 
strategy. 

Keywords-Fuel cell stacks; Non-adaptive; Adaptive; Radial 
Basis Function Neural Network; Feed-forward; Feedback oxygen 
starvation. 

I. INTRODUCTION 

Burning current natural sources causes many environment 
problems today. A lot of harmful gases, such as CO2, rise in the 
environment as a result of burning fossil fuels and destructs the 
ozone layer, which leads to climatic change and what is known 
as the greenhouse effect. To recover this problem, the world 
has been looking for energy sources that are clean and safe on 
the environment. Fuel cells are a kind of clean and safe energy 
source on the environment. Polymer electrolyte membrane 
(PEM) fuel cells emerge as one of the most clean and 
promising alternatives to reduce fossil fuel dependency [1]. In 
the last years many researchers have presented some methods 
to control the fuel cell stacks, in order to prevent the oxygen 
starvation and improve the fuel cell control, which are now 
reviewed. Sedighizadeh M. [2] discussed the application of 
wavelet networks in the implementation of adaptive controllers 
for PEMFC’s. Jiang Z. et al. [3] presented an adaptive control 
strategy for active power sharing in the hybrid power source. 
This control strategy is able to adjust the output current set-
point of the fuel cell according to the state of the charge (or 
voltage) of the battery. An adaptive MPPT controller using the 

extrermum-seeking algorithm [4] is used to automatically keep 
the fuel cell working at maximum power point (MPP) all the 
time. Fiacchini M. et al. [5] is presented an adaptive control 
scheme for the safe operation of a fuel cell system. In 
particular, the aim of control action is to avoid that the oxygen 
ratio reaches dangerous values. In this paper adaptive and non-
adaptive control methods are implemented to achieve better 
control for the fuel cell breathing. Furthermore, in this paper, 
we first explain the fuel cell working principles followed by 
description of the dynamic model of fuel cell stacks. We then 
formulate the RBF adaptive and non adaptive model. Finally 
we demonstrate simulation results for the fuel cell control with 
adaptive and non adaptive controllers. 

II. FUEL CELL DYNAMICS

A. Fuel Cell Working and prenceples  
Fuel cells consume a hydrogen fuel (on the anode side) and 

oxygen (on the cathode side) and produce electric energy with 
water and some heat through a chemical reaction [1], to satisfy 
different power requirements (Fig. 1). Generally, the reactants 
flow in and reaction products flow out while the electrolyte 
remains in the cell. Fuel cells differ from batteries in that they 
do not need recharging, they operate quietly and efficiently, 
and when hydrogen is used as fuel they generate only electric 
power and drinking water. So, they are called zero emission 
engines. William Grove discovered the basic operating 
principle of fuel cells by reversing water in 1839 [6].  In 
particular, proton exchange membrane fuel cells (PEM-FCs), 
also known as polymer electrolyte membrane fuel cells, are 
considered to be more developed than other fuel cells 
technologies, because they have high power density, solid 
electrolyte, operate at low temperature, long cell and stack life 
and low corrosion [6]. The PEM-FC takes its name from the 
special plastic membrane used as the electrolyte. This 
membrane electrode assembly (MEA), not thicker than a few 
hundred microns, is the heart of a PEM-FC and, when supplied 
with fuel and air, generates electric power at cell voltages 
around 0.7 Volt and power densities of up to about 1 W/cm 
electrode area. Fig. 2 shows a schematic of a PEM-FCS and 
MEA. The MEA is typically located between a pair of current 
collector plates (platinum-impregnated porous electrodes) with 
machined flow fields for distributing fuel and oxidant to the  
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anode and cathode, respectively. A water jacket for cooling is 
often placed at the back of each reactant flow field followed by 
a metallic current collector plate. The cell can also contain a 
humidification section for the reactant gases, which are kept 
close to their saturation level in order to prevent dehydration of 
the membrane electrolyte. Many FCs are connected electrically 
in series (Fig. 2) to form an FC stack (FCS).  

B. Fuel Cell Stack Model 
 The fuel cell stack (FCS) model simulated in this paper 
consists of four interacting sub-models (Fig. 3) which are the 
stack voltage, the anode flow, the cathode flow, and the 
membrane hydration models [6]. The voltage model contains 
an equation to calculate stack voltage based on fuel cell 
temperature, pressure, reactant gas partial pressures and 
membrane humidity, in summary, the fuel cell voltage E is 
given by   

)1(
2
1)(51043085)29815(31085.02229.1 22 OHf ppfcTcTE -/>-//>/.

where, Tfc is the fuel cell temperature in Kelvin, pH2 and pO2
are the partial pressures of hydrogen and oxygen respectively, 
details in [1,6]. In this model the stack temperature is assumed 
to be constant at 80oC. The model which is used in our 
investigations is given in [6]. The FCS Simulink model is 
created in Matlab 6.5.  

Figure 3.  Simulink model of integrated PEM fuel cell

III. FEED-FORWARD CONTROL DESIGN BASED ON
NN

A. NN Inverse Model 
The radial basis function neural network (RBFNN) has an 

ability to model any non-linear function. However, this kind of 
neural network can need many nodes to achieve the required 
approximating properties [7]. The first step in the fuel cell 
modelling is the generation of a suitable training data set. The 
accuracy of the neural network modelling performance will be 
influenced by the training data. In the fuel cell stack data 
collection, the training data must be representative fuel cell 
behavior in order to analyze the performance of RBF fuel cell 
models in practical operating conditions. This means that input 
and output signals should sufficiently cover the region in which 
the system is going to be controlled [8]. As shown in Fig. 3, the 
fuel cell stack used for this research has to inputs compressor 
voltage vcm and the load current Ist, has three outputs (stack 
voltage SV, net power NP and oxygen ratio y=O2). A set of 
random amplitude signals (RAS) were designed (0~3000 
samples) for the fuel cell current load demand (Ist) and the 
compressor voltage (vcm) to obtain a representative set of input 
data. The RASs of the current load demand and fuel cell 
compressor voltage were bounded between 100 and 300 
Ampere for the current and between 100 and 235 volts for the
compressor voltage see table I. Appling these two random 
input signals on the fuel cell model produces three outputs 
which are oxygen ratio (y), stack voltage (SV) and net power 
(NP) see table II and Fig. 4.

TABLE I.  RAS INPUTS SIGNAL FOR cmv̂ MODELLING 

Parameters Minimum Maximum

vcm 100 Volts 235 Volts
Ist 100 300

TABLE II.  OUTPUTS SIGNAL FOR cmv̂ MODELLING 

Parameters Minimum Maximum
y=O2 0.7051 5.24
SV 112.64 Volts 282.79 Volts
PN 3850 6630

901



0 50 100 150 200 250 300
0

2

4

6

Sample

O
xy

ge
n 

Ra
tio

 (Y
O

2)

0 50 100 150 200 250 300
0

2

4

6

8
x 10

4

Sample

Ne
t P

ow
er

 (N
P)

0 50 100 150 200 250 300
100

150

200

250

300

Sample

St
ac

k 
vo

lta
ge

 (S
V)

Figure 4.  Fuel cell stack parameters output after applied RAS of  Ist & vcm

For RBF neural network training, the K-means algorithm 
is used to choose the centers, ρ-nearast neighbor algorithm 
decides the widths and the recursive training algorithm [9] 
calculates the weights for the output layer. Here, a RBFNN 
based inverse model is used to predict the compressor voltage 

)(ˆ kcmv which is the manipulated variable in the next sample 
time.The RBFNN block diagram is illustrated in Fig. 5, where 
the RBFNN input at sample k is a vector x(k) it also given by 
the following equation: 

)2()]3()2()1(

)1()1()()1()1([)(

TkPNkPNkPN

kSVkstIkstIkykcmvkx

///

////.

The neural network output is: 

)3()]3()2()1()1(

)1()()1()1([)(ˆ

////

///.
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Figure 5.  The RBFNN block diagram with Input variables

where g(.) is the nonlinear neural network function and )(ˆ kcmv

is the estimated compressor voltage. In order to train this neural 
network model, RASs were applied to the two fuel cell stack 
inputs Ist and vcm and data for the fuel cell were collected for 
O2, SV and PN at each sample time. The raw data were scaled 
using the following equation before training: 

],1[
)}(min{)}(max{

)}(min{)()( Ni
ixix

ixkxkxscale 3
/

/
.

The training data set with 2000 samples are used to train the 
RBFNN model. Then, the test set with 1000 is applied to the 
trained model and the model output prediction results are 
displayed in Fig. 6. The mean absolute error (MAE) is used to 
evaluate the modelling and control performance in this 
research, which is given by the following equation: 

)5()(1
1

)()(ˆ1
1

�
.

.� /.
.

N

kcmcm ke
N

N
k

kvkvNMAE

 
where )(ˆ kcmv is the prediction by the inverse neural 

network model and vcm is the compressor voltage. The )(ˆ kcmv

in Fig. 6 is the normalized value and the MAE is 0.0142. The 
output of the neural network is nearly equal to the actual 
compressor voltage input.  This is because y(k-1), which can be 
calculated online at sample time k, was also used to predict the 
value of compressor voltage ).(ˆ kcmv  Also this inverse 
RBFNN model can predict the required )(ˆ kcmv for one sample 
step. The )(ˆ kcmv can be calculated according to (3). 

B. Non-Adaptive FF and FB Control Scheme  
The RBFNN-based non-adaptive feed-forward with 

feedback control system structure in our implementation is 
shown in Fig. 7. After trained the RBFNN inverse model and 
we got satisfy results. So, all the Recursive Least Square 
parameters (w(0),μ and ρ(0) will be saved in order to use them 
in non-adaptive and adaptive feed-forward controllers, then we 
will use this model in the feed-forward path to predict the 
scaled compressor voltage )(ˆ kcmv  and is given by (6). 

wv Tkcm >.M)(ˆ    (6)

 So, to get the non scaled compressor voltage the (7) should 
be applied: 
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Figure 6.  vcm Validation data for RBFNN model MAE (Mean Absolute 
Errors=0.0142)
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)minmax)(ˆmin)( cmcmcmcmcm vvkvvv k /--. (7)

On the other hand, to enhance the performance in steady 
state, the PID controller is added to form the feedback 
controller. In this case the activating compressor voltage is the 
sum of two controller outputs variables, one is from the RBF 
based feed-forward neural network controller, the other from 
the feedback PID controller. The current demand changing 
during the control is shown in Fig. 8. The following digital PID 
controller equation is used in [9]: 
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After fine tuning, the PID controller that is used here with RBF 
based neural network controller for oxygen ratio regulation is  

)9()2(102.2)1(45)(585)1(2ˆ 4)( />//-/. / kekekekycmv k

Here the sampling time is chosen to be 0.1sec. The measured 
oxygen ratio with time delay is the feedback signal of system. 

C. Adaptive FF and FB Control Scheme 
The different of the strategy of adaptive RBFNN based FF 

control of oxygen ratio is the widths and the weights will be 
updated at each sample time. The RBF-NN based adaptive 
feed-forward and feedback control system structure is 
illustrated in Fig. 9. After training the RBFNN inverse model 
and we got satisfy good match. The PID controller is added to 
form the feedback control as discussed in the non-adaptive 
control. 
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Figure 7.  RBFNN FF and PID controller on the FCs
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Figure 8.  Fuel cell current demand changing during the control
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Figure 9.  RBFNN FF and PID Controller on the Fuel Cell Stack

IV. SIMULATION RESULTS
The output responses simulation of the oxygen ratio for 

non-adaptive and adaptive RBFNN feed-forward control for 
fuel cell stack are illustrated in fig. 10 and 11, the significant a 
difference can be seen between the performances of the two 
controllers. The tracking MAE of oxygen for non-adaptive and 
adaptive are 0.0045 and 0.0036 respectively. 

A. Control Performance with 30% and 20%  Reduction in 
the Compressor Gain 
The compressor is a machine to press the air inside the 

cathode but in some cases there are some problems associated 
with the compressor, which leads to reduce efficiency of the 
compressor. 
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Figure 10.  Simulation Result of Non-Adaptive RBF-Based FF & FB Control 
on FCS Oxygen Ratio
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Figure 11.  Simulation Result of Adaptive RBF-Based FF & FB Control on 
FCS Oxygen Ratio
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Figure 12.  FCS Compressor Efficiency Fault Simulation
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Figure 13.  Simulation Result of Non-Adaptive FF and FB Controller on O2
with 30~ 20% Reduction in Compressor Gain
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Figure 14.  Simulation of Adaptive FF and FB Control on O2 Ration With 
30~20% Reduction In Compressor Gain

So, it needs regular maintenance because it contains gears and 
movement parts with oil circulation. When there is a problem 
in any part will affect on the efficiency of the compressor. The 
adaptive and non-adaptive RBFNN feed-forward controllers 
are evaluated with the current signal demand (Fig. 8) and the 
compressor gain reduction (Fig. 12). After reducing the 
compressor gain by 30% and 20% respectively, which will 
decrease the value of O2 flow into the FCS port, the non-
adaptive RBFNN model has a little capability to deal with this 
problem because it cannot retune itself according to this error, 
as a result it can’t overcome this change and its MAE is 0.0083 
(Fig. 13). However the adaptive RBF has the capability to 
retune itself to cope this situation and hence, achieves an 
improved control performance with a mean absolute error of 
0.0075 (Fig. 14).

B. Control Performance with Compressor Gain Reduction 
and Manifold Leak 

Manifold leak is called component fault and to represent the 
air leakage fault, the manifold pressure equation in [6] is 
modified to (10): 

LWW
dt

dm
smcp

sm I//.     (10) 

Where, Wcp is the inlet mass flow (compressor flow), Wsm is 
the supply manifold outlet mass flow and the added term ΔL is 
used to simulate the leakage from the supply air manifold, 
which decrease the air outflow from the manifold. ΔL =0
represents no air leak in the intake manifold. The air leakage 
level is simulated as 15% of total air intake in manifold as 
shown in Fig.15, and was simulated by changing the Simulink 
model of the FCS. From the oxygen ratio output shown in Fig. 
16, the performance of non adaptive RBF FFC is acceptable 
and the MAE is 0.0126%. However, the performance of the 
adaptive RBF FFC as shown in Fig. 17 is better than the non 
adaptive. The adaptive RBF FFC can handle the manifold leak 
and therefore, achieves an improved control performance with 
mean MAE equal to 0.0090.  

0 5 10 15 20 25 30
0.8

0.85

0.9

0.95

1

1.05

1.1

Time(Sec)

M
an

ifo
ld 

Le
ak

  

Figure 15.  Manifold leak error simulate 
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Figure 16.  Oxygen ratio control result of the non adaptive RBF FFC with 
compressor gain reduction and leak 
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Figure 17.  Oxygen ratio control result of the adaptive RBF FFC with 
compressor gain reduction and leak 
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TABLE III.  EVALUATED

Type of control method Mean Absolute Error MAE
Non-adaptive RBFNN Control+PID 
controller 0.0045

Adaptive RBFNN +PID controller 0.0036

Non-adaptive RBFNN Control+PID 
controller with compressor gain reduction 
30% and 20%

0.0087

Adaptive RBFNN Control+PID controller 
with compressor gain reduction 30% and 
20%

0.0075

Non adaptive RBFNN Control+PID 
controller with compressor gain reduction 
30% and 20% and the manifold leak 15%

0.0126

Adaptive RBFNN Control+PID controller 
with compressor gain reduction 30% and 
20% and the manifold leak 15%

0.0090
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Figure 18.  Comparing Adaptive and Non-Adaptive Control Performance 
when there is gain reduction
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Figure 19.  Comparing Adaptive and Non-Adaptive Control Performance 
when there are gain reduction and manifold leak

V. DISCUSSION

From the Fig. 10 and 11 and the table III, when there is no 
reduction in the compressor gain, the RBFNN adaptive can 
give good performance than non-adaptive FFC with MAE 
equal to 0.0036 and 0.0045 respectively. However, reducing 
the compressor gain by 30% and 20% respectively, which will 
decrease the value of O2 flow into the FCS port, the non-
adaptive RBF controller has little capacity to deal with this 
situation because it was trained off-line and is fixed. As result 
it was unable to cope with an environment change see Fig. 13.
However, the adaptive RBFNN can adjust the compressor 
voltage according to the real-time condition of the FCS and 
compensate for the influence of this system error after several 
sample times see Fig. 14. Fig. 18 show the comparison on 
oxygen ratio rates between Fig. 13 and 14. After that, the 

performance of the non adaptive and adaptive RBF FFC is 
evaluated with manifold leak Fig. 15 additional to current 
disturbance Fig. 8 and compressor gain reduction Fig. 12, the 
simulation results are as given in Fig. 16 and 17.  The adaptive 
performance also, has more capacity to overcome the 
environmental change than the non adaptive because it was 
trained on-line according to the error see table III and Fig. 19.

VI. CONCLUSION AND FUTURE WORK 
This paper presents an adaptive and non-adaptive RBF 

control strategy to estimate the compressor voltage for fuel cell 
stack control to prevent fuel cell oxygen starvation and 
compressor surge during rapid load demands, gain reduction 
(30% and 20%) and manifold leak 15%. APID controller is 
used in the feedback to adjust the difference between the 
requested and the actual oxygen ratio by compensating the 
neural network inverse model output. When there is no 
reduction in the compressor gain the control strategy can adjust 
the compressor voltage of the fuel cell according to the current 
demand. From the other hand, when there is reduction (30% 
and 20%) in the compressor gain and 15% manifold leak. The 
non-adaptive RBF controller less ability than adaptive RBF 
controller because the adaptive was trained off-line, as a result 
it was unable to cope with an environmental changes.
Furthermore, the adaptive RBFNN is able to adjust the 
compressor voltage to adapt to the real-time condition of the 
FCS and compensate for the influence of this system error after 
several sample times. The simulation results show the 
effectiveness of the adaptive control strategy.  
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Abstract—The orthogonal Procrustes problem (OPP) deals
with matrix approximations. The solution of this problem gives
an orthogonal matrix to best transform one data matrix to
another, in a Frobenius norm sense. In this work, we use
semidefinite relaxation (SDR) to find the solutions of different
OPP formulations. For the standard problem formulation, this
approach yields an exact solution, i.e. no relaxation gap. We
also address uncertainties in the data matrices and formulate a
min-max robust problem. The robust problem, being non-convex,
turns out to be a difficult optimization problem; however, it
is relatively straight forward to approximate it into a convex
optimization problem using SDR. Our preliminary results on
robust problem show that the solution of the relaxed uncertain
problem does not guarantee zero relaxation gap, and as a result,
we cannot always find a solution, which satisfies the orthogonality
constraint. In such cases we use orthogonalization, which gives
the nearest orthogonal matrix from the SDR based solution.
All these relaxed formulations, can be easily converted into a
semidefinite program (SDP), for which polynomial time efficient
algorithms exists. For the nominal problems, the presented
approach may not be computationally efficient than other existing
methods. In this work, our main contribution is to demonstrate
that the SDR approach provides a unified framework to solve
not only the standard OPP but can also solve the problems
with uncertainties in the data matrices, which other existing
approaches cannot handle.

I. INTRODUCTION

Orthogonal Procrustes problem (OPP) is a well known
mathematical problem [1], [2]. It deals with finding a geomet-
rical transformation that involves rotations or reflections with
orthogonality constraint. In simple words, given two arbitrary
real matrices A and B of the same dimension, OPP finds an
orthogonal matrix X , which can best transform one matrix to
the other, such that the Frobenius norm of the error AX −B
is minimized. There are many formulations of this problem,
which can address rotations, reflections and translations hav-
ing applications in various areas, such as image processing,
computer vision, statistics, satellites and aerospace. In this
work, we are mainly interested in the formulations, which can
address rotations and reflections.

In image processing and machine learning, OPP is used
in pose estimation, which involves estimation of a camera
or some object position and orientation, either relative to a
model reference frame, or at a previous time using a camera
or a range sensor [3]. This application involves both rotation

and translation. In satellites and aerospace applications, OPP
is used for rigid body attitude determination and involve only
rotations. In these applications, information of some vector
quantities, such as the earth magnetic field, sun and star
direction, object position, is obtained from both a sensor and
a mathematical model to estimate the rigid body attitude.
In statistics, OPP is used for principal component analysis,
which is a mathematical procedure that uses an orthogonal
transformation to convert a set of observations of possibly
correlated variables into a set of values of linearly uncorrelated
variables called principal components. For other variants of the
Procrustes problems and their applications, please see [2].

Many solutions of the OPP exist in literature, suiting differ-
ent applications. One mostly used solution of the orthogonal
Procrustes problem is based on the singular values decom-
position (SVD) [1], [4]. Different variants of the SVD based
solutions are used in many applications. Few customized algo-
rithms were also developed to meet some application specific
requirements. For example, different solutions proposed for the
Wahba problem [5], which is a subclass of OPP for rotations,
and used in satellite attitude determination. Although, some
proposed algorithms are based on the SVD approach [6], most
of the algorithms used in practical applications are based on
customized solutions for high computational speed, such as
QUEST [7], ESOQ, ESOQ2 [8], [9].

Semidefinite relaxation (SDR) is considered a powerful and
computationally efficient approximation technique for difficult
optimization problems [10], such as non-convex and robust
problems with quadratic cost and constraints. In this work, we
demonstrate that this relaxation approach provides a unified
framework to solve different formulations of the Procrustes
problem and some of its more sophisticated extensions. We
present SDR based convex formulations for the standard OPP
and its variant for rotations, which needs to deal with the
additional nonlinear constraint of det(X) = 1. The relaxed for-
mulations, however, result in no gap, giving an exact solution
for the nominal problems. We also show that the SDR frame-
work is much more general and can handle many extensions
of this problem, which the other existing approaches cannot
deal with. In this regard, our main contribution is to use the
relaxation approach for the OPP with uncertain data matrices,
which is a comparatively less addressed topic because of its
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mathematical complexity [11], [12]. We formulate and solve a
relaxed version of the robust min-max problem. For the relaxed
robust problem, the gap is not always zero. For such cases, we
present a method to extract the nearest possible solution from
the optimal, satisfying the constraints of the original problem.

The paper is organized as follows. In Section II, an orthog-
onal Procrustes problem is presented along with an existing
solution based on the singular value decomposition. The
application of the SDR is discussed in Section III, both for
the standard problem and its extension for rotations. Section
IV discusses the robust formulation and its solution. Section V
presents numerical simulations to support the presented results
and to show the effectiveness of the robust formulation.

Notation: For a matrix, A � 0 (A � 0) means that A is posi-
tive definite (semidefinite). The Frobenius norm of a matrix A
is ‖A‖F =

√
tr(AT A). In denotes the identity matrix of size n,

while 0n×m represents a matrix of n rows and m columns with
all zero entries. The set of singular value (eigenvalue) of a A is
represented by σ(A) (λ (A)). Operator diag(λ1,λ2, . . . ,λn) rep-
resents a matrix of size n×n, having only diagonal elements
λ1,λ2, . . . ,λn. Operator trace(A) is sum of all the diagonal
entries of a matrix A.

II. THE ORTHOGONAL PROCRUSTES PROBLEM

The orthogonal Procrustes problem (OPP) is mathematically
defined as

min
X

‖AX −B‖2
F

subject to XXT = I,
(1)

where A,B ∈ Rm×n are given data matrices, m ≥ n and
X ∈ Rn×n is the unknown orthogonal matrix, which be-
longs to an orthogonal group of order n, i.e. X =:{

X : XXT = I, det(X) = ±1
}

.
One important subclass of the orthogonal Procrustes prob-

lem includes an additional nonlinear constraint det(X) =
+1 (see, for example, Wahba problem [5]). This problem
deals specifically with rotations and has a wide range of
applications. In these applications, we are only interested
in X ∈ R3×3 i.e. the solution now belongs to SO(3), a
special orthogonal group of order 3, defined as X+ =:{

X : X ∈ R3×3, XXT = I, det(X) = +1
}

.
One can find many solutions of this problem in the literature.

Most solutions are generally application specific, satisfying
some special requirements, such as computational efficiency,
numerical stability. We will present here one existing ap-
proach, which is considered numerically the most robust, and
is based on the singular value decomposition (SVD) [1], [6].

A. An SVD based solution

To find an SVD based solution, first we write the objective
function of (1) as

‖AX −B‖2
F = tr

(
(AX −B)(AX −B)T )

= tr
(
AXXT AT +BBT −AXBT −BXT AT ) .

(2)

To simplify the expression, we use the constraint XXT = I in
(2) and write AXXT AT = AAT . Further, neglecting the constant

terms, i.e. AAT + BBT , we can write following maximization
problem, which is equivalent to (1) in its argument.

max
X

tr(BXT AT )

subject to XXT = I.
(3)

To solve this problem, we use the permutation property of the
trace operator [16] and write the cost function as

tr(BXT AT ) = tr(XT AT B),

= tr(XTUΣV T )

= tr(V T XTUΣ)

≤ tr(Σ) = ∑
i

σi.

(4)

Here UΣV T is the singular value decomposition of the term
AT B, where U,V are unitary matrices. The inequality in (4)
becomes an equality when V T XTU = I, i.e. X = UV T , which
is the required solution.

For problems with additional constraint det(X) = +1 (ro-
tations), to maximize (4), we use few properties of the
determinant operator [16] and write as

det(V T XTU) = det(UTV X)

= det(UTV )det(X)

= det(UTV ) = ±1.

(5)

If det(UTV ) = 1, the maximum is attained for V T XTU =
I, while if det(UTV ) = −1, the maximum is attained
for V T XTU = diag(1,1, . . . ,1,−1).

A unified solution for both problems can be given as

X = U diag(1,1, . . . ,det(UTV ))V T . (6)

III. A RELAXATION APPROACH FOR OPP

We addressed the orthogonal Procrustes problem (1) using
semi-definite relaxation approach [12], [13]. We will present
a relaxed formulation of the standard OPP (1) as well as the
OPP for rotations.

A. Relaxation of the standard OPP

To derive a semi-definite relaxation of the standard OPP,
we use (2) and simplify the expression using the constraint
XXT = I. By introducing a linear objective, we can write the
following optimization problem, which is equivalent to (1),

min
X ,M

tr(M)

subject to M−AAT −BBT +AXBT +BXT AT � 0,

XXT = I.

(7)

As the orthogonality constraint XXT = I is not convex, we
relax it to a convex quadratic inequality XXT � I. Using this
relaxation, we write an approximate problem, which has a
linear cost and linear matrix inequality constraints, as

min
X ,M

tr(M)

subject to M � 0,

X � 0,

(8)
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where M =

⎡⎣M +AXBT +BXT AT A B
AT I 0
BT 0 I

⎤⎦ and X =[
I X

XT I

]
are Schur complement [16] for the first and the

relaxed second constraint in (7).
We have the following result regarding the gap between the

original problem and its relaxation.
Theorem 1: There is no gap between problem (1) and its

relaxation (8) and the SDR solution of (8) is the optimal
solution of (1).

Proof: The proof is evident from (4). To elaborate this
point, assume that the gap between (1) and (8) is zero, i.e.
tr(M) = AAT + BBT − 2BXT AT . Now the minimum value of
tr(M) will be obtained when BXT AT is maximum. From (4),
we know that the maximum value of BXT AT is achieved when
X = UV T , where UV T is the singular value decomposition of
AT B and the obtained X satisfies the orthogonality constraint.
Hence, the solution of the SDR is obtained by pushing XXT

towards I, resulting in no gap between (8) and (1).

B. Relaxation of the OPP for rotations

The OPP formulation for rotations needs to handle the
additional nonlinear constraint det(X) = 1, which cannot be
directly handled in the SDR framework. The OPP for rotations
is of much interest from practical point of view for many
applications. In such applications, we are only interested in the
data matrices, where n = 3, e.g. applications such as finding
camera orientation or rigid body attitude. In such cases, the
rows of A and B represent information of same quantities
obtained from different sources.

One approach to handle rotation problem in the SDP frame-
work is proposed by [15]. We refer to [17, Proposition 4.1] for
more details. We present the main point in a simplified form.

Consider a symmetric matrix Z ∈ R4×4, then an exact SDP
representation of the convex hull of SO(3) is given by the
following expression, where the orthogonal matrix X ∈ SO(3)
is represented in terms of the elements of the matrix Z as

X(Z) =⎡⎣z11 + z22 − z33 − z44 2z23 −2z14 2z24 +2z13
2z23 +2z14 z11 − z22 + z33 − z44 2z34 −2z12
2z24 −2z13 2z34 +2z12 z11 − z22 − z33 + z44

⎤⎦ ,

(9)
if and only if the matrix Z satisfies the following constraints

Z � 0,

trace(Z) = 1.
(10)

In the above expression zi j = Z(i, j). To understand this fact,
consider that positive semidefinite 4× 4 matrices with both
trace and rank 1 are given as

Z =
1

a2 +b2 + c2 +d2

⎡⎢⎢⎣
a2 ab ac ad
ab b2 bc bd
ac bc c2 cd
ad bd cd d2

⎤⎥⎥⎦ . (11)

The image of this rank 1 matrix under the linear map (9)
is precisely the group SO(3) [17]. This parameterization is
known as the Cayley transform.

Now embedding the trace constraint, i.e. z11 + z22 + z33 +
z44 = 1 within the definition of Z, we can write an exact SDP
representation for the rotation problem as

min
Z,M

tr(M)

subject to M � 0,

Z � 0,

(12)

where

M =

⎡⎣M +AX(Z)BT +BX(Z)T AT A B
AT I 0
BT 0 I

⎤⎦ . (13)

The new X(Z) with embedded trace constraint is given as

X(Z) =

⎡⎣2z11 +2z22 −1 2z23 −2z14 2z24 +2z13
2z23 +2z14 2z11 +2z33 −1 2z34 −2z12
2z24 −2z13 2z34 +2z12 −2z22 −2z33 +1

⎤⎦ .

(14)
The solution of this problem gives Z satisfying the constraints
given in (10). This Z is then used to calculate X , which is the
optimal solution of the rotation problem. Later on, we will
make use of this transformation to solve the rotation problem
with data uncertainties.

IV. THE OPP WITH DATA UNCERTAINTIES

Depending upon application, the data matrices A and B are
generally obtained from different sources, e.g. some camera,
sensors, mathematical models. This input information has
always some sort of uncertainty, such as noise, sensor and
modelling errors. The level of uncertainty, however depends
upon the quality of measurement or mathematical modelling.
In some applications the level of uncertainty can be high.
It is a well known fact that these uncertainties can severely
affect the accuracy of the obtained solution. The error in
the solution will be large in the worst case uncertainties.
To overcome the issue of sensitivity of the solution to data
uncertainties, in this section, we will formulate and solve a
robust optimization problem. In the formulated robust min-
max problem, we obtain a solution, which could minimize
the chosen cost function under the worst case uncertainties.
The solution of the robust OPP gives better estimate of the
unknown matrix X , with large data uncertainties.

A. Uncertainty Representation in the Data Matrices

We consider the following data uncertainty structure:[
Ã B̃

]
=

[
A B

]
+EΔ

[
F1 F2

]
, (15)

where Ã and B̃ are uncertain data matrices, A and B represent
the nominal data, E,F1 and F2 are known matrices and Δ is
the uncertainty matrix such that ΔΔT � I.

Perturbation model of this form is common in robust esti-
mation, filtering and control [18], [19]. By a suitable selection
of E,F1,F2 and Δ, this model can represent both structured
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and unstructured uncertainty. For example, a norm-bounded
full Δ will represent unstructured uncertainty, while a norm-
bounded diagonal Δ with a suitable choice of other matrices
will represent structured uncertainty. The suitable choice of
E,F1 and F2 specify both the components of A and B affected
by the uncertainty Δ and also the amount of uncertainty, e.g.
as a percentage of input data.

In this work, we use this general uncertainty structure to
formulate the robust problem. The choice of the constant
matrices will define it to be structured or unstructured. Further,
we will consider a ball uncertainty, i.e. ΔΔT � I.

B. The Robust Problem

For the robust problem formulation, we will follow the min-
max approach, i.e. to minimize the objective function under
the worst case uncertainties. Using the uncertainty model (15),
we define the following robust problem:

min
X

max
Δ

∥∥ÃX − B̃
∥∥2

F

subject to XXT = I,

ΔΔT � I,

(16)

where Ã = A+EΔF1 and B̃ = B+EΔF2.
To solve the min-max problem, we use SDR approach,

following the same steps as used while solving the nominal
problem (8). The main challenge here is to handle uncertainty
in the max problem. By expanding the cost of (16), we get

J(X ,Δ) =‖ÃX − B̃‖2
F

= tr((A+EΔF1)XXT (A+EΔF1)T−
(A+EΔF1)X(B+EΔF2)T−
(B+EΔF2)XT (A+EΔF1)T +

(B+EΔF2)(B+EΔF2)T ).

(17)

The constraint XXT = I is used to further simplify the cost.
To transform this problem into a tractable LMI formulation,
we first replace the cost J(X ,Δ) in (17) with a linear objective
function trace(M), and write the following equivalent problem

min
X ,M, Δ

tr(M)

subject to M− J(X ,Δ) � 0 ∀ Δ : ΔΔT � I,

XXT = I.

(18)

We can further simplify the optimization problem by relaxing
the first constraint and making it independent of Δ. For this
we use following identity, where the left hand side is equal to
the right hand side:

M− J(X ,Δ) = λE(I −ΔΔT )ET +[
I EΔ

][M− Jn(X)−λEET T2(X)
(T2(X))T λ I − JΔ(X)

][
I

ΔT ET

]
(19)

where Jn(X),T2(X) and JΔ(X) are defined as

Jn(X) = AAT +BBT −AXBT −BXT AT ,

T2(X) = BXT FT
1 +AXFT

2 −AFT
1 −BFT

2 ,

JΔ(X) = F1FT
1 +F2FT

2 −F1XFT
2 −F2XT FT

1 .

Further we define the matrix in the second term on right hand
side of (19) as

T (M,X ,λ ) =
[

M− Jn(X)−λEET T2(X)
(T2(X))T λ I − JΔ(X)

]
. (20)

The right hand side of (19) is either zero or positive because
(I−ΔΔT )� 0 and we impose λ ≥ 0 and T � 0, ensuring that
M is an upper bound on J(X ,Δ). Finally we write a relaxation
of (16) as

min
X ,M,λ

tr(M)

subject to T (M,X ,λ ) � 0,

X � 0,

λ ≥ 0,

(21)

where X is the same as defined in (8).
Remark 1: Unlike Theorem 1, the gap between the robust

problem (16) and its semidefinite relaxation (21) is not nec-
essarily zero.
One possible reason of the non-zero gap may be that the
relaxed maximization for all Δ : ΔΔT � I, is achieved at an
X , which lies inside XXT = I, i.e. the obtained X does not
satisfy the orthogonality constraint of the original problem.

C. Orthogonalization of X

When the gap between the robust problem and its semidef-
inite relaxation is not zero, the X does not satisfy the or-
thogonality constraint. For such cases, we find the nearest
orthogonal X in the Frobeneous norm sense. Such an X can
be obtained by solving following optimization problem:

min
Xo

‖Xo −X‖2
F

subject to XoXT
o = I,

(22)

where Xo is the required orthogonal matrix. This problem is
same as the nominal Procrustes problem (1) with A = I and
B = X . The required matrix Xo = UxV T

x , where UxΣxV T
x = X

is the singular value decomposition of X .

D. Effect on the robust performance

It can be argued that Xo is not the optimal solution of
(21), however it may be considered a suitable solution of
(16), because this solution not only satisfies the orthogonality
constraint and also results in a minimum cost variation.
To evaluate this, let e1 = ÃXo − B̃ and e2 = ÃX − B̃, then
‖e1 − e2‖ = ‖Ã(Xo −X)‖ ≤ ‖Ã‖‖Xo −X‖. A minimum value
of ‖Xo −X‖ will ensure that orthogonal Xo will result in a
minimum cost variation from the SDR solution. However,
this new solution may not have the same properties from the
robustness perspective. Some analysis of the performance is
presented in the simulation section, however, the robustness
properties of Xo needs further analysis.
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E. Robust problem for rotations

Using the same transformation as discussed in Section III-B,
we can write the robust problem (21) for rotations as

min
Z,M,λ

tr(M)

subject to T (M,Z,λ ) � 0,

Z � 0,

λ ≥ 0,

(23)

where T (M,Z,λ ) is the same as (20) with X replaced by
X(Z).

However, it is observed that the proposed transformation
also does not always work for problems with uncertainties in
the data matrices. So for the cases where X is not orthogonal,
we still need to use orthogonalization as discussed above, to
obtain a solution of the rotation problem.

Finally, based on the numerical simulations performed for
the robust problem, we present following remark.

Remark 2: It is observed in the numerical simulations that
limiting the size of the maximum uncertainty in the robust
problem (21) can significantly reduce the number of cases,
where the solution X is not orthogonal. This observation also
applies for rotation OPP (23), where the number of cases
when rank(Z) 
= 1, reduce significantly, reducing the likelihood
of occurrence of the non-orthogonal X .

V. SIMULATION RESULTS

This section presents numerical simulations to evaluate the
performance of the presented relaxation approaches and to
support different discussions and results.

A. Analysis of the SDR for the standard OPP

Firstly, we compare the solution of (8) with the SVD
solution. For this comparison, we generate random A and
B matrices of the size 10 × 10 using MATLAB command
randn. Results of the simulation is given in Figure 1. The
plot compares and cost ‖AX−B‖2

F using both the SVD and the
SDR based solutions. Gap between the relaxed and the original
problem is also shown, which is zero, supporting Theorem 1.
The last subplot shows det(X), which is ±1 indicating that the
random problems are either rotations or reflections.

B. Analysis of the SDR for rotations OPP

The performance of the OPP for rotations is shown in Figure
2. First subplot presents the relaxation gap, which is zero,
validating the exactness of (12) for rotations. Other subplots
show some other parameters of the Z and X matrices. It can
be observed that the parameters, such as trace and rank of Z,
and determinant of X are as desired for all random cases.

C. Robust performance evaluation

In this section, we evaluate the performance of the solutions
obtained by solving the approximate formulations of the stan-
dard and the robust problems for a set of bounded uncertainties
in the input matrices. For this analysis, we considered a
structured uncertainty description with a suitable choice of
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Fig. 2. Analysis of the semidefinite relaxation of OPP for rotations (12).

E,F1, and F2 matrices. To obtained data for this test, first
we generated a random A matrix using MATLAB’s randn
command, and an orthogonal matrix X using orth command,
both in R3×3. Using this orthogonal matrix, we calculate the
matrix B. This A,B pair represents an exact data set, i.e.
matrix A can be exactly transformed to B using X . In this pair,
we added uniformly distributed random error within a range
of 30% of the size of the elements of the true matrices, to
obtain a data set with errors. We then solved both the nominal
problem (4) and the robust problem (21). A large number of
tests were performed by adding unifromly distrubuted random
error in the nominal data within the set uncertainty bounds.
The cost value was evaluated for both the nominal and the
robust solution. The histogram of the test results is given in
Figure 3, where x−axis represents the cost value, while y−axis
represents the frequency of occurrance of the tests. It can
be observed that the dispersion of the cost value using the
nominal solution is much larger than the robust solution. This
benefit is more obvious for the worst case scenarios. However,
for nominal cases the robust solution suffers from an offset as
compared to the nominal solution.
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D. Orthogonalization step

Lastly, we analyze the orthogonalization step and its effects
on the cost value. For the first point, we performed simulations
by varying maximum uncertainty level in the the nominal data
and plotted the number of cases (in percentage), which give an
orthogonal X . Results are shown in the first subplot of Figure
4. The analysis shows that the number of tests having orthog-
onal X increase significantly, when the size of the uncertainty
is small, supporting Remark 2. Further, we compare the cost
variation using the optimal solution of the approximate robust
problem (21) and its orthogonalized solution for 200 runs of
random data with within bounded uncertainty, showing that
the cost variation due to the orthogonalization is not much.

VI. CONCLUSIONS AND FUTURE WORK

We presented an approach based on semidefinite relaxations
to solve different formulations of the orthogonal Procrustes

problem. It was demonstrated that the relaxation of the nom-
inal problem results in no gap between the actual and the
relaxed problems. The SDR framework also allows to handle
uncertainties in the data matrices. It was further demonstrated
that while considering uncertainties, the gap is not neces-
sarily zero, which results in a solution not satisfying the
orthogonality constraint of the original problem. In such cases,
orthogonalization was proposed for the obtained solution.
However, there are some issues, which need further analysis.
In this regard, our future work may consider further study of
the relaxation gap with uncertainties. Moreover, some work
may be done on casting these problems in a standard SDP
framework and analyzing its computational complexity using
some efficient SDP algorithm.
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Abstract—Climate change concerns, increasing global energy
demand, coupled with limited supply of fossil fuels, calls for
development of new power source. Solar energy is a very
promising renewable energy source to moderate the growth of
energy demand. The combination of electrolyser and fuel cell
which use hydrogen as an energy carrier extends the utilisation
of the solar energy. For this integrated solar powered hydrogen
production, storage and utilisation system, one of the problems is
to develop an efficient control system to improve the performance
of the overall system. This paper presents a power management
strategy based on fuzzy logic technology to address such problem.
The target of this power management strategy is to meet the
power demand, to maximise the hydrogen production and to
minimise the usage of battery. Therefore, the overall system’s
efficiency will be increased and lifetime of the battery pack will
be extended. The numerical results based on real solar data for
a one year period shown that the proposed fuzzy logic controller
behaved as expected, it was able to meet the power demand and
to store the hydrogen when possible while maintain the battery’s
state of charge at desired level.

Keywords - Hydrogen production and storage, Renewable
energy, Power management, Fuzzy logic control

I. INTRODUCTION

The global energy demand is increasing rapidly. The con-
cerns of limited supply of conventional fossil fuels and the
emission of green house gases call for new solutions to this
energy problem. Renewable energy can be part of the solution
to provide clean and sustainable energy supply.

However, the inherent intermittency in most of the renew-
able sources causes problems for power-on-demand require-
ments. Hydrogen is considered to be a promising candidate as
an energy carrier to compensate this problem.

Renewable powered hydrogen production and utilisation
systems can be either standalone or grid connected. Over
the past few years, the development and application of such
systems has increased significantly. A large body of research
work addressed various topics for such systems, including
modelling, simulation, control and performance evaluation
[1]–[7].

A typical system normally consists of one or several
renewable power sources, such as photovoltaic (PV) array,
wind turbines, micro-hydro, geothermal, etc. An electrolyser
is used to convert excess energy to produce hydrogen as an

energy carrier. The fuel cell will be used as power source
to convert the chemical energy from hydrogen into electrical
energy when the power demand is higher than the supply of
renewable sources. Batteries or a battery pack are usually used
to maintain a constant DC bus voltage and to store or supply
short-term energy. The emphasis of such systems is not only
to improve the performance of existing hydrogen production,
storage and utilization technologies, but also to integrate var-
ious units effectively with renewable energy sources through
overall power management strategies [8].

Several researchers addressed power management strategy
(PMS) design and applications for such system. However,
from above examples [1]–[6], [9], [10], it can be seen that
for most of the reported PMS, the state of charge (SOC) level
of the battery is the main parameter that governs the operation
sequence of the electrolyser and the fuel cell. The start-up and
shut-down of the electrolyser and fuel cell is relied on the fixed
SOC limits. Reference [11] indicated that the two important
shortcomings for this type of algorithm are:

1) it did not take into consideration of the system’s state
except for the batteries’ SOC;

2) it did not allow the control of the production or con-
sumption of the hydrogen, which would help manage
the energy in the system.

The fuzzy logic (FL) controller developed by [11] deter-
mines the appropriate hydrogen production/consumption rate
as a function of the system’s power inputs and outputs and the
batteries’ SOC. However, the authors in [11] have not consid-
ered the system sizing that may lead to significant drop of
hydrogen storage level in 7-day period. Meanwhile, although
the battery SOC was maintained within a reasonable region
(i.e., between 40% and 60% as the results demonstrated), the
oscillation means that considerable amount of energy may be
wasted during charging and discharging process of the battery
pack.

This study focuses on developing PMS based on FL control
methodology for solar powered hydrogen production, storage
and utilisation system to improve the overall system’s effi-
ciency. The purpose of proposed FL controller is twofold, one
is to maximise the hydrogen production which is a function
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Fig. 1. System configuration of the solar powered hydrogen production,
storage and utilisation system

of the battery SOC and the difference of the power flow
between available solar power and load demand, the other
one is to minimise the usage of batteries. The entire system is
modelled with consideration of system sizing and systematic
modelling approach. Then the FL controller is designed in
order to achieve aforementioned control objectives. Finally,
performance of the overall control system is validated over a
one-year period using real solar data. The numerical results
shown that the designed system has the capability to satisfy
the daily load demand as well as produce hydrogen using
excessive solar power for future usage, storage, transportation
or hydrogen powered car refuelling.

II. SYSTEM CONFIGURATION

The structure of this standalone system is shown in Fig. 1
where the black arrow represents the electricity flow and the
blue arrow represents the hydrogen flow.

In this study, a photovoltaic array is considered as the
main power source to the system to meet the predefined load
demand. Due to the inherent intermittent nature of solar power,
a battery pack is included only to smooth the fluctuation of
the solar power if necessary. When excess power is available,
hydrogen will be produced using an electrolyser. When a
power shortage occurs, a fuel cell will be used to convert the
chemical energy from hydrogen to electric energy.

The complete model is developed in order to represent the
physical system and to design and validate the performance
of the proposed controller. The detailed model of DC/DC
or DC/AC converter is neglected and they are treated as an
ideal device to produce power which is determined by the FL
controller.

A. Load profile

The purpose of this solar hydrogen system is to use solar
power to satisfy the load demand of the office block of Hy-
drogen Centre of University of Glamorgan at Baglan Energy
Park, Port Talbot, United Kingdom and utilise excess power
to produce hydrogen for later use, storage, transportation or
for fuel cell car refuelling, therefore, the load profile analysis
is essential for determine the size and the control design of
the overall system.

Appliance Power (W) Duty cycle (hours) Energy consump-
tion (Wh)

Fridge 23 24 552
Microwave 700 0.3 210
Kettle 3000 0.4 600
Lighting 400 4 1600
Laptops 390 8 3120
Auxiliary devices 1200 24 28800

Total 5713 – 34882

TABLE I
LIST OF APPLIANCES’ POWER, DUTY CYCLE AND ENERGY CONSUMPTION

The average energy consumption 𝐸𝑙𝑜𝑎𝑑 can be estimated by
equation

𝐸𝑙𝑜𝑎𝑑 =

𝑛∑
𝑖=1

𝐼𝑙𝑜𝑎𝑑𝑉𝑙𝑜𝑎𝑑𝐷𝑙𝑜𝑎𝑑 (1)

where 𝐼𝑙𝑜𝑎𝑑, 𝑉𝑙𝑜𝑎𝑑, 𝐷𝑙𝑜𝑎𝑑 are the current, voltage and duty
cycle of each appliance used in one day, respectively. 𝑛 is the
number of the appliances.

The considered office block is utilised between 09:00 and
17:00 and includes 6 laptops, 1 mini refrigerator, 1 microwave,
1 kettle, lighting and several auxiliary devices such as security
system, monitor system, phone system, LAN, boiler etc. The
list of appliances together with their power, duty cycle is given
in Table I. It is reasonable to assume that this daily load will
keep constant throughout the year, for weekdays.

B. Battery model

The battery stack creates a linkage between all components
in the solar powered hydrogen system, it is used as an energy
buffer to compensate the power fluctuation.

The battery state of charge 𝑆 is the only state variable of
the battery system model and is given by

𝑆 =

(
𝑄𝑚𝑎𝑥 −

∫ 𝑡

0
𝐼𝑏𝑑𝑡

)
𝑄𝑚𝑎𝑥

(2)

where 𝑄𝑚𝑎𝑥 is the battery’s maximum capacity [12].
The battery current 𝐼𝑏 is defined by

𝐼𝑏 = −(𝐼𝑝𝑣 − 𝐼𝑙𝑜𝑎𝑑 − 𝐼𝑒𝑙 + 𝐼𝑓𝑐) (3)

where 𝐼𝑝𝑣 is the PV array’s current, 𝐼𝑙𝑜𝑎𝑑 is the load current,
𝐼𝑒𝑙 is the electrolyser current and 𝐼𝑓𝑐 is the fuel cell current.

When charging the battery, the current is negative and
positive current indicates discharging mode of the battery.
It is found that in order to lengthen the battery lifetime,
overcharging and deep discharging should be avoided.

C. Electrolyser model

The electrolyser operating current is defined by

𝐼𝑒𝑙 =
𝑃𝑒𝑙
𝑉𝑒𝑙

(4)

where 𝑃𝑒𝑙 is the power of electrolyser.
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𝑓1 269.9112
𝑓2 1.1013
𝑟1 9.2434× 10−5

𝑟2 −2.2120× 10−7

𝑠 0.1084
𝑡1 −1.0636
𝑡2 8.7077
𝑡3 267.7084
𝐴 0.013
𝑛𝑐 48

TABLE II
PARAMETERS FOR THE ELECTROLYSER

For a given cell temperature, the operating voltage of the
electrolyser is expressed as

𝑉𝑒𝑙 = 𝑉𝑟𝑒𝑣+
𝑟1 + 𝑟2𝑇

𝐴
𝐼𝑒𝑙+𝑠𝑙𝑜𝑔

(
− 𝑡1 + 𝑡2/𝑇 + 𝑡3/𝑇

2

𝐴
𝐼𝑒𝑙 + 1

)
(5)

where 𝑉𝑟𝑒𝑣 is the reversible cell voltage, 𝑟1, 𝑟2, 𝑡1, 𝑡2, 𝑡3 are
parameters which can be determined experimentally [13].

The hydrogen production rate is proportional to the elec-
trolyser current, hence, the total hydrogen production for an
electrolyser which consists of several series connected cells,
can be expressed as

�̇�𝐻2
= 𝜂𝐹

𝑛𝑐𝐼𝑒𝑙
2𝐹

(6)

where 𝜂𝐹 is the Faraday efficiency and can be calculated as
𝜂𝐹 = (𝐼𝑒𝑙/𝐴)2

𝑓1+(𝐼𝑒𝑙/𝐴)2 𝑓2, 𝑛𝑐 is the number of series connected
cells, 𝐹 is the Faraday constant.

The validated parameters used in the electrolyser model are
listed in Table II.

D. Fuel cell model

The fuel cell operating current is defined as

𝐼𝑓𝑐 =
𝑃𝑓𝑐
𝑉𝑓𝑐

(7)

where 𝑃𝑓𝑐 is the fuel cell power.
The fuel cell model is derived and validated in [14]. A

brief detail of the fuel cell model is described here, detailed
information can be found in [14]. The fuel cell stack voltage
can be calculated by multiplying the cell voltage by the
number of cells 𝑛𝑓𝑐 of the stack, hence

𝑉𝑓𝑐 = 𝑛𝑓𝑐 × (𝐸 − 𝑉𝑎𝑐𝑡 − 𝑉𝑜ℎ𝑚 − 𝑉𝑐𝑜𝑛) (8)

where

𝐸 =
1

2𝐹

{
Δ𝐺+Δ𝑆(𝑇 − 𝑇𝑟) +𝑅𝑇

(
𝑙𝑛(𝑃𝐻2

) +
1

2
𝑙𝑛(𝑃𝑂2

)

)}
(9)

where 𝐸 is the open circuit voltage of the fuel cell, Δ𝐺 is
the change in the free Gibbs energy, Δ𝑆 is the change of the
entropy, 𝑅 is the universal constant of the gases, 𝑃𝐻2

and 𝑃𝑂2

are the partial pressures of hydrogen and oxygen respectively.

𝑉𝑎𝑐𝑡 represented the activation over potential at the electrodes;
𝑉𝑜ℎ𝑚 represents the ohmic over potential caused by electrical
and ionic conduction loss; 𝑉𝑐𝑜𝑛 represented the concentration
over potential caused by mass transport limitations of the
reactants to the electrodes.

The activation over potential 𝑉𝑎𝑐𝑡, including anode and
cathode can be calculated as

𝑉𝑎𝑐𝑡 = −
{
𝜉1 + 𝜉2𝑇 + 𝜉3𝑇 𝑙𝑛

(
𝑃𝑂2

5.1× 106𝑒
−498
𝑇

)
+ 𝜉4𝑇 𝑙𝑛(𝐼𝑓𝑐)

}
(10)

𝜉 represents parametric coefficient for the cell model.
The ohmic voltage drop 𝑉𝑜ℎ𝑚 is determined by the follow-

ing expression

𝑉𝑜ℎ𝑚 = 𝐼𝑓𝑐

(
𝜌𝑚𝑡𝑚𝐴

−1
𝑓𝑐 + 𝑐

)
(11)

In this model a general expression for resistance is defined
to include all the important parameters of the membrane. The
resistance to the transfer of protons through the membrane is
assumed to be a constant (𝑐) and included in the equation as an
additional term. 𝜌𝑚 is the specific resistivity of the membrane
for the electron flow. 𝑡𝑚 is the thickness of the membrane,
𝐴𝑓𝑐 is the cell active area.

The voltage drop due to the mass transport can be deter-
mined by

𝑉𝑐𝑜𝑛 = −𝐵𝑙𝑛(1− 𝜃) (12)

and

𝜃 =
(
𝐼𝑓𝑐𝐴

−1
𝑓𝑐

)((
𝐼𝑓𝑐𝐴

−1
𝑓𝑐

)
𝑚𝑎𝑥

)−1

(13)

where 𝐵 is a parametric coefficient that depends on the cell
and its operation state.

The hydrogen consumption rate of the fuel cell stack is
given by

�̇�𝑓𝑐 =
𝑛𝑓𝑐𝐼𝑓𝑐
2𝐹

(14)

III. FUZZY LOGIC BASED POWER MANAGEMENT

STRATEGY

A. Control objects

The control object is to make full use of the solar power
to maximise the hydrogen production and minimise the usage
of battery stack, i.e., keep the battery SOC between 50 -60%
which will extend its lifespan and increase the overall system’s
efficiency.

The operating strategies for power management system are
listed as follows:

1) The highest priority is to utilise the solar power to satisfy
the predefined power demand.

2) If excess solar energy is available, it will be sent to the
electrolyser to generate hydrogen for future usage.

3) The electrolyser will keep running as long as the addi-
tion power from PV array is available. The electrolyser
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maximum power is set to 16kW. The addition power
transferred from PV array to the electrolyser will not
exceed this limit.

4) If there is still additional power generated by PV array
when the load demand is satisfied and the electrolyser
is running at its peak limit, extra power will be utilised
to charged the battery if the battery SOC is low.

5) Dumping power is only required if the electrolyser is
running at its maximum power level and the battery SOC
is at desired level.

6) If the power generated by PV array is insufficient to
support the electrical demand, the difference is supplied
by fuel cell stack which can run up to 4kW.

7) Only when the power demand is higher than the power
supply of PV/FC combination, will the battery be used
to provide short-term compensation.

B. Fuzzy logic controller

The required control objects are implemented by a two-
input-one-output fuzzy logic controller. Two inputs to the
controller are the difference power flow (𝑑𝑃 ) and the battery’s
SOC. The difference power flow indicates the difference
between available solar power and the power demand. The
controller will use this information to decide whether excess
solar power is available for hydrogen production. The SOC is
used to maintain the battery’s SOC at desired level in order
to prevent overcharge / deep discharge of the battery.

The fuzzy mechanism consists of triangular membership
functions for the two inputs and for the output is shown in Fig.
2 and Fig. 3 respectively. The reason for choosing triangular
membership function is mainly for the simpler computation of
membership value. The dP flow is divided into eight variables.
Negative power supply means fuel cell or battery is required
to supply the difference and positive power means addition
solar power can be used to produce hydrogen or charge the
battery. The battery SOC is also described by three variables.
It is desired that the SOC will be maintained within the region
between 50-60%. Negative power output means fuel cell power
is required to compensate the power shortage and positive
power output indicates that excess solar power is available
for electrolyser to produce hydrogen.

The rules of the FL controller are demonstrated in Table III
and the definitions of the linguistic variables are described
in Table IV. In Table III, the top row of the table shows
the difference of power flow (𝑑𝑃 ) and the left column is
the battery’s SOC. The cells of the table at the intersection
of rows and columns contain the linguistic value for the
output corresponding to the value of the first input written
at the beginning of the row and to the value of the second
input written on the top of the column. The rule output was
defuzzified using a centroid computation.

IV. SIMULATION AND RESULTS

The model of the aforementioned solar hydrogen system is
created in MATLAB/Simulink and the proposed fuzzy logic
controller is implemented using the Fuzzy Logic Toolbox. The

𝑑𝑃
NL NM NS Z PS PM PL PEL

SOC
L NL NL NM NS Z PS PM PL
C NL NM NS Z PS PM PL PEL
H NM NS Z PS PM PL PEL PEL

TABLE III
FUZZY CONTROL RULE TABLE

Linguistic Linguistic meanings
PEL Positive extreme large
PL Positive large
PM Positive medium
PS Positive small
Z Zero
NS Negative small
NM Negative medium
NL Negative large
L Low
C Correct
H High

TABLE IV
LINGUISTIC VARIABLES IN THE FUZZY INFERENCE SYSTEM

Fig. 2. Membership functions for input variables

Fig. 3. Membership function for output variable
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purpose of the simulation is to observe the performance of
proposed system over a period of year including day and night.

The real solar data gathered from the PV panel for entire
year of 2010 is utilised in this analysis. The PV array is rated
at 18kWp. The annual solar power delivered by the PV array is
illustrated in Figure 4. The fluctuation of delivered solar power
can be seen from the figure. In summer, the maximum power
solar panel can deliver can reach up to 18kW, while during
winter and early spring, this value can drop down lower than
0.1kW.

The power generated by the PV array will be used to satisfy
the user power demand as stated previously and the difference
between available power and the load demand is shown in
Figure 5. The negative power indicates that there is insufficient
solar power to meet the power demand therefore fuel cell is
required to supply the difference. The positive region means
that excess solar power is available and can be utilised by
electrolyser to produce hydrogen. The figure demonstrated that
during winter and spring season, from November to April, due
to low solar irradiation and short daylight, the power generated
by solar array cannot satisfy the load demand, therefore, the
fuel cell has to operate for most of the time to compensate
this power shortage. During summer season, the frequency of
fuel cell usage is reduced and the electrolyser is running more
frequently to convert solar power into hydrogen.

Under the control of the proposed fuzzy logic controller,
the hydrogen production rate is shown in Figure 6. The
hydrogen consumed by the fuel cell is shown in Figure 7.
A more clear demonstration of monthly hydrogen production
by electrolyser, hydrogen consumption by fuel cell and the
net hydrogen in storage overall this test period are shown in
Figure 8. The results fit the seasonal profile demonstrated in
the previous figures very well and clearly indicate that by using
such system, the load demand can be satisfied and there is
an abundance of hydrogen produced which can be used for
storage, transportation or fuel cell refuelling.

Figure 9 shows the SOC of battery stack. The initial SOC
was set at 50%. From the figure it can be seen that the
proposed FL controller can maintain the battery’s SOC around
55% during the entire year as desired, which increases the
efficiency of overall system and prevents abusive use of the
battery and hence contributes to extend the lifespan of the
battery pack.

V. CONCLUSION

This paper presented a solar powered hydrogen production,
storage and utilisation system. The system uses solar power as
a main power source to meet the power demand, and utilises
hydrogen as an energy vector to store excess solar power via
electrolyser. When required, the produced hydrogen will be
converted back to electric energy using fuel cell. The proposed
FL controller determines the time to produce hydrogen and to
convert it back to electricity. The purpose of the FL controller
is to maximise the hydrogen production and minimise the
usage of the battery stack to increase the system’s efficiency
and to extend the lifetime of the battery stack.
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The proposed system is simulated for a complete year with
real solar data gathered from University of Glamorgan Hydro-
gen Centre. The purpose of the simulation is to evaluate the
performance of the proposed controller. The numerical results
shown that the proposed controller behaved as expected, it was
able to satisfy the power demand and to store the hydrogen
when possible while maintain the battery’s SOC at desired
level.
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Abstract—the paper is to investigate dynamic responses of 
supercritical power plants (SCPP) and study the potential 
strategies for improvement of their responses for Grid Code 
compliance. An approximate mathematical model that reflects 
the main features of SCPP is developed.  The model unknown 
parameters are identified using Genetic Algorithms (GA) and 
the model is validated over a wide operating range. A model 
based predictive control (MPC) is then proposed to speed up 
the dynamic responses of the power plant by adjusting the 
reference of the plant local controls instead of direct control 
signal applications. Simulation results have shown encouraging 
improvement in performance of the plant with no interference 
with its associated local controllers. 

Keywords - Supercritical Boiler; Mathematical Modeling; 
Parameter identification; Genetic Algorithms; Model based 
predictive control. 

I. INTRODUCTION 

It is well known that the Supercritical (SC) power plant is a 
complex process and has a large thermal inertia. Due to its 
once-through boiler structure, there are concerns for its 
dynamic response speed as there is no drum to buffer energy 
in the system and also there are concerns in Grid Code 
compliance ([1]). The first attempt towards optimal control 
of oil-fired SC power plants was reported in 1978 [2] with a 
state space model for identification and control optimization 
using a dynamic programming technique. Nonlinear model 
based predictive control (NMBPC) was reported in [3] using 
a reduced order physical system model to predict the next 
step control values. Dynamic matrix control (DMC) was 
published in [4] designed for SC power plants using linear 
model identified from step response tests. In [5], a model of 
an existing SC once-through power plant was reported for 
simulation study of plant frequency responses. The recurrent 
neural network modeling and modified predictive optimal 
control approach for coal fired SC and ultra-supercritical 
(USC) power plants were reported in [6] [7][8]. The paper is 
to study the control strategy by taking prompt actions in mill 
control to speed up the whole process dynamic responses.  
 The main contributions of the paper are: 1) a nonlinear 
vertical spindle mill model representing the whole milling 

process is integrated to a SC power plant model, which is 
developed by the research group at Warwick and 
Birmingham Universities in collaboration with the industrial 
partners. This has improved the whole SC power plant 
(SCPP) model as the previous SCPP mathematical models 
generally assume instantaneous response from the fuel 
source. In the paper, the influences of milling process 
capability and mill control to the whole power plant 
dynamic responses are investigated. 2) The paper proposed 
a Model Predictive Control (MPC) method to provide the 
updated optimal demand/set point values for the coal flow, 
feed water flow and the main steam valve position 
reference. Then those values are fed to the mill, boiler and 
turbine local controllers. If the amount of desired coal flow 
is optimally predicted in advance, there will be more stored 
coal in the mills to give quicker responses. The study has 
indicated that the proposed MPC strategy for adjusting the 
reference values of the plant local controls plays an 
important role in improving the whole plant dynamic 
response speeds.  

II. SC POWER PLANT DESCRIPTION AND ITS 

MATHEMATICAL MODEL  

Vertical spindle mills are the dominant types used for SC 
coal fired power plants ([9-10]). The raw coal enters the mill 
inlet tube and carries the coal to the middle of grinding 
rotating table. Hot primary air flows into the mill from the 
bottom to carry the coal output from grinding process to the 
classifier that is a multi-stage separator located at the top of 
the mill. The heavier coal particles fall down for further 
grinding and the pulverized coal is carried pneumatically to 
the furnace. Inside the boiler, the chemical energy released 
from combustion is converted to thermal energy. The heat is 
exchanged between the hot flue gas to the water through 
heat exchangers. The boiler contains thin tubes as heating 
surfaces which form the economizers (ECON), waterwall 
(WW), low temperature superheater (LSH), platen 
superheater (PSH), final stage superheater (FSH), and 
reheaters (RH). The water is forced at high pressure (SC 
pressure) inside the economizer and passes through all those 
heating sections. Since pressure is above the critical point, 
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the sub-cooled water in the economizers converted to the 
supercritical steam in the superheaters without evaporation. 
The SC steam is then expanded through turbines. The high 
pressure (HP) turbine is energized by the steam supplied at 
final stage superheater and the reheaters are used to reheat 
the exhausted low pressure steam from the HP turbine 
before it returns to the IP turbine. The mechanical power is 
converted to electrical power by synchronous generator 
coupled to the turbines. In the work described in the paper, a 
600MW SC power plant is selected with the boiler 
specifications at boiler maximum continuous rating 
(BMCR) shown in Table I 

 

Fig.1 Schematic view of the SCPP under investigation 

TABLE I. BOILER SPECIFICATION 
Flow rate of superheated steam(t/h) 1780 

Steam pressure  (MPa)  
FSH outlet 
ECON inlet 

 
25.4 
27.6 

steam temperature (C°) 
FSH outlet 
ECON inlet 

 
570 
288 

Fuel (t/h) Pulverized 
coal of 276 

 
For the purpose of dynamic simulation studies and control 
system development, a nonlinear mathematical model with 
20 differential equations for supercritical boiler-turbine-
generator systems, rooted from physical principles, has been 
developed and integrated with a vertical spindle mill model 
[9]. Some assumptions are made to simplify the model 
structures which are: 
• Fluid properties are uniform at any cross section, and the 

fluid flow in the boiler tubes is one-phase flow. 
• In the heat exchanger, the pipes for each heat exchanger 

are lumped together to form one pipe. 
• Only one control volume is considered in the waterwall. 
• The dynamic behavior of the air and gas pressure is 

neglected. 
• Only the change in internal energy is considered, the 

deviations or changes of kinetic energy and potential 
energy of fluid are neglected.  

 Due to page limitation, only a brief description of the 
model is given in the paper, the detailed procedures for the 

model derivation and parameter identification are reported 
in our work [10][11]. The boiler model is developed by 
deriving the nonlinear dynamics of pressure and temperature 
in each heat exchanger from mass and energy balance 
equations of a certain control volume. Those equations are 
strongly coupled by the equations of SC steam flow and 
heat flow in the boiler. The heat flow is directly related to 
the fuel through constant gains and fuel calorific value. It 
should be noted that major boiler model parameters are 
either calculated from steam tables or identified using the 
data from certain operating unit responses. The former 
method is more suitable for steady state system model so the 
latter approach has been adopted with the real power plant 
measured data. The turbines HP and IP are modeled by the 
same principles of energy conservation and simply linked to 
the outlet of RH and FSH outlets of the boiler. The 
generator nonlinear model [12] has been coupled to the 
turbine model through torque equilibrium with other 
algebraic equations.  The model has two direct inputs of 
feedwater flow and fuel flow and one indirect input which is 
the valve position reference. The model equations have been 
implemented by MATLAB/SIMULINK so that the output 
scope can be easily accessed at any point in the model. The 
computer graphical implementation includes gains, 
integrators, differentiators, transfer functions in s domain, 
summing points, multiplication points...etc. Furthermore, 
Matlab stiff function (ode15s) solver has been used for 
numerical solution of the model during identification or 
verification simulations. Fig.2 shows the model blocks 
diagram with all combined subsystems and the symbols are 
listed in Table.II.  The procedure of parameter identification 
is summarized in the next section.  

fww
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msw

rhQ

mechP

ePf

ipPhpP

eQ

3w

2w

1w

shQ

wwQ

rcwairw

 
        Fig.2 Mathematical model of supercritical power plan 
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TABLE II. LIST OF SYMBOLS IN FIG.2 

rcw : Raw coal flow rate 
(Kg/s). 

msw : Main steam flow 
rate  (Kg/s) 

airw : Primary air flow(Kg/s) 

 hpw : steam flow rate from 

HP turbine to  after steam 
chest to the reheater (Kg/s) 
 

rhw : Reheated steam 
flow rate (Kg/s) 

Qe , Qsh, Qrh, and Qww: heat 
transferred from tube wall to 
the fluid (MJ/s) 

mechP : Mechanical power 
(MW) 

fw :Pulverized coal flow rate  

(Kg/s). 

f : frequency (p.u) 

outT :Mill outlet temperature 
(C°). 

eP : Electrical power 
(MW) 

fww : Feedwater flow rate 
(Kg/s). 

1w , 2w , 3w :intermediate 

mass flow rates (Kg/s) 

   

III. PARAMETER IDENTIFICATION 

It is worth noticing that the physical model parameters are 
not known precisely. As described in the previous section, 
the GA optimization technique was adopted to identify the 
model unknown parameters. It should be mentioned that GA 
is robust optimization technique that is suitable for 
nonlinear system identification. Unlike conventional 
mathematical optimization methods, GA technique is able to 
tune all model parameters simultaneously with multi-
objective optimization. Furthermore, GA produces global 
optimal solution for complex systems or functions because 
of parallel distributed search mechanism and mutation. The 
identification scheme is graphically represented in Fig.3. 
The work employed the coal mill model reported in [9] and 
the mill parameters are given in the reference. The rest of 
the plant model parameters are identified according to 
measured data responses of: 1) main steam temperature; 2) 
main steam pressure; 3) reheater pressure; 4) SC steam flow 
rate. The measured variable data for identification of turbine 
/generator parameter optimization are: 1) mechanical power; 
2) electrical power; 3) system frequency. The onsite 
measurement data from a 600MW SC power plant is used 
for identification. Data set.1 has been used for identification 
which represents an increase in the load demand from 35% 
to 100% of load demand. Data sets 2, 3 and 4 are used for 
further model investigations. Fig.4 represents identification 
result while figs 5, 6, 7   show some verification results for 
different sets of data.  It can be seen that the mathematical 
model reflects the main variation trends of the real power 
plant measurements over wide operating range although 
some assumption for simplifications were initially made.   

Fig.3 Identification scheme of the model using GA. 
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Fig.4 Mass flow (Kg/s) Data set.1 (identification) 
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Fig.5 Electrical Power Data set.2 (verification) 
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Fig.6 Main steam temperature Data set.3 (verification) 
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Fig.7 Main Steam pressure Data set.3 (verification) 

 

IV. PREDICTIVE CONTROLLER DEVELOPMENT  

A. Reduced order linear model identification 

The generalized MPC algorithm includes an identified 
linear state space model, used for predicting the plant 
output variables. The plant identified linear model were 
investigated around nominal operating conditions (i.e. 
supercritical conditions). Again GA has been used to 
identify the linear model with portions of data set.1 and 
3 to match the response of the original process model. 
The prediction model has four states three inputs and 
three outputs. the linear model which has the following 
form: 

 
)()()1( kkk BuAxx +=+          (1) 

)()( kk Cxy =            (2) 

 
  The model has four states xT=[x1  x2  x3  x4]

T, three inputs 
or manipulated variables uT=[u1 u2 u3]

T, and three 
outputs.yT=[y1 y2  y3]

T = [x2  x3  x4]
T. A, B, and C, are the 

normalized state space model matrices. The parameters 
of the digitized model are:  
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The inputs and the outputs which have been used for 
identification of the controlled plant are chosen as: 
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B. The generalized Predictive control strategy  

A model based predictive control is developed with 
provisions of unmeasured disturbances and measurement 
noises to be used for compensation around the 
investigated operating conditions. Here, the linear time 
invariant model is used for the MPC algorithm while the 
process mathematical model has been used to simulate 
the power plant responses. The controller setup is 
supposed to generate such states naturally by default. In 
this research, the generalized predictive controller 
algorithm described in [13] is adopted which has been 
widely used for chemical or thermodynamic process 
control [13] [14] [15] [16]. The prediction model has 
been upgraded as follows: 

 )()()()()1( kwkvkukk wBvBuBAxx +++=+        (3) 

   
)()()()()(

)()()(

kkwkvkuk

kkk

zwDvDuDCx

zyy

++++=

+=
      (4) 

Where v is the measured disturbance and w is the 
unmeasured disturbance vector, z is the measurement 
noise. The adopted predictive control algorithm is quite 
analogous to LQG procedure, but with implication of the 
operational constraints. The prediction is made over a 
specific prediction horizon. Then the optimization 
program is executed on-line to calculate the optimal 
values of the manipulated variables to minimize the 
objective function below: 
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RQ �uryξ (5) 

The weighting coefficients (Q and R), control interval 
(Hw),   prediction horizon (Hp) and control horizon (HC) of 
the performance objective function will affect the 
performance of the controller and computation time 
demands. The terms r represents the demand outputs used as 
a reference for MPC model and �u is the change in control 
values for HC number of steps. Zero-order hold method is 
then used to convert the control signals from discrete time to 
continuous time to be fed to the plant. The inputs/outputs 
constraints are determined according to the power plant 
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operation restrictions, which are expressed as the maximum 
and the minimum allowable inputs: 

maxmin uuu ��    (6)

 maxmin uuu ΔΔΔ ��   (7) 

The optimization problem is to find the control moves for 
each manipulated variable, i.e. the MPC control law: 
 

)1k (
min

cH
k)

++ΔΔ uu������

�ξ subject to (6) and (7) 

 The quadratic programming (QP) solver, with active set 
method or interior point method, is commonly used to solve 
control law problem of the MPC. In the interest of predictive 
controllers for thermal power stations, the generalized MPC 
approaches and DMC algorithms are reported for control of 
power plants once-through and drum type units. 
[3][4][5][7][14][15][16][17]. To show the influences of coal 
mill control on the plant output responses, a controller is 
implemented to regulate the primary air fan and the other is 
implemented to regulate the coal feeder speed. Both receive 
the MPC coal flow signal as adjuster for their reference. 
With the MPC strategy described above, simulations have 
been conducted. The whole package of the proposed strategy 
is shown in fig.8. Simulation results are presented in the next 
section. 

 

       Fig.8 Predictive controller scheme 

V. SIMULATION STUDIES 

MPC tuning is finalized by selection appropriate values 
for the prediction horizon Hp, control horizon HC, and 
weighting matrices Q and R. The control interval, prediction, 
and control horizons are found to be 1, 35, 5seconds 
respectively. Q= [1 1 1] and R=[0.1 0.1 0.1]. Simulating 
different scenarios have lead to this selection. In this 
scenario, a step change of ±20MW in the power is assumed 
as set-point signal, the pressure set-point is rescheduled from 
look-up table which relates the power set-point to the 
pressure, and the temperature set-point is constant of 570Cº.  
In the reported results for Case A represent the improved 
case with using MPC as correction to the mill local control, 
boiler feedwater flow, and turbine valve controller and   
Case B represent existing milling and plant performance. 
From the reported results, the improvements are obvious in 
case of using the MPC without violating the practical 

constrains of the various plant variables. Thus the primary air 
fan and feeder speed can be regarded as other supplementary 
means to improve the power primary response, not only 
acting the turbine expansion valves.  

Furthermore, the boiler steam pressure and temperature 
have less fluctuation around the set-point which helps in 
extending the life of the equipment. The pulverized coal flow 
to the furnace, the feedwater flow, and valve position are 
mentioned in fig.10, more pulverized coal is discharged to 
the furnace from the mills per time unit which means more 
coal is combusted and more energy is delivered from the 
boiler to give quicker responses. Hence, the MPC and its 
associated strategy for reference correction control play an 
important role in improving the plant responses and 
satisfying the regulations of the national grid code. 
Especially when increasing the grinding capability of the 
mills and pulverized coal discharging speed. Fig.11 shows 
major mill variables. High mill differential pressure and 
primary air pressure are created to carry more coal flow to 
the burners. Also higher raw coal is initially dropped in the 
mill because of the improved feeder speed response.  The 
mass of raw coal and pulverized coal in the mill is higher to 
provide the required flow of pulverized coal in a timely 
manner. The only penalty which has been paid is that more 
current, and consequently, power is consumed from the mills 
to increase the grinding capability of the mills.  
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                 Fig.9 Controlled variables of the SCPP 
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Fig.10 input variables to the boiler-turbine-generator system 
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Fig.11 variables of each mill in service 

VI. CONCLUSION AND FUTURE RESEARCH 

 In this paper, a complete power plant process model 
including fuel preparation milling process. The model 
prepared a platform for us to investigate the influences of 
mill control to the whole power plant responses. A new 
strategy of applying model predictive control is reported and 
the new contribution for the strategy is to use the MPC to 
update the control set-up/desired values instead of tuning 
the individual local loop controllers.  This improved the 
power plant responses over the existing control strategy. As 
a future recommendation, it is suggested to extend the 

method of modeling and control to ultra-supercritical power 
plant. 
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Abstract—This paper discusses the design and route to 
implementation of a regenerative braking system for a 
Renewable Hydrogen Hybrid Electric Vehicle (RHHEV) that 
would performs regenerative energy recovery based on vehicle 
attributes, thereby providing improved performance. A dynamic 
model of a regenerative braking system for a RHHEV has been 
derived and implemented in MATLAB/Simulink. The model is 
then incorporated into a simulation model of a RHHEV to 
analyze the energy management effects of integrating the 
regenerative braking into the system. Simulations are carried out 
and the results are discussed in this paper. The results indicate 
that this approach provides an improvement in performance and 
fuel efficiency to the RHHEV system. 

Keywords – Hydrogen vehicles, Renewable energy, 
Regenerative braking,  Energy sources, Energy recovery 

I.  INTRODUCTION  
The utilization of regenerative braking (RB) makes the 

hydrogen fuel cell vehicles more attractive by better utilising 
the on board storage capacity for hydrogen, through raised 
energy efficiency. RB systems could recover the energy that 
would otherwise be lost through braking [1]. The results from 
previous research efforts show that, significant amount of 
energy can be recovered by the integration of a regenerative 
braking mechanism [2]. Further research effort should focus on 
the development of a systematic and integrated regenerative 
braking system to recover as much energy as possible, while 
maintaining suitable power flows in the other subsystems. To 
this end, several researchers have developed many different 
configurations of energy recovery mechanisms to continuously 
recover otherwise dissipated energy that occurs due to road 
irregularities, vehicle acceleration, and braking; see for 
example [3]-[9].  

In this paper, developments in energy recovery mechanisms 
for renewable hydrogen hybrid electric vehicle (RHHEV) 
systems are described. Essentially and in general terms there 
are two approaches to such energy recovery mechanisms; 
implementation of a better energy management system by 
providing optimal powertrain topologies applied to the various 
energy sources and incorporating an energy recovery 

mechanism [10]. This work addresses both approaches by 
describing an optimal power management strategy for 
RHHEV systems for better energy management and the 
development of a regenerative braking system (RBS) for 
energy recovery. This paper begins with a discussion of RB 
techniques and this is followed by the incorporation of the RB 
system into an optimal power management strategy for 
RHHEV and analyses.  
 

 

II. REGENERATIVE BRAKING SYSTEM 
The energy efficiency and driving range of the RHHEV 

system may be increased through the development and 
incorporation of RBS. The regenerative braking methods have 
the capability to increase hybrid electric vehicle (HEV) 
driving range by approximately10-30% [11]. Further benefits 
of RBS are that they can reduce the drawdown of battery 
charge, extend the overall life of the battery pack and reduce 
fuel consumption. However, the main problem with RBS is 
that at low speed, the electric motor may not be able to 
produce enough torque to stop the vehicle [12], [13]. The goal 
of the RBS is to recover some of the energy otherwise wasted 
as braking heat and store it, and then later use it for vehicular 
motion. The principle of a RBS circuit is shown in Fig.1. This 
is commonly known to represent the conditions for four 
quadrants of possible operation for the regenerative braking 
[14], [15].  

 
In forward motoring (quadrant I) av , gE , and aI  are all 

positive. The torque and speed are also positive in this 
quadrant. During forward braking (quadrant II), the motor 
runs in the forward direction and the induced emf gE will 
continue to be positive. For the torque to be negative and the 
direction of the energy flow to reverse, the armature current 
must be negative. The supply voltage av  should be keep less 

than gE . In reverse motoring (quadrant III), av , gE , and aI   
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are all negative. The torque and speed are also negative in this 
quadrant. To keep the torque negative and the energy flow 
from the source to the motor, the back emf gE must satisfy 

the condition ga Ev > . 

Ra

Va < Eg

<

Ra

| Va | > | Eg |

<

Forward Braking

Reverse Motoring

Speed

Ra

Va > Eg

>
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| Va | < | Eg |
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Ia Ia

Ia Ia
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Va.`Va.

Va,Va

Eg`Eg.
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Fig.1 Principle of RBS 
 
 

The polarity of gE can be reversed by changing the direction 
of field current or by reversing the armature terminals. During 
reverse braking (quadrant IV), the motor runs in the reverse 
direction. av and gE will continue to be negative. For the 
torque to be positive and the energy to flow from the motor to 
the source, the armature current must be positive. The induced 
emf gE must satisfy the condition ga Ev < .  
 
Using this fundamental principle, there are many different 
types of energy recovery system that have been developed. 
These range from electro-hydraulic braking (EHB) systems to 
energy harvesting shock absorber [16]-[20]. In this paper, a 
simulation model of a simple regenerative braking system is 
developed and implemented in MATLAB/Simulink™ and 
incorporated into a vehicle simulator previously developed 
[21] to analyse the effect of integrating the RBS. The vehicle 
model used here is for the University of Glamorgan hydrogen 
bus (UoGHB). The powertrain of UoGHB consist of 12kW 
PEM fuel cell stack developed by Hydrogenics, a 288v, 132 
Amp-hr battery pack, 375v, 63F Maxwell ultracapacitor and 
70kW DC motor. Simulations are carried out on the New 
European Drive Cycle (NEDC) shown in Fig.2. 

 
 

 
 
 

Fig.2 New European Drive Cycle 
 
 
The combined power sources (fuel cell, battery and 

ultracapacitor) in a RHHEV provide a more viable solution 
than a single power source renewable vehicle [10]. The fuel 
cell system provides low to medium constant power delivery, 
whereas the lead acid battery pack provides medium constant 
power. Finally the ultracapacitors (UC) deliver a large, 
instantaneous power demand, which is ideal for high load 
acceleration and regeneration from braking power [22].  

 
The regenerative braking is only possible, if there is enough 

torque applied to the wheels, in accordance with the driving 
conditions. These requirements may be expressed in and 
governed by the following equations [2], [5], [6]: 

 
The regenerative torque applied to the front wheels Rτ is 

given by; 

RBR ηφττ =     (1) 
 
Where, η is the efficiency, φ is the continuously variable 
transmission speed ratio and by considering that the motor has 
a reversible performance characteristic curve; RBτ is the 
regenerative torque provided by the motor which is 
determined from the motor characteristic curve for the given 
speed [2] and is described as follows; 
 
 msocfRB vb τϖτ ),(=    (2) 
 
Where, fϖ is the weighting factor and it depends on the 

battery state of charge socb and vehicle velocity v . mτ  is the 
electric motor torque. The regenerative braking force at the 
wheels RBF is obtained as; 
 

1. −= tRRB rF τ     (3) 
 

Where, Rτ is the regenerative torque applied to the front 

wheel, tr is the tyre radius and bfF is the required front wheel 
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braking force. If bfRB FF >  then the front wheel is braked 
only by the regenerative brake. Otherwise the regenerative 
braking needs to be combined with conventional friction 
braking. Suppose, the hydraulic friction brake works with the 
regenerative brake, then in this case the change in hydraulic 
pressure in the front wheel cylinder PΔ is given by;  
 
 1)2( −×=Δ eRB rAP λτ    (4) 
 
Where, λ is the friction coefficient, A is the front wheel 
cylinder area and er is the effective radius. So, the supplied 

hydraulic pressure hP is calculated as; 
 
 PPP sh Δ−=     (5) 
 
Where, sP is the master cylinder pressure. Finally, the total 

braking torque BKτ at the front wheel is given by; 
 
 frRBK τττ +=     (6) 

Where, frτ is the torque provided by conventional friction 
braking. 
 
From the above analyses it is clear that the amount of 
regenerative brake energy depends on available motor torque, 
which will vary according to battery state of charge (SOC), 
motor speed and corresponding driver demands. It is desirable 
that the system use the least possible stored energy to provide 
the required motive or ancillary demands. This can be 
achieved by using energy saving mechanisms or power 
management algorithms [23]. Therefore, in this paper an 
optimal power management strategy is also integrated into the 
configuration of a RHHEV system with RBS. The system 
analyses and performances are described in the following 
sections.     
 

III. POWER MANAGEMENT OF RHHEV WITH RBS 
 
RHHEV has become increasingly of interest in the powertrain 
industry due to the finite supply of fossil fuels and the effects 
fossil fuels are having on the environment [10]. Hybrid 
electric vehicle (HEV) developments play an important role in 
the realisation of the renewable hydrogen hybrid electric 
vehicles. 2CO emission reduction and possible fuel economy 
benefits are attractive functions of HEV systems. RHHEV’s 
are expected to make a significant contribution to the 
environmental needs/demands of the premium vehicle sector. 
However, combining a polymer electrolyte membrane fuel cell 
(PEM FC) stack, UC module, with a battery pack; while 
managing power flow and meeting the high expectations of 
the market, presents challenges in the area of system 

configuration and controller design [10]. The system 
configuration and controller design for HEV systems can be 
complex and challenging. The control system design requires 
a high level of integration with existing systems on the 
vehicle. 
 
The literature contains several publications concerning various 
aspects of HEV system power distribution methodologies and 
controller design; see for example, [9], [18], [19]. Broader 
details of the subject can be found in various reports, which 
summarise the power management aspects and problems 
experienced with HEV [22]-[24]. These reports also suggest 
some technical solutions and analytical methods for 
application to some of the problems. These range from control 
algorithms for global optimization, based on a priori 
knowledge of a scheduled driving cycle, to real-time power 
management based on optimal control theory [23]. 
 
Previous power management design efforts focussed on the 
design methods to determine the component sizes that 
minimized the cost of the power system elements in HEV 
[25]. Furthermore, power management strategies and 
component sizing are often coupled together, which implies 
that different component sizing might be associated with 
different power management strategies. Therefore both should 
be considered as a combined package. Many other research 
efforts on power distribution in HHEV have been expanded. 
These include; the use of an equivalent consumption 
minimization strategy to determine the real time optimal 
power distribution of a fuel cell/UC hybrid vehicle [26]. In 
this study, an optimal power management strategy for HHEV 
systems described in [23] is adopted and integrated with the 
RBS, in order to maximize the benefit of the RBS. The power 
source configuration of the RHHEV is shown in Fig.3.  
 
The DC-link is the connection mechanism between the 
electrochemical power source and the motor. The DC-link is 
kept at a constantly high voltage, thereby assuring the highest 
possible motor torque over the whole speed range. Since the 
voltage of the power sources may vary, a DC/DC converter is 
needed in the configuration (see Fig.3).   

 
 
 

Fig.3 Power source configuration of a HHEV system 
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The power balance equation for the overall RHHEV system is 
given by; 
 dbucfc pppp =++    (7) 
where fcp , is the output power of the PEM fuel cell stack, ucp , 

the output power of the ultracapacitor, bp  the output power of 

the battery pack and dp , the power demand. The regenerated 
power of the battery is calculated as; 

Ripp bRB
2−=    (8) 

 
The combined system with RBS and optimal power 

management (PM) is implemented in MATLAB/Simulink™ 
and simulated using the UoGHB vehicle simulator [21]. 

 

IV. RESULTS AND DISCUSSION 
The simulation results show that by using this regenerative 

braking (RBS) mechanism with an optimal power 
management strategy, a considerable amount of energy can be 
recovered.  The results indicate that the combined optimal 
power management strategy with RBS has significantly 
improved the RHHEV system efficiency and total power 
recovery.  
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Fig.4 power requirements 
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Fig.5 Compared responses of battery SOC 
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Fig.6. Compared responses of Ultracapacitor- SOC 

 
In Fig.4 the total power requirements for the whole NEDC is 
shown. The combined power sources (battery, ultracapacitor 
and fuel cell) will provide the power to RHHEV for the 
required driver demand. Fig.5 & 6 shows a comparison of the 
charge/discharge characteristics of battery pack SOC and 
ultracapacitors respectively. It may be realised from these 
results that, due to the regenerative energy recovery and the 
inclusion of the optimal power management strategy the state 
of charge of these power sources are kept high (apart from at 
higher power demand) and able to provide constant power. 
The energy required in any given HEV system depends on the 
systems design and operation characteristics and the quantity 
and type of losses encountered during vehicular motion. In 
this paper the energy requirement for the HHEV system is 
analysed with reference to the UoGHB. The system model 
includes the regenerative energy recovery mechanism, thus it 
is of interest from an energy system point of view. It is 
therefore, essential to search for design and operating 
conditions which lead to reduction of energy dissipation and 
consequently lower production cost to promote the HHEV 
system. To this end, the UoGHB model is used to show the 
improvement of energy consumption via system analysis, 
which includes the regenerative energy recovery and power 
management. 
 
Summary of energy consumption for both cases (with and 
without RBS plus PM) are shown in Table 4.1. In energy 
terms the maximum energy capacity of the battery pack and 
UC modules installed in the UoGHB is 38.3 kWh and 1.2 
kWh respectively and energy capacity of the hydrogen fuel 
tank is 33.28 kWh. Usually battery/UC states of charge are 
kept to particular limits (or constant) to increase the life of the 
battery. This leads to variable usage of hydrogen and it can be 
controlled by incorporating an optimal control algorithm and 
energy saving mechanisms. In this paper for the simulation 
analysis, the NEDC is used and at the start of the journey it is 
assumed that the hydrogen tank is full and the battery SOC 
and UC-SOC are at 75 and 82 % respectively (see Fig.5 & 6). 
In energy term this is about 28.73 kWh and 0.98 kWh 
respectively. If the RBS and PM are not included, at the end of 
the journey, energy left in the battery is about 6.32 kWh (16%) 
and in UC is about 0.92 kWh (77%). With the inclusion of the 
RBS and PM the energy remaining in battery and UC is about 
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13.98 kWh (37%) and 0.94 kWh (79%) respectively. 
However, the hydrogen fuel usage was high in comparison 
with the system without RBS and PM. This is due to the 
arrangements of power management and system configuration. 
In this case the FC-stack is considered to be the main power 
source to supply the power. But, it should be noted that overall 
a significant improvement is achieved in energy saving by 
incorporating RBS and PM. The improvement is about 4.9 
kWh energy saving. Thus, the system efficiency is improved 
by about 27%.  
 

Table 4.1 summary of energy consumption 

 
The energy consumption in any HEV system is one of the 
important parameters that dictate the choice of the HEV. In 
addition to the energy consumption the cost of the technology 
and the final cost of the vehicle determine the choice of the 
HEV system. 
 

V. CONCLUDING REMARKS  
In this paper, an investigation of the development of a RBS 

with an optimal PM strategy for a RHHEV system was carried 
out. A dynamic model of a RBS with an optimal PM strategy 
has been described and implemented in MATLAB/Simulink. 
The model was then incorporated into a UoGHB simulator to 
analyse the effect of the integration of the regenerative braking 
mechanism. The results show that if such mechanisms are used 
in the UoGHB, about 4.9kWh energy could be saved during the 
whole NEDC. Thus, it can be concluded that in general using 
such a mechanism in any HHEV system is likely to a 
significant amount of energy being recovered.  
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Abstract—This paper is concerned with the finite-horizon
recursive filtering problem for a class of nonlinear time-varying
systems with missing measurements. The missing measurements
are modeled by a series of mutually independent random
variables obeying Bernoulli distributions with possibly different
occurrence probabilities. Attention is focused on the design of a
recursive filter such that, for the missing measurements, an upper
bound for the filtering error covariance is guaranteed and such
an upper bound is subsequently minimized by properly designing
the filter parameters at each sampling instant. The desired filter
parameters are obtained by solving two Riccati-like difference
equations that are of a recursive form suitable for online
applications. A simulation example is exploited to demonstrate
the effectiveness of the proposed filter design scheme.

I. INTRODUCTION

The past few decades have seen a surge of research in-
terest on the filtering or state estimation theories due to
their extensive applications in a variety of practical areas
including weather forecasting, economics, radar tracker and
global positioning system. Up to now, a great deal of efforts
has been delivered to the design issues of various kinds of
filters, for example, Kalman filters [2], [16], [22], extended
Kalman filters [9], [11], [24], [25] and𝐻∞ filters [1], [6], [10],
[12], [15], [23], [28]. Among them, the traditional Kalman
filter has been shown to be an optimal one in the sense of
minimum variance for the linear systems, and the extended
Kalman filter has been developed to serve as an effective way
for handling the nonlinear estimation problems. Recently, the
robust extended Kalman filtering problem has been tackled in
[24] for a class of nonlinear systems, and a filtering algorithm
has been presented in a recursive form suitable for online
applications.

Most traditional filter design approaches rely on the assump-
tion that the measurement signals are perfectly transmitted.
Such an assumption, however, is conservative in many en-
gineering practice presented with unreliable communication
channels. For example, due to temporal sensor failures or
network congestions, the system measurements may contain

noise only at certain time points and the true signals are simply
missing. As such, the control and filtering problems with
missing measurements have received considerable research
attention, see e.g. [5], [8], [13], [14], [18]–[21], [27]. A
common way for modeling the data missing is to introduce
a random variable satisfying the Bernoulli binary distribution
taking values on either 1 or 0, where 1 is for the perfect
signal delivery and 0 represents the measurement missing.
Most of the aforementioned results have been based on the
hypothesis that all sensors have identical failure characteristics
[8]. However, such a hypothesis may not be true in the case
that the signals are observed by multiple sensors and each
individual sensor may have different failure rate.

It is worth mentioning that most existing results regarding
the missing measurements have concentrated on linear sys-
tems. It is well known that the nonlinearity is a ubiquitous
feature in almost all practical systems, and the occurrence of
the nonlinearity inevitably degrades the system performance
and even leads to instability [25], [26]. However, so far, the
filtering problem for general nonlinear stochastic systems with
missing measurements has not been thoroughly investigated
yet, not to mention the case where multiple sensors undergo
probabilistic missing measurements. It is, therefore, our aim
of this paper to shorten the gap by initiating a study on such
a challenging issue.

Motivated by the above discussions, we aim to investigate
the recursive filtering problem for a class of nonlinear time-
varying systems with missing measurements. A series of mutu-
ally independent random variables are introduced to describe
the phenomenon of missing measurements where individual
sensor is allowed to have different missing probability. The
finite-horizon filter is designed such that an upper bound on
the filtering error covariance is guaranteed and such an upper
bound is subsequently minimized by the designed filter at each
sampling instant. The proposed filter scheme is given in terms
of the solutions to two Riccati-like difference equations, and
therefore the algorithm is suitable for recursive computations.
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Notations. The notations used throughout the paper are
standard. 𝑅𝑛 and 𝑅𝑛×𝑚 denote the 𝑛-dimensional Euclidean
space and the set of all 𝑛 × 𝑚 matrices, respectively. For a
matrix 𝑃 , 𝑃𝑇 and 𝑃−1 represent its transpose and inverse,
respectively. tr(⋅) stands for the trace of a matrix. ∘ is the
Hadamard product defined as [𝐴 ∘ 𝐵]𝑖𝑗 = 𝐴𝑖𝑗 ⋅ 𝐵𝑖𝑗 . 𝐸{𝑥}
stands for the expectation of the stochastic variable 𝑥. 𝐼 and 0
represent the identity matrix and the zero matrix with appro-
priate dimensions, respectively. diag{𝑋1, 𝑋2, . . . , 𝑋𝑛} stands
for a block-diagonal matrix with matrices 𝑋1, 𝑋2, . . . , 𝑋𝑛 on
the diagonal. Matrices, if their dimensions are not explicitly
stated, are assumed to be compatible for algebraic operations.

II. PROBLEM FORMULATION AND PRELIMINARIES

Consider the following class of time-varying nonlinear
systems:

𝑥𝑘+1 = 𝑓 (𝑥𝑘) +𝐷𝑘𝜔𝑘 (1)

𝑦𝑘 = Ξ𝑘𝐶𝑘𝑥𝑘 + 𝜈𝑘 (2)

where 𝑥𝑘 ∈ 𝑅𝑛 is the system state to be estimated, the initial
value 𝑥0 has mean �̄�0 and covariance 𝑃0∣0, 𝑦𝑘 ∈ 𝑅𝑚 is
the output vector, 𝜔𝑘 ∈ 𝑅𝑟 is the process noise with zero-
mean and covariance 𝑄 > 0, and 𝜈𝑘 ∈ 𝑅𝑚 is the zero-mean
measurement noise with covariance 𝑉 > 0. The nonlinear
function 𝑓 (𝑥𝑘) is analytic everywhere with known form, 𝐶𝑘

and 𝐷𝑘 are known and bounded matrices with appropriate
dimensions. Ξ𝑘 = diag{𝜉1𝑘, 𝜉2𝑘, . . . , 𝜉𝑚𝑘 } is to account for the
missing measurements where the mutually uncorrelated (in 𝑘
and 𝑖) random variables 𝜉𝑖𝑘 ∈ 𝑅 (𝑖 = 1, 2, . . . ,𝑚) take values
of 1 and 0 with

Prob
{
𝜉𝑖𝑘 = 1

}
= 𝐸

{
𝜉𝑖𝑘

}
:= 𝜗𝑖𝑘, (3)

Prob
{
𝜉𝑖𝑘 = 0

}
= 1− 𝐸

{
𝜉𝑖𝑘

}
:= 1− 𝜗𝑖𝑘. (4)

Here, 𝜗𝑖𝑘 ∈ [0, 1] is a known constant, 𝜉𝑖𝑘 is assumed to
be independent with 𝜔𝑘, 𝜈𝑘 and 𝑥0. Also, the noise signals
mentioned above are uncorrelated with each other.

In this paper, we design a filter of the following form:

�̂�𝑘+1∣𝑘 = 𝑓
(
�̂�𝑘∣𝑘

)
, (5)

�̂�𝑘+1∣𝑘+1 = �̂�𝑘+1∣𝑘 +𝐾𝑘+1

(
𝑦𝑘+1 − Ξ̄𝑘+1𝐶𝑘+1�̂�𝑘+1∣𝑘

)
(6)

where �̂�𝑘∣𝑘 is the estimate of 𝑥𝑘 at time 𝑘 with �̂�0∣0 = �̄�0,
�̂�𝑘+1∣𝑘 is the one-step prediction at time 𝑘, 𝐾𝑘+1 is the
filter parameter to be determined, and Ξ̄𝑘+1 := 𝐸{Ξ𝑘+1} :=
diag{𝜗1𝑘+1, 𝜗

2
𝑘+1, . . . , 𝜗

𝑚
𝑘+1}.

The objective of this paper is twofold. First, we aim to
design a finite-horizon filter of form (5)-(6) such that, for
the missing measurements, an upper bound for the filtering
error covariance is guaranteed, i.e., there exists a sequence of
positive-definite matrices Σ𝑘+1∣𝑘+1 (0 ≤ 𝑘 ≤ 𝑁) satisfying

𝐸
{(
𝑥𝑘+1 − �̂�𝑘+1∣𝑘+1

) (
𝑥𝑘+1 − �̂�𝑘+1∣𝑘+1

)𝑇}
≤Σ𝑘+1∣𝑘+1

(7)

Second, we shall minimize such an upper bound Σ𝑘+1∣𝑘+1 by
appropriately designing the filter parameter at each sampling
instant.

Remark 1 In the model (2), 𝐶𝑘𝑥𝑘 represents the measure-
ment output subject to probabilistic information loss charac-
terized by the matrix Ξ𝑘, and 𝜈𝑘 is the random exogenous
noise acting on the measurement output. In other words, the
model (2) is comprehensive to include the practical cases
of probabilistic missing measurements and external additive
disturbances, thereby reflecting the engineering practice in a
more realistic way.

Remark 2 In this paper, the phenomena of measurements
missing is considered. Owing to the sensors aging and/or
sensor temporal failure, the missing measurements may occur
intermittently. In (2), Ξ𝑘 is introduced to characterize the
missing measurements where the random variable 𝜉𝑖𝑘 (𝑖 =
1, 2, . . . ,𝑚) corresponds to the 𝑖 sensor operating at the 𝑘th
sampling time point. For different sensors, it would be more
reasonable to allow multiple sensors to have different missing
probabilities (or failure rates [8]).

Before ending this section, we recall the following lemmas
which will be frequently used in subsequent developments.

Lemma 1 [7] Let 𝐴 = [𝑎𝑖𝑗 ]𝑛×𝑛 be a real-valued matrix
and 𝐵 = diag{𝑏1, 𝑏2, . . . , 𝑏𝑛} be a diagonal stochastic matrix.
Then

𝐸{𝐵𝐴𝐵𝑇 } =

⎡⎢⎢⎢⎣
𝐸{𝑏21} 𝐸{𝑏1𝑏2} ⋅ ⋅ ⋅ 𝐸{𝑏1𝑏𝑛}
𝐸{𝑏2𝑏1} 𝐸{𝑏22} ⋅ ⋅ ⋅ 𝐸{𝑏2𝑏𝑛}

...
...

. . .
...

𝐸{𝑏𝑛𝑏1} 𝐸{𝑏𝑛𝑏2} ⋅ ⋅ ⋅ 𝐸{𝑏2𝑛}

⎤⎥⎥⎥⎦ ∘𝐴

where ∘ is the Hadamard product.
Lemma 2 [22] Given matrices 𝐴, 𝐻 , 𝐺 and 𝐹 with

appropriate dimensions such that 𝐹𝐹𝑇 ≤ 𝐼 . Let 𝑋 be a
symmetric positive definite matrix and 𝛾 be an arbitrary
positive constant such that 𝛾−1𝐼 − 𝐺𝑋𝐺𝑇 > 0. Then the
following inequality holds

(𝐴+𝐻𝐹𝐺)𝑋 (𝐴+𝐻𝐹𝐺)
𝑇

≤ 𝐴
(
𝑋−1 − 𝛾𝐺𝑇𝐺

)−1
𝐴𝑇 + 𝛾−1𝐻𝐻𝑇 . (8)

Lemma 3 [17] For 0 ≤ 𝑘 ≤ 𝑁 , suppose that 𝑋 = 𝑋𝑇 > 0,
𝑆𝑘 (𝑋) = 𝑆𝑇

𝑘 (𝑋) ∈ 𝑅𝑛×𝑛 and 𝐻𝑘 (𝑋) = 𝐻𝑇
𝑘 (𝑋) ∈ 𝑅𝑛×𝑛.

If

𝑆𝑘 (𝑌 ) ≥ 𝑆𝑘 (𝑋) , ∀ 𝑋 ≤ 𝑌 = 𝑌 𝑇 (9)

and

𝐻𝑘 (𝑌 ) ≥ 𝑆𝑘 (𝑌 ) , (10)

then the solutions 𝑀𝑘 and 𝑁𝑘 to the following difference
equations

𝑀𝑘+1 = 𝑆𝑘 (𝑀𝑘) , 𝑁𝑘+1 = 𝐻𝑘 (𝑁𝑘) , 𝑀0 = 𝑁0 > 0 (11)

satisfy 𝑀𝑘 ≤ 𝑁𝑘.

III. MAIN RESULTS

In this section, a sufficient condition for the design of
filter parameters is established by solving two Riccati-like
difference equations.
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To proceed, denote the one-step prediction error as
�̃�𝑘+1∣𝑘 = 𝑥𝑘+1− �̂�𝑘+1∣𝑘 and the filtering error as �̃�𝑘+1∣𝑘+1 =
𝑥𝑘+1 − �̂�𝑘+1∣𝑘+1. Subtracting (5) from (1), we obtain

�̃�𝑘+1∣𝑘 = 𝑓 (𝑥𝑘)− 𝑓
(
�̂�𝑘∣𝑘

)
+𝐷𝑘𝜔𝑘. (12)

By using the Taylor series expansion around �̂�𝑘∣𝑘, we
linearize 𝑓 (𝑥𝑘) as follows:

𝑓 (𝑥𝑘) = 𝑓
(
�̂�𝑘∣𝑘

)
+𝐴𝑘�̃�𝑘∣𝑘 + 𝑜(∣�̃�𝑘∣𝑘∣) (13)

where

𝐴𝑘 =
∂𝑓 (𝑥𝑘)

∂𝑥𝑘
∣𝑥𝑘=�̂�𝑘∣𝑘 ,

and 𝑜(∣�̃�𝑘∣𝑘∣) stands for the high-order terms of the Taylor
series expansion. For presentation convenience, along the
similar line of [3], [25], the high-order terms are transformed
into the following easy-to-handle formulation:

𝑜(∣�̃�𝑘∣𝑘∣) = 𝐵𝑘Ω𝑘𝐿𝑘�̃�𝑘∣𝑘, (14)

where 𝐵𝑘 is a bounded problem-dependent scaling matrix, 𝐿𝑘

is a bounded matrix for providing an extra degree of freedom
to tune the filter, and Ω𝑘 is an unknown time-varying matrix
accounting for the linearization errors of the dynamical model
and satisfies

Ω𝑘Ω
𝑇
𝑘 ≤ 𝐼. (15)

Remark 3 In traditional extended Kalman filter algorithms,
the Taylor series expansion is employed to linearize the
nonlinearity 𝑓(𝑥𝑘), and the linearization errors are simply
neglected which would inevitably lead to conservatism in
certain cases. Recently, a new approach has been proposed
in [3] to describe the higher-order terms in the Taylor series
in terms of parameter uncertainties. In this paper, as in [3],
[24], we use the deterministic matrix Ω𝑘 and the scaling
matrix 𝐵𝑘 in (14)-(15) to account for the linearization errors in
obtaining the matrix 𝐴𝑘. For more details we refer the reader
to Appendix C of [3] where a nice interpretation has been
given. It is worthwhile to further mention that, in practice, the
high-order terms in the Taylor series expansion are commonly
bounded and it is reasonable to regard them as deterministic
uncertainties affecting the system matrix 𝐴𝑘.

It follows from (12)-(14) that the one-step prediction error
is given by

�̃�𝑘+1∣𝑘 = (𝐴𝑘 +𝐵𝑘Ω𝑘𝐿𝑘) �̃�𝑘∣𝑘 +𝐷𝑘𝜔𝑘. (16)

On the other hand, it follows from (6) that the filtering error
�̃�𝑘+1∣𝑘+1 can be described by

�̃�𝑘+1∣𝑘+1

=
(
𝐼 −𝐾𝑘+1Ξ̄𝑘+1𝐶𝑘+1

)
�̃�𝑘+1∣𝑘 −𝐾𝑘+1𝜈𝑘+1

−𝐾𝑘+1

(
Ξ𝑘+1 − Ξ̄𝑘+1

)
𝐶𝑘+1𝑥𝑘+1

(17)

Based on (16) and (17), we are ready to present the follow-
ing lemmas which give the recursion of the one-step prediction
error covariance and filtering error covariance, respectively.

Lemma 4 The one-step prediction error covariance 𝑃𝑘+1∣𝑘
obeys the following recursion:

𝑃𝑘+1∣𝑘 =(𝐴𝑘 +𝐵𝑘Ω𝑘𝐿𝑘)𝑃𝑘∣𝑘 (𝐴𝑘 +𝐵𝑘Ω𝑘𝐿𝑘)
𝑇

+𝐷𝑘𝑄𝐷
𝑇
𝑘

(18)

where 𝑃𝑘∣𝑘 = 𝐸{�̃�𝑘∣𝑘�̃�𝑇𝑘∣𝑘} is the filtering error covariance.
Proof Since (18) follows from (16) directly, the proof is

omitted for brevity.
Lemma 5 The filtering error covariance 𝑃𝑘+1∣𝑘+1 is given

as follows:

𝑃𝑘+1∣𝑘+1

=
(
𝐼 −𝐾𝑘+1Ξ̄𝑘+1𝐶𝑘+1

)
𝑃𝑘+1∣𝑘

(
𝐼 −𝐾𝑘+1Ξ̄𝑘+1𝐶𝑘+1

)𝑇
+𝐾𝑘+1(𝐽𝑘+1 + 𝑉 )𝐾

𝑇
𝑘+1

(19)

where

𝐽𝑘+1 :=Ξ̌𝑘+1 ∘
(
𝐶𝑘+1𝐸

{
𝑥𝑘+1𝑥

𝑇
𝑘+1

}
𝐶𝑇

𝑘+1

)
,

Ξ̌𝑘+1 :=diag{𝜗1𝑘+1

(
1− 𝜗1𝑘+1

)
, 𝜗2𝑘+1

(
1− 𝜗2𝑘+1

)
,

. . . , 𝜗𝑚𝑘+1

(
1− 𝜗𝑚𝑘+1

)
}.

(20)

Proof According to (17), we have

𝑃𝑘+1∣𝑘+1

=
(
𝐼 −𝐾𝑘+1Ξ̄𝑘+1𝐶𝑘+1

)
𝑃𝑘+1∣𝑘

(
𝐼 −𝐾𝑘+1Ξ̄𝑘+1𝐶𝑘+1

)𝑇
+𝐾𝑘+1𝐸{

(
Ξ𝑘+1 − Ξ̄𝑘+1

)
𝐶𝑘+1𝑥𝑘+1𝑥

𝑇
𝑘+1𝐶

𝑇
𝑘+1

×
(
Ξ𝑘+1 − Ξ̄𝑘+1

)
}𝐾𝑇

𝑘+1 +𝐾𝑘+1𝑉 𝐾
𝑇
𝑘+1.

(21)

Next, applying Lemma 1 and together with the property of
conditional expectation, we obtain

𝐸{
(
Ξ𝑘+1 − Ξ̄𝑘+1

)
𝐶𝑘+1𝑥𝑘+1𝑥

𝑇
𝑘+1

× 𝐶𝑇
𝑘+1

(
Ξ𝑘+1 − Ξ̄𝑘+1

)
}

=Ξ̌𝑘+1 ∘
(
𝐶𝑘+1𝐸

{
𝑥𝑘+1𝑥

𝑇
𝑘+1

}
𝐶𝑇

𝑘+1

) (22)

where Ξ̌𝑘+1 is defined in (20). Therefore, (19) follows directly
from (21) and (22), and the proof of this Lemma is complete.

Remark 4 It can be seen that the linearization has been
enforced to facilitate the recursive filtering algorithm develop-
ments. From Lemmas 4-5, the filtering error covariance can
be obtained for the missing measurements provided that the
matrix equations (18) and (19) are solvable. Unfortunately, due
to the consideration of the nonlinearity, (18) and (19) are con-
taminated by some uncertain terms Ω𝑘 and 𝐸

{
𝑥𝑘+1𝑥

𝑇
𝑘+1

}
,

which lead to essential difficulty in determining the accurate
value of the filtering error covariance 𝑃𝑘+1∣𝑘+1. In the follow-
ing, an alternatively way is employed to design an appropriate
filter parameter 𝐾𝑘+1 such that there exists an upper bound
for the filtering error covariance.

Now, we are in a position to present our main results. In
view of Lemmas 2-5, the filter parameter is designed such that
an optimized upper bound for the filtering error covariance is
achieved at each sampling instant.

Theorem 1 Consider the one-step prediction error covari-
ance and the filtering error covariance in (18)-(19), respec-
tively. Assume that (15) holds. Let 𝛾𝑘 and 𝜀 be positive scalars.
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If the following two Riccati-like difference equations

Σ𝑘+1∣𝑘

=𝐴𝑘

(
Σ−1

𝑘∣𝑘 − 𝛾𝑘𝐿𝑇
𝑘 𝐿𝑘

)−1

𝐴𝑇
𝑘 + 𝛾−1

𝑘 𝐵𝑘𝐵
𝑇
𝑘

+𝐷𝑘𝑄𝐷
𝑇
𝑘 ,

(23)

and

Σ𝑘+1∣𝑘+1

=
(
𝐼 −𝐾𝑘+1Ξ̄𝑘+1𝐶𝑘+1

)
Σ𝑘+1∣𝑘

×
(
𝐼 −𝐾𝑘+1Ξ̄𝑘+1𝐶𝑘+1

)𝑇
+𝐾𝑘+1

×
[
Ξ̌𝑘+1 ∘

(
𝐶𝑘+1Φ𝑘+1∣𝑘𝐶𝑇

𝑘+1

)
+ 𝑉

]
𝐾𝑇

𝑘+1

(24)

with initial condition Σ0∣0 = 𝑃0∣0 > 0 have positive-definite
solutions Σ𝑘+1∣𝑘 and Σ𝑘+1∣𝑘+1 such that, for all 0 ≤ 𝑘 ≤ 𝑁 ,
the following constraint

𝛾−1
𝑘 𝐼 − 𝐿𝑘Σ𝑘∣𝑘𝐿𝑇

𝑘 > 0, (25)

are satisfied where

Φ𝑘+1∣𝑘 := (1 + 𝜀) Σ𝑘+1∣𝑘 +
(
1 + 𝜀−1

)
�̂�𝑘+1∣𝑘�̂�𝑇𝑘+1∣𝑘, (26)

then with the filter parameter 𝐾𝑘+1 given by

𝐾𝑘+1

=Σ𝑘+1∣𝑘𝐶𝑇
𝑘+1Ξ̄𝑘+1

[
Ξ̄𝑘+1𝐶𝑘+1Σ𝑘+1∣𝑘𝐶𝑇

𝑘+1Ξ̄𝑘+1

+ Ξ̌𝑘+1 ∘
(
𝐶𝑘+1Φ𝑘+1∣𝑘𝐶𝑇

𝑘+1

)
+ 𝑉

]−1

(27)

the matrix Σ𝑘+1∣𝑘+1 is an upper bound for 𝑃𝑘+1∣𝑘+1, i.e.,

𝑃𝑘+1∣𝑘+1 ≤ Σ𝑘+1∣𝑘+1. (28)

Moreover, the filter parameter 𝐾𝑘+1 given by (27) minimizes
the upper bound Σ𝑘+1∣𝑘+1.

Proof Note that the covariance matrices 𝑃𝑘+1∣𝑘 and
𝑃𝑘+1∣𝑘+1 can be rewritten as the functions of 𝑃𝑘∣𝑘 and 𝑃𝑘+1∣𝑘,
respectively. Then, it is not difficult to verify that the condition
(9) in Lemma 3 is satisfied.

Now, we are ready to deal with the terms of the right-hand
side of (19). Considering the following elementary inequality(
𝜀

1
2 �̃�𝑘+1∣𝑘 − 𝜀− 1

2 �̂�𝑘+1∣𝑘
)(
𝜀

1
2 �̃�𝑘+1∣𝑘 − 𝜀− 1

2 �̂�𝑘+1∣𝑘
)𝑇

≥ 0,

we can obtain the following inequality

�̃�𝑘+1∣𝑘�̂�𝑇𝑘+1∣𝑘 + �̂�𝑘+1∣𝑘�̃�𝑇𝑘+1∣𝑘
≤𝜀�̃�𝑘+1∣𝑘�̃�𝑇𝑘+1∣𝑘 + 𝜀−1�̂�𝑘+1∣𝑘�̂�𝑇𝑘+1∣𝑘

with 𝜀 > 0 being a scalar, which yields

𝐸
{
𝑥𝑘+1𝑥

𝑇
𝑘+1

}
≤𝐸

{
(1 + 𝜀) �̃�𝑘+1∣𝑘�̃�𝑇𝑘+1∣𝑘 +

(
1 + 𝜀−1

)
�̂�𝑘+1∣𝑘�̂�𝑇𝑘+1∣𝑘

}
=(1 + 𝜀)𝑃𝑘+1∣𝑘 +

(
1 + 𝜀−1

)
�̂�𝑘+1∣𝑘�̂�𝑇𝑘+1∣𝑘.

(29)

Then, the last term of the right-hand side of (19) can be
determined as

𝐾𝑘+1(𝐽𝑘+1 + 𝑉 )𝐾
𝑇
𝑘+1

≤𝐾𝑘+1

[
Ξ̌𝑘+1 ∘

(
𝐶𝑘+1𝑀𝑘+1∣𝑘𝐶𝑇

𝑘+1

)
+ 𝑉

]
𝐾𝑇

𝑘+1

(30)

where where

𝑀𝑘+1∣𝑘 := (1 + 𝜀)𝑃𝑘+1∣𝑘 +
(
1 + 𝜀−1

)
�̂�𝑘+1∣𝑘�̂�𝑇𝑘+1∣𝑘.

It then follows from (19) and (30) that

𝑃𝑘+1∣𝑘+1

≤
(
𝐼 −𝐾𝑘+1Ξ̄𝑘+1𝐶𝑘+1

)
𝑃𝑘+1∣𝑘

×
(
𝐼 −𝐾𝑘+1Ξ̄𝑘+1𝐶𝑘+1

)𝑇
+𝐾𝑘+1

×
[
Ξ̌𝑘+1 ∘

(
𝐶𝑘+1𝑀𝑘+1∣𝑘𝐶𝑇

𝑘+1

)
+ 𝑉

]
𝐾𝑇

𝑘+1

(31)

Combining (23), (24) and (31), we can show that the
condition (10) in Lemma 3 is satisfied. Therefore, it follows
directly from Lemmas 2-3 that

𝑃𝑘+1∣𝑘+1 ≤ Σ𝑘+1∣𝑘+1.

Having determined the upper bound Σ𝑘+1∣𝑘+1, we are now
ready to show that the filter parameter given by (27) is optimal
in the sense that it minimizes the upper bound Σ𝑘+1∣𝑘+1.
Taking the partial derivative of (24) with respect to 𝐾𝑘+1 and
letting the derivative be zero, we have

∂tr
(
Σ𝑘+1∣𝑘+1

)
∂𝐾𝑘+1

=− 2
(
𝐼 −𝐾𝑘+1Ξ̄𝑘+1𝐶𝑘+1

)
Σ𝑘+1∣𝑘𝐶𝑇

𝑘+1Ξ̄𝑘+1

+ 2𝐾𝑘+1

[
Ξ̌𝑘+1 ∘

(
𝐶𝑘+1Φ𝑘+1∣𝑘𝐶𝑇

𝑘+1

)
+ 𝑉

]
=0.

(32)

From (32), and through straightforward algebraic manipula-
tions, the optimal filter parameter 𝐾𝑘+1 can be determined as
follows:

𝐾𝑘+1

=Σ𝑘+1∣𝑘𝐶𝑇
𝑘+1Ξ̄𝑘+1

[
Ξ̄𝑘+1𝐶𝑘+1Σ𝑘+1∣𝑘𝐶𝑇

𝑘+1Ξ̄𝑘+1

+ Ξ̌𝑘+1 ∘
(
𝐶𝑘+1Φ𝑘+1∣𝑘𝐶𝑇

𝑘+1

)
+ 𝑉

]−1

(33)

Obviously, the filter parameter 𝐾𝑘+1 in (33) is identical to
(27). To this end, the optimal filter gain 𝐾𝑘+1 is designed
in the sense of minimizing the upper bound Σ𝑘+1∣𝑘+1 for
the filtering error covariance and, therefore, the proof of this
theorem is complete.

Remark 5 At each sampling instant, the filter parameter
𝐾𝑘+1 is designed in Theorem 1 to minimize the upper bound
of filtering error covariance. The consideration of the multiple
missing measurements constitutes the main difference between
our work and the work of [24]. In our main results, the
constants 𝜗𝑖𝑘 (𝑖 = 1, 2, . . . ,𝑚) are there for the missing
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measurements where all sensors are allowed to have differ-
ent missing probabilities. Furthermore, the proposed filter is
derived in terms of the solutions to two Riccati-like difference
equations, which is recursive and therefore suitable for online
applications.

IV. AN ILLUSTRATIVE EXAMPLE

Consider the following nonlinear system with missing mea-
surements: {

𝑥𝑘+1 = 𝑓(𝑥𝑘) +𝐷𝑘𝜔𝑘

𝑦𝑘 = Ξ𝑘𝐶𝑘𝑥𝑘 + 𝜈𝑘

where

𝑓(𝑥𝑘) =

[
0.8𝑥1,𝑘 + 𝑥1,𝑘𝑥2,𝑘
1.5𝑥2,𝑘 − 𝑥1,𝑘𝑥2,𝑘

]
,

𝐷𝑘 =

[
0.06

0.03 + 0.5𝑒−5𝑘

]
,

𝐶𝑘 =

[
0.85 0
0 −1.5

]
and 𝑥𝑘 =

[
𝑥1,𝑘 𝑥2,𝑘

]𝑇
is the state vector with 𝑥𝑖,𝑘

(𝑖 = 1, 2) being the 𝑖-th element of the system state, 𝜔𝑘 ∈ 𝑅
and 𝜈𝑘 ∈ 𝑅2 are zero-mean Gaussian white noises with
covariances 0.5 and 0.02𝐼2, respectively.

In the simulation, set the initial value of estimation as �̂�0∣0 =

�̄�0 =
[
0.8 0.2

]𝑇
and Σ0∣0 = 10𝐼 . Assume that Ξ̄𝑘 =

diag{0.95, 0.90}. The other parameters are chosen as 𝐵𝑘 =
diag{0.1, 0.2}, 𝐿𝑘 = 0.1𝐼2, 𝛾𝑘 = 0.005, and 𝜀 = 0.35. By
solving (23) and (24), the filter parameter can be obtained
recursively and the simulation results are shown in Figs. 1-4.
Here, MSE-𝑖 (𝑖 = 1, 2) denotes the mean square error (MSE)
for the estimation of the state.
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Fig. 1. MSE1 and its upper bound

In the figures, Figs. 1-2 show the upper bounds Σ11
𝑘∣𝑘 and

Σ22
𝑘∣𝑘 as well as the MSE for the states 𝑥1,𝑘 and 𝑥2,𝑘, which

confirm that the MSE stay below their upper bounds. The
trajectories of the actual states 𝑥𝑖,𝑘 and their estimates �̂�𝑖,𝑘
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Fig. 2. MSE2 and its upper bound
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Fig. 3. The actual state 𝑥1,𝑘 and its estimation �̂�1,𝑘
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Fig. 4. The actual state 𝑥2,𝑘 and its estimation �̂�2,𝑘

(𝑖 = 1, 2) are plotted in Figs. 3-4, which illustrate that the
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presented scheme can perform well to estimate the system
states.

V. CONCLUSIONS

In this paper, the finite-horizon filter design problem has
been investigated for a class of time-varying nonlinear systems
with missing measurements. A series of mutually independent
random variables that obeys Bernoulli distribution has been
introduced to describe the missing measurement phenomenon.
A filter has been designed to guarantee an optimized upper
bound on the filtering error covariance by means of solving
two Riccati-like difference equations. Finally, a numerical
example has been provided to illustrate the effectiveness of the
main results. Further research topics include the extension of
the main results to the recursive filtering problem for general
nonlinear stochastic systems, to the finite-horizon 𝐻∞ filtering
problem with fading measurements, and so on.
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Abstract—This paper investigates the design of an optimal energy 
recovery system for a hydrogen hybrid electric vehicle to allow 
increased range. The proposed system includes two different 
energy recovery sub-systems. These are; a regenerative braking 
sub-system and an active suspension sub-system. A dynamic 
model of this optimal energy recovery sub-system is implemented 
in MATLAB/SimulinkTM and integrated with a hydrogen hybrid 
electric vehicle model to investigate the effect of the optimal 
energy recovery mechanism. The simulation results indicate the 
energy recovery and hence, lead to the extended range 
capabilities. 

Keywords – Hydrogen hybrid vehicles, Regenerative braking,  
Active suspension system, Energy recovery 

I.  INTRODUCTION  
The increasing global demand of fuels together with  and 

green house gas (GHG) environmental concerns, have 
progressively leads to the global trend towards low-emission 
and fuel efficient vehicles in recent years [1].  

 
Fig.1 Classification of HEV systems 

Several variations and definitions have recently been under 
some scrutiny for use in alternative car concepts (see Fig.1). 
Among these vehicles, renewable hydrogen hybrid electric 
vehicles (HHEV) are considered to be one of the potential 
alternative candidates to replace conventional fossil fuelled 

internal combustion engine vehicles. Renewable hydrogen fuel 
cell vehicles are able to provide better fuel economy and 
comparatively reduced environmental pollution [2]. By 
incorporating energy recovery mechanisms, improved 
performance through energy recovery can be achieved [3]. 
Energy loss can also be minimized and fuel consumption rate 
be kept low. In such circumstances, an efficient economic fuel 
cell vehicle can be realised [3], [4]. The utilization of energy 
recovery systems makes the hydrogen fuel cell vehicles more 
attractive by better utilising the on board storage capacity for 
hydrogen, through raised energy efficiency. Model-based 
simulation has been used to assist in making an assessment of 
the benefits from such a system and can be used in exploring 
further options for improving energy efficiency. 

Recent research efforts show that the energy recovery via 
an active suspension system in hydrogen hybrid electric 
vehicle may play a part in improving efficiency and extended 
range capabilities [5], [6]. Energy recovery suspension can 
achieve a damping function and energy recovery by changing 
the suspension input vibration produced by road roughness 
into electrical energy, so removing energy and effecting 
damping. The control structure of a plausible suspension 
system is shown in Fig.2. The control unit will detect the 
available energy supply from the suspension subsystem via the 
sensors circuit. The recovered energy will then be stored in the 
vehicle's main electrical energy storage (ESS) such as a 
battery, to be utilised subsequently to extend the range of the 
electric vehicle. 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.2 Control operation of a suspension system 
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Results from previous research show that, significant 
amount of energy can also be recovered by the integration of 
the regenerative braking mechanism [4]. Further research 
effort should focus on the development of a systematic and 
integrated energy recovery system to recover as much kinetic 
energy as possible, while maintaining suitable power flows in 
the other subsystems and effecting a suspension function. To 
this end, several researchers have developed many different 
configurations of energy recovery mechanisms to 
continuously recover energy otherwise dissipated, that results 
from road irregularities, vehicle acceleration, and braking; see 
for example [7]-[12]. This recovered energy can be used to 
reduce fuel consumption. 

 
This work addresses the issues relating to the development 

of a new mechanism for optimal energy recovery. The main 
purpose of the paper is to employ a simulation model of a 
renewable hydrogen fuel cell vehicle together with an optimal 
energy recovery system (OERS) to carry out simulation 
analysis to investigate the effect of the OERS. 

II. ENERGY RECOVERY SYSTEMS FOR HEV 
The energy efficiency and driving range of HHEV system 

can be increased through the development and incorporation 
of OERS. Many different types of energy recovery system 
have been developed over the last two decades. These range 
from electro-hydraulic braking systems (EHBS) to 
regenerative shock absorbers [13]-[18]. 

 
EHBS can be configured in either series or parallel 

regenerative mode. In a series configuration, the hydraulic 
control unit manages the brake cylinder pressures, as well as 
the front-rear axle brake balance. It requires active brake 
management to achieve total braking to all four wheels. 
However, it should be noted that in most modern hybrid 
electric vehicles the regenerative braking system is applied 
only on the drive wheel, consequently the system has to use  
thermal/friction braking systems at the same time, to 
equilibrate the braking. Parallel configuration is less complex 
because the thermal brakes are used along with energy 
recovery by the reversible motor/generator. Front and rear 
brake balance is retained because the thermal brakes are in use 
during the entire braking event. The amount of energy 
captured by a parallel regenerative braking system is thus less 
than from a series system [19].  

 
Hydraulic power assist is another way of managing the 

energy usage. In the hydraulic power assist, when the driver 
steps on the brake, the vehicle’s kinetic energy is used to 
power a reversible pump, which sends hydraulic fluid from a 
low pressure accumulator into a high pressure accumulator. 
The pressure is created by nitrogen gas in the accumulator, 
which is compressed as the fluid is pumped into the space the 
bagged or isolated gas formerly occupied. This slows the 
vehicle and helps bring it to stop. The fluid remains under 
pressure in the accumulator until the driver pushes the 

accelerator again, at which point the pump is reversed and the 
pressurized fluid is used to accelerate the vehicle.  

Regenerative shock absorber mechanisms are a recent 
development for energy recovery and are essentially 
regenerative suspension systems technologies. In such 
regenerative suspension systems, the function is, as in a 
conventional automotive shock absorber, mechanisms to 
dampen suspension movements to produce a controlled action 
that keeps the tire firmly on the road and filters road 
irregularities for comfort and vehicle integrity. This is 
normally done by converting the kinetic energy into heat 
energy, which is then dissipated through the hydraulic oil and 
cylinder by heat transfer to atmosphere. The power generating 
shock absorber converts this kinetic energy into electricity 
through the use of a linear electric generator or other device. 
The electricity generated by each power generating shock 
absorber stroke (see Fig.3) can then be combined with 
electricity from other power generation systems such as 
regenerative braking and stored in the vehicle’s energy storage 
systems [20]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3 Shock absorbers 
 
For the proposed OERS system, two different energy 

recovery mechanisms have been considered. These are; the 
suspension energy recovery mechanism and regenerative 
braking subsystem. The combined energy recovery sources 
(suspension energy recovery mechanism and regenerative 
braking) in the HHEV system may provide a more viable 
solution if increased capital costs can be rendered economic. 
The suspension energy recovery mechanism will recover some 
energy from suspension system and through regeneration from 
braking, the vehicle is allowed to recapture and store a part of 
the kinetic energy as opposed to wasting it as heat. 
Regenerative braking and suspension both essentially convert 
kinetic energy back into usable energy. Hence, they will be 
most beneficial in circumstances where most energy is 
otherwise lost.  
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III. OERS MODEL 
In order to develop an optimal energy recovery system 

model, it is hypothesised that utilization of a regenerative 
braking system and an active energy recovery suspension 
processes in a single system, make the proposed optimal 
energy recovery system more attractive from an energy system 
point of view. 
 
Regenerative braking system: In recent literature, hybrid 
electric vehicle systems, regenerative braking is applied only 
on the drive wheels, therefore a standard front wheel-drive 
configuration [21], [22] is adopted in this paper. The 
regenerative braking operation can be described by the 
following equations.      
 
The braking force required reqF  is given by; 
 

hilldragrollaccreq FFFFF −−−=   (1) 
 
Where accF is the force required to give the rate of change of 

velocity (i.e., acceleration/deceleration), rollF  the rolling 

resistance force, dragF is the aerodynamic drag, hillF is the hill 
climbing force. 
 
The power required to slow the vehicle reqP is calculated by; 
 
 vFP reqreq =     (2) 
 
Where v is the vehicle velocity. 
 

reqP is the total power required for the front and rear axles. 
Thus,  
 rfreq PPP +=     (3) 
 
Where fP and rP are the power provided by the front and rear 

wheels respectively. It should be noted that mf PP > due to 

the efficiency of the motor sub-system, where mP is the motor 
electric power and is given by; 
 
 fmm PP .η=     (4) 

Where mη is the efficiency of the motor and is calculated by; 
 

)/( 3
32

2
1 smmmmmmmm kkkk ++++= ωωτωτωτη  (5) 

Where mτ is the motor braking torque, mω is the motor 

angular speed, 21, kk and 3k are the material losses 

coefficients. sk is the constant losses that apply at any velocity  

The power that charges the battery chP is given by; 
 
 avmch PPP −=     (6) 
 
When 0<chP it becomes the discharge power, where avP is 
the average power of the accessories, i.e., the electric power 
needed to run the other electrical systems. While the HHEV is 
in motion; when braking is applied, a certain amount of power 
is dissipated into the battery. In this paper an internal 
resistance battery model [5] is adopted, which characterizes 
the battery with a voltage source and an internal resistance. 
 
Let the current I be flowing into the battery, so the charge 
power of the battery can be obtained as; 
 
 RIEIPch

2+=     (7) 
 
Where E is the open circuit voltage, and it changes with the 
state of charge ( S ) of the battery, R is the internal resistance 
of the battery. Now, the charge current I is obtained by 
solving equation (7) and is given by; 
 

 RRPEEI ch 2/)4( 2 ++−=   (8) 
 
and )(S is represented as follows; 
 
 1

0 .)()( −×Δ+= PCItSS    (9) 
 
Where )( 0S is the battery initial state of charge, tΔ is the 

sampling time and PC is the Peukert capacity. 
 
The regenerated power of the battery is calculated as; 
 
 RIPP chregen

2−=    (10) 

With the regenerated energy efficiency regenη defined as; 
 

 

=

req

regen
regen P

P
η     (11) 

From the above regenerative braking system (RGBS) model it 
is clear that the amount of regenerated brake energy depends 
on multiple factors in HHEV. 
Suspension energy recovery system: Energy recovery 
suspension processes can achieve a significant amount of 
energy recovery by converting suspension vibration damping 
required for road roughness, into electrical energy. Design 
studies of suspension energy recovery systems for hybrid 
electric vehicles have been conducted recently by several 
researchers, see for example, [3], [6]. Hybrid electric vehicle 
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configuration with active suspension systems would allow the 
recovery of energy and hence, lead to the extended range 
capabilities. The purpose of a suspension system is to support 
the vehicle body, damp vibration and increase ride comfort. 
Currently, there are three different types of suspension 
systems used in automobile industry: passive, semi-active and 
active [6]. The traditional passive suspensions use springs and 
dampers to absorb the oscillation while in active cases the 
suspension is controlled by an external controller. Semi-active 
suspensions include devices such as springs and shock 
absorbers together with other systems such as hydro-
pneumatic and electromagnetic suspension. On the one hand, 
the use of semi-active/active suspension achieves a better 
isolation performance for various vibration modes and 
improves the riding comfort, but on the other hand, they 
increase the cost, weight and energy consumption of the car. 
The suspension energy recovery mechanism developed here is 
expected to recovery some energy from the suspension system 
to improve the energy efficiency. The dynamic model with 
seven degree of freedom (7-DOF); four wheel suspension 
systems can be expressed using differential equations [5]. Fig. 
4 shows a simplified version of a suspension system for a 
complex full car model. 

 
Fig.4. Simplified version of a suspension system for a 

complex full car model 
 
There are roll, pitch and vertical displacement of sprung mass 
and four unsprung mass are included. The dynamic model is 
divided into seven main parts: 
 
Bouncing of the sprung mass 
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      (12) 

Pitching of the sprung mass 
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Rolling of the sprung mass 
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Vertical direction for each wheel 
 

( ) ( )
iiiiiii rtfiutfusfusfuuf ZkuZkZZkZZbZm +−−−+−= ����                (15) 

with 4,3,2,1=i  
 
where; 
 

sssfs ZaTZ ++= θϕ
1

, sssfs ZaTZ ���� ++= θϕ
1

 
 

sssfs ZaTZ ++−= θϕ
2

, sssfs ZaTZ ���� ++−= θϕ
2

 
 

sssrs ZbTZ +−−= θϕ
3

, sssrs ZbTZ +−−= θϕ ���
3

 
 

sssrs ZbTZ +−−= θϕ
4

, sssrs ZbTZ ���� +−−= θϕ
4

 
 
where sZ is the vertical displacement, 

iuZ )4,3,2,1( =i  is the 

vertical displacement of each wheel, sθ pitch angle and 

sϕ roll angle. 
 

So far, a regenerative braking system model and a 
suspension system for a complex full car model have been 
established. These models are then used for the design of a 
combined OERS system to improve HHEV performance.   

 
The combined OERS system is implemented in 

MATLAB/SimulinkTM and incorporated into a vehicle 
simulator [5] to analysis the effect of the integration of the 
OERS system. In the following section of the paper discusses 
results from the OERS system developments. 

 

IV. RESULTS AND DISCUSSION 
 
The simulation results show that by using this combined 

optimal energy recovery mechanism, a considerable amount of 
energy can be recovered. For illustrative purposes, example 
simulation results are shown here. For this simulation, the 
New European drive cycle (NEDC) (see Fig.5) is used here 
and the suspension system parameters are listed in Table 4.1. 
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Fig.5 New European  Drive cycle 
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Fig.6 Power of RGBS energy recovery 

 
 

Table 4.1: Suspension system parameters 
 

 
 
where sm is the mass of a vehicle, um is the mass of a wheel 

components, sK is the spring stiffness, tK is the tire stiffness, 

sb is the damper coefficient, and tb is the tire damping 
coefficient. 

 
 
 

 
time (sec) 

 
Fig.7 Power of suspension energy recovery 

 
 
Suppose, the energy recovered by the use of the suspension 
energy recovery mechanism is used to produce hydrogen, then 
the average hydrogen production rate is about 13104 −−× kgh  
(see Fig.8).    
 

 
time (sec) 

 
Fig.8 Hydrogen production rate from the suspension energy 

recovery mechanism 
 

Fig. 6 and 7 shows the power of RGBS energy recovery and 
power of suspension energy recovery respectively. From the 
results it is clearly shown that the RGBS recover more energy 
than the suspension energy recovery system. However, it 
should be noted that the total energy recovered by the use of 
OERS is higher than using only the suspension recovery 
mechanism or RGBS (see Fig.9 and 10). In Fig. 9 the total 
energy recovery by the OERS is shown. Figure 10 shows the 
enlarged view of compared responses of Fig.6 and 9 for the 
first 30 sec in order to clearly show the power of OERS (solid 
line) and RGBS (dashed line).  

Symbol Quantity Unit 
Suspension system parameters 

sm  464 Kg 

um  35 Kg 

sK  16812 N/m 

tK  190000 N/m 

sb  1000 N/m 

tb  1000 N/m 
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Fig.9 Power of OERS system 
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Fig.10 Comparison of power of OERS and RGBS  

 

V. CONCLUDING REMARKS  
In this paper, an investigation of the development of an 

optimal energy recovery system for a renewable hydrogen fuel 
cell vehicle is carried out. A dynamic model of a regenerative 
braking system and an active suspension energy recovery 
system has been developed and combined as a single energy 
recovery mechanism. This optimal energy recovery subsystem 
is implemented in MATLAB/SimulinkTM. The model is then 
incorporated into a vehicle simulator to analysis the effect of 
the integration of the energy recovery mechanism. The results 
show that by using this mechanism, significant amount of 
energy can be recovered. It is expected that the modelling will 
provide a suitable platform for investigating the effects of 
system architecture and vehicle drive cycles analysis. 
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Abstract—The Best Linear Approximation (BLA) is a linear-
isation of the transfer characteristics of a nonlinear system in
a least squares sense. The BLA is known to depend on the
statistical properties of the input signal used to identify it. The
theory for Gaussian input sequences has been known for several
years, but the corresponding theory for binary input sequences
has only recently been developed. In this paper, experiments on
a physical electronic Wiener system, aimed at verification of
predictions made for the differences between BLA’s estimated
using Gaussian sequences and those estimated using binary
sequences, are described. The results were found to be a good
match with the theory but difficulties encountered during the
experiment highlight a need for further work in extending the
discrete-time theory to the continuous-time domain.

I. INTRODUCTION

IN system identification, the frequency response function
or the impulse response of a system contains information

about the system. Based on this information, one can model,
make prediction and control the system to produce desired
behaviour. All systems are nonlinear to some extent, and in
some systems the nonlinearity plays a significant role. Even
so, linearising a nonlinear system has merits in modelling
and control, and the Best Linear Approximation (BLA) [1–5],
which is a linear model minimising the expected value of mean
squared difference between the actual output of the system and
the modelled output is particularly useful for this. The BLA
however, depends on the power and amplitude distribution of
the excitation signals used to identify it [6]. This paper verifies
the theory developed by Wong et al. [6] for binary input signals
through experiments on a physical electronic system with a
linear low-pass filter and a cubic nonlinearity in a Wiener
configuration.

II. EXPERIMENT SETUP

The system was set up using the equipment listed below,
and following the system schematic shown in Figure 1. The
HP VXI mainframe was connected to a desktop computer with
the MATLAB software. Data analysis was performed through
MATLAB.

A. List of equipment
• HP E1401B VXI mainframe with:

◦ VXI-MXI-2 interface card
◦ 2× HP E1430A 10MSa/s 23-bit ADCs, with filter-

ing and memory (henceforth referred to as ‘acquisi-
tion card’)

◦ HP E1445A arbitrary function generator card
• Desktop computer with PCI-MXI-2 interface card
• Non-inverting pre-buffer with AD8610A op-amp
• Non-inverting post-buffer with TL071CP op-amp
• 2× 50Ω matched impedance buffers
• RC filter circuit with changeable resistors and capacitors
• 50Ω matched impedance measurement buffers
• Pre-built cubic nonlinearity circuit

◦ based on AD532JH four-quadrant multipliers
• Tektronix TDS 2001C Oscilloscope
• ±12V and ±15V power supplies
• A 1.5 nF capacitor with either 2.7 kΩ, 27 kΩ or 110 kΩ

resistors in the RC filter,
◦ giving cut-off frequency values of fco = 39.3 kHz,

3.93 kHz and 0.965 kHz respectively.

B. Methodology

The objective is to verify theoretical difference between the
BLA’s obtained from the use of Maximum Length Binary
Sequences (m-sequences) [7], and from Gaussian signals,
more specifically random phase multisines [2]. The linearity
was a simple RC filter circuit, and the nonlinearity was a
static cubic power function. Three sets of experiments were
performed, each with a different combination of time constants
for the linearity. The resistor values used were 2.7 kΩ, 27 kΩ
and 110 kΩ. The capacitor value was fixed at 1.5 nF, for a
reason which will be explained in Section II-D.

Table I lists parameters and their values used in the
experimental work. Both types of input were subjected to
supersampling (see Section II-D). However, the bandwidth of
the multisine was set equal to the clock frequency of the binary
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sequence. This was performed so that after downsampling
(also see Section II-D) at the measurement, both types of sig-
nal will have identical bandwidth and the spectral ‘whiteness’
of the two signal types could be preserved. The whiteness of
the input spectrum constitutes one of the assumptions of the
original discrete time BLA theory in Wong et al. [6].

The general procedure of data collection of the experiment
for both the linear and nonlinear cases was as follows:

1) Generate the reference signal r, either:

a) a discrete random-phase multisine for the Gaussian
case, or:

b) a Maximum Length Binary Sequence of period
Nbase = 511 samples for the binary case.

2) Realise the periodic signal using the HP E1445A ar-
bitrary function generator card. The excitation is un-
interrupted and continuously turned on from this point
onwards.

3) Pause for 5 seconds so that transient effects in the
measurements are expected to be negligible.

4) Initiate measurements with the acquisition cards and
collect P periods of data. The measurement intervals
are internally synchronised with the generator.

5) Due to internal attenuation of the matched impedance
buffers, measurements are normalised by a factor of two
to obtain u and y (in multiple periods).

6) Go to Step 1 and repeat for a different realisation of
input until M data sets of different input realisations
are obtained.

Note that across the M sub-experiments, the same input
sequence realisation was never used twice.

C. Robust non-parametric identification procedure

Given a set of input and output data from M sub-
experiments of independent input realisations, each with P
periods of steady-state measurements, robust estimator for the

BLA is given as:

ĜBLA(jω) =

M∑
m=1

P∑
p=1

Y[m,p]U
�
[m,p]

M∑
m=1

P∑
p=1

U[m,p]U
�
[m,p]

(1)

where U[m,p] and Y[m,p] contain the mth sub-experiment and
pth period of the measured input spectrum U(jω) and the
measured output spectrum Y (jω). The � symbol denotes
complex conjugate. For reasons stated in II-D, the measured
input spectrum for the binary excitation case, U[m,p] is taken
as the reference input spectrum R[m](jω).

The estimator is robust against noise disturbances and is
unbiased if input noise levels are small.

D. Supersampling

The HP VXI system is capable of any sampling frequency
up to and including 10MHz. In the experiment, the measure-
ments were oversampled by a factor of μ above the frequency
of the binary sequence input fc. The upper frequency of the
bandwidth of the random phase multisine fw was set equal
to fc. The measurement data were then subjected to manual
downsampling by the same factor μ. This results in both input
signal types having identical bandwidth. The supersampling
and the subsequent downsampling were performed for two
main reasons detailed in the next two subsections (Ringing
and Overshoot; Anti-alias).

The RC filter has low-pass (smoothing) characteristics. To
downsample (or subsample) the measurement, a location of
the highest peak (or lowest trough) of the output signal was
taken as the reference point. From this reference point onwards
and backwards every μth sample was taken as an idealised
zero-order-hold (ZOH) measurement, with the ZOH clock
frequency a factor μ lower than the original sampling (hence
a downsampling). The reference signal r and the measured
output y were also aligned through this reference point, so
that the peaks of the output after RC filtering would then
occur directly after the switching points of the binary reference
input. The procedure is more easily appreciated by referring
to Figure 2 by comparing the reference input (dotted line) and
the two red solid lines representing the original high frequency
sampling and the subsequent downsampled and aligned ZOH
data. If there were no ringing, overshoot, nonlinear effects or
noise, this subsampling procedure would result in a perfect
reconstruction of the behaviour of an ideal ZOH sampler
according to discrete-time theory. This had been verified by
simulation. This subsampling procedure is performed for both
linear and nonlinear measurements. Since this procedure can
only be reliably performed through the easily visible binary
switching points, the same alignment amount and reference
point time coordinate were used for the corresponding case
with multisine input.

Ringing and overshoot: During testing with binary excit-
ation signals, it was observed through the oscilloscope that
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Table I
TABLE OF PARAMETERS AND SETTINGS

Symbol Description Value (units)
fs Sampling frequency for the arbitrary waveform generator, and acquisition cards. The

Nyquist frequency is then fs/2.
312.5 kHz

Ts Sampling interval = 1/fs. 3.2 μs

μ Over-sampling ratio for m-sequences (see Section II-D). 8

fc Clock frequency of the m-sequences (= fs/μ). 391⁄16 kHz

Tb Bit interval for the m-sequences (= 1/fc). 25.6 μs

fw Bandwidth of the multisine sequence before downsampling (= fc = fs/μ). 391⁄16 kHz

faa Anti-aliasing filter cut-off frequency ≡ 0.4fs. This coupling with the sampling
frequency value is internally enforced by the HP1430A acquisition cards.

125 kHz

Nbase Base length of sequence after subsampling, (= length of a 9-tap m-sequence) 511 Sa†

N Length of a data record (= μNbase). 4088 Sa†

P Number of periods measured (linear case; nonlinear case). 12; 4

M Number of independent realisations (linear case; nonlinear case). 5; 16

Vrms RMS voltage of the input signals. 1.5 V
†Sa = samples

Figure 2. The use of supersampling and subsampling – Reference input
(black dotted line), Measured input (blue dots), Measured output: a)

supersampled and b) subsampled (red solid lines).

all operational amplifier (op-amp) based electronic buffers
introduce high frequency oscillations in form of ringing to
a varying extent. This is caused by non-ideal step-response
characteristics when load or parasitic capacitances at output
of op-amps introduce unintended poles in the transfer charac-
teristics of the op-amps through feedback. The datasheets of
many op-amps have step-response graphs which illustrate this.

In this experiment setup, the overshoots and undershoots
were especially large, up to 20% with the pre-buffer due to the
capacitive load at the RC circuit, even when a higher quality
op-amp (with regards to its ability in driving capacitive loads)
was used [8]. The overshoot depends on the load or parasitic

capacitance hence the load capacitor C of the RC circuit was
fixed at 1.5nF for consistency.

Moreover, the HP E1430A acquisition cards themselves
have significant overshoots that can be seen in the meas-
urement data, although the oscilloscope suggested the actual
acquisition inputs u′ and y′ were relatively free of such
effects. This may be caused by the high order high cut-off
frequency anti-aliasing filter having oscillatory step responses.
The ringing at the measured input channel from an acquisition
card can be seen in Figure 2. This phenomenon persisted
with an Agilent 33120A waveform generator directly driving
the acquisition cards, isolated completely from the system in
question.

While the RC passively forms a low pass filter and is
capable of minimising the effect of ringing from the pre-buffer,
overshoot and ringing from the acquisition cards are inevitable.
Due to the nature of sample-and-hold at the acquisition cards,
the use of supersampling is necessary to obtain measurements
of acceptable accuracy. The BLA theory developed is incap-
able of modelling in continuous time domain of such effects
at the moment.

For multisine input sequences, there are no noticeable
ringing or overshoot effects.

Because of the overshoot and ringing present in the meas-
urement data from the HP E1430A acquisition cards, the signal
sequence u is no longer reliable and accurate representation
of u′ in the m-sequence case. Henceforth in dealing with
binary sequences, the reference signal r is used as the basis
for identification.

In addition, manual alignment of the measured input and
output signals can be performed.
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Anti-alias: It is necessary to minimise the effect of anti-
aliasing filters on the measurements because of the use of the
ideal reference signal r instead of measured input u in the case
of binary excitations. In addition, the nonlinearity broadens the
bandwidth of the output, which then may be interfered with
by the anti-aliasing filter if action is not taken. Supersampling
allows the internal anti-aliasing filter to be bypassed since the
internal anti-aliasing filter of the HP E1430A acquisition cards
have their cut-off frequencies faa dependent upon the sampling
frequency fs (see Table I). The combination of the specified
low bandwidth of the multisine, the discrete nature of binary
excitation signals and the low pass characteristics of RC mean
that any real aliasing effect was negligible. It has been shown
that broadening of spectrum due to nonlinearity would result
in aliased components that are never coherent with the original
input component [2, Theorem 3.21], hence the lack of anti-
aliasing filter would only act as additional uncorrelated noise
in the BLA measurement.

E. Linear measurements
Measurements were performed to identify either a paramet-

ric or a non-parametric model for the linearity. The rms signal
amplitudes for the Gaussian and binary signals were both set to
1.5V. The non-parametric model was obtained using (1), and
a parametric model was fitted where suitable using the iterative
weighted nonlinear least squares procedure provided by ELiS
in the fdident toolbox for MATLAB [9]. The weighting factors
were proportional to the reciprocal of the variances at each
frequency point. The isolation provided by the pre-buffer and
post-buffer for the RC circuit introduced some additional linear
dynamics, and hence suitable single pole models could not be
fitted to the data. When a parametric model of order four is not
sufficient to describe the transfer characteristics of the linearity
in both the z-domain and the s-domain, the non-parametric
model is used. This was the case for when the resistor value
was 110 kΩ, and hence Figure 6 does not contain the results
from the parametric model.

Figure 3 shows an example of the result of a non-parametric
linearity identification. The noise variances indicate levels of
exogenous additive noise from the environment whereas the
total variances indicate the levels of nonlinear distortions plus
environment noise. There is a discrepancy between the result
obtained with multisine sequences and that obtained from m-
sequences. This suggests input dependent nonlinear character-
istics which include some effect from ringing oscillations.

As an example, for R = 27 kΩ and with C = 1.5 nF,
the time constant Tp = 27×103 · 1.5×10−9 = 4.05×10−5

seconds. With a sampling interval Tc given by 1/fc =
(391/16× 103)−1 seconds, Tc/Tp = 0.6321, and therefore the
theoretical transfer function is:

G(z) =
z

z − e−0.6321
=

z
z − 0.5315

. (2)

The parametric model identified for the m-sequence case with
sampling time Tc was:

Ĝ(z) =
0.01011(z + 41.23)(z + 0.05967)

(z − 0.5481)(z + 0.01818)
. (3)

Figure 3. RC Linearity identification with op-amp based pre- and
post-buffers. (To convert to frequency (Hz), line number should be

multiplied by fs/(8× 511))

It can be seen that the estimated positive pole is very close
to the theoretical value, but as noted above, the pre-buffer and
the post-buffer to the RC circuit introduced some additional
dynamics, with a negative zero and a negative pole very close
to the origin, and a further negative zero that is so large that
it can be regarded as a constant over the frequency range of
interest.

Despite the fact that the system under test was linear, there
were nonlinear distortions in both input cases and the level
was higher for the binary input. This was due to to be non-
linear effects from the unity-gain op-amp buffers, especially
from the pre-buffer which had to drive the capacitive load.
Ringing oscillations were especially noticeable with binary
inputs (see II-D). If the buffers were not used, the nonlinear
distortions disappear regardless of the input signal. However,
due to current driving limitation of the signal generator and
the capacitive load, there was unacceptable distortion of the
realised input for the binary case, hence the buffers were
necessary.

F. Nonlinear measurements and BLA theory

The nonlinear measurements were obtained in a similar
manner to the linear measurement case. The non-parametric
BLA was obtained using (1).

To enable comparison with the theory, additional informa-
tion is required. This includes the even higher order moments
of the input signals, the signal power (or the rms value Vrms),
the impulse response of the linearity and the polynomial
coefficients of the nonlinearity. For the Gaussian case, the
even order moments of u (i.e., E[un]) were measured and
averaged for a single experiment, for even n. For the binary
case, u was replaced by r hence E[rn] = V n

rms. The impulse
response of the linearity was taken from the parametric model
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Figure 4. Experiment result of the identification of the BLA with Gaussian
and binary inputs for an electronic Wiener system with non-ideal cubic
nonlinearity and a RC linearity with R = 2.7kΩ, C = 1.5nF giving corner
frequency fco = 39.3kHz. (For conversion from frequency line number to
Hz, see caption of Figure 3.)

if available, and the non-parametric model by inverse Fourier
transform. Finally, the nonlinearity was identified by simple
least squares polynomial regression performed on 20 periods
of output data obtained from the nonlinearity with a multisine
excitation as a direct input to the nonlinearity. The polynomial
fitted to the nonlinearity was:

fNL(x) = 0.01088x3 − 0.001356x2

+0.008169x+ 0.05816. (4)

The cubic electronic circuit had a transfer characteristic of
fNL(x) = 0.01x3 as shown in Figure 1. Due to non-ideal
characteristics there was a non-negligible quadratic term to-
gether with a linear term and a dc component in the fitted
characteristic. Neither the quadratic term nor the dc offset
enter into the theoretical calculations, but the linear component
does, and it was taken into account in the comparisons between
theory and the practical results described in Section III.

III. RESULTS AND ANALYSIS

Figure 4, 5 and 6 show the comparison of the BLA obtained
through experiment results and those obtained from theory, for
a Wiener system with (non-ideal, see (4)) cubic nonlinearity
and RC filter linearity with C = 1.5nF for all three cases and
R = 2.7 kΩ, 27 kΩ and 110 kΩ respectively.

With R = 2.7 kΩ, the RC filter has a cut-off (or corner)
frequency of fco = 1/2πRC ≈ 39.3 kHz and acts as an
all-pass filter since the binary signal clock frequency was

Figure 5. As Figure 4, but with R = 27kΩ, giving corner frequency
fco = 3.93kHz.

fc = 391⁄16 kHz. Unfortunately this means ringing and over-
shoot effects (see Section II-D) were significant immediately
after the RC filter stage. The linearity identification using m-
sequences would yield unreliable results despite subsampling
techniques. Here the use of non-parametric models of the
linearity identified by a multisine was more suitable for the
BLA theory. This can be seen by the fact that in Figure 4
the solid red line, representing the BLA theory based on
a non-parametric linearity model identified with a multisine
sequence, was able to match the experiment data represented
by crosses more closely than that based on a linearity model
(parametric or non-parametric) identified with a m-sequence.
There are minimal differences between results derived from
the non-parametric and parametric linearity models—the plots
(cyan dashed and magenta heavy-dotted, respectively) are very
close to each other.

For R = 27 kΩ, the RC filter had a corner frequency of
approximately 3.93 kHz. Ringing and overshoot effects were
then negligible immediately after the RC filter stage. Here
the non-parametric models of the linearity for the m-sequence
and multisine were used for their respective counterparts. In
addition, the parametric model of (3) from Section II-E was
used in the BLA theory to calculate the biased theoretical BLA
for binary sequences. There were no discernible differences
in the BLA theory calculated from the non-parametric and
parametric linearity models as shown by the overlapping of the
heavy-dotted magenta line and the solid red line in Figure 5.

When R = 110 kΩ, the RC filter had a corner frequency
of about 0.965 kHz. The result is illustrated in Figure 6. This
time parametric models up to order four produced by ELiS
could not produce adequate quality fit to the transfer function
of the linearity. Nevertheless the BLA theory based on the
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Figure 6. As Figure 4, but with R = 110kΩ, giving corner frequency
fco = 0.965 kHz.

non-parametric models was able to match the experiment data
in both the gain and the shape of the transfer characteristics.

As the time constant of the system increases, the length
of the impulse response of the system increases. It has been
shown in Wong et al. [6] that this results in a BLA estimated
by a signal with an arbitrary amplitude distribution converging
to that obtained from Gaussian signal. This is also observed
in Figures 4 to 6.

IV. CONCLUSIONS

For all three sets of experiments investigated, it can be seen
that the BLA theory prediction and experiment result are in
good agreement. This is despite the fact that the BLA theory
was based on impulse responses of the linearity modelled as
finite-impulse-response (FIR) filters, whereas here the RC filter
circuit is an infinite-impulse-response (IIR) filter.

The difficulties encountered with the experiment, mainly the
ringing and overshoot effects illustrate a weakness in the z-
domain discrete-time theory. It may therefore be beneficial to
extend the theory to the continuous-time s-domain.
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Abstract— A classical method of dealing with the non-linear 
elements in a transfer function is to assume that they can be 
separated from the linear section and can then be represented 
by describing functions. The standard method of calculating 
these describing functions has been to use a graphical method 
which breaks the non-linear characteristic into a series of 
linear sections and super-imposes their effects onto a 
sinusoidal input. The output is assumed to be a Fourier series 
and the Fourier transform for the first coefficient of this series 
is calculated in a piecemeal fashion. The process is not 
difficult but there is a considerable amount of calculation 
involved. In this paper an algorithm is presented which 
enables the describing functions of real non-linearities, with 
any number of linearized sections, to be simply written down 
without the usual onerous calculations.  Additionally, a 
method of quickly sketching the general shape of describing 
functions is outlined.  

Keywords- non-linearity; describing function; limit-cycle. 

I. INTRODUCTION

This paper begins by outlining the standard graphical 
method for obtaining describing functions and then proceeds 
to use the technique to develop a general solution for obtaining 
the family of real describing functions.  These are the 
describing functions whose non-linear characteristics are the 
same irrespective of whether the magnitude of the input signal 
is increasing or decreasing.  Obtaining a general solution also 
permits the creation of algorithms for its implementation and 
one such algorithm is presented.  Although the general 
methods of deriving complex describing functions are well 
known, the real describing functions have usually been 
overlooked in the literature or else have been considered as 
trivial.  This has meant that some simplifying approaches, and 
their associated algorithms, have been overlooked. 

The purpose of developing a general method is to enable 
the easy and rapid delineation of the describing functions for 
real non-linearities – these are non-linearities which do not 
possess memory.  To demonstrate the effectiveness of the 
general method, and the associated algorithm that has also 

been developed, the describing functions for two common 
linearities have been calculated: one which caused a single 
limit-cycle to be produced and one which caused two limit-
cycles.   The predicted limit-cycle results obtained by applying 
the algorithm were compared with simulations using 
SIMULINK. 

II. THE GRAPHICAL METHOD

The early development of the graphical describing 
function technique can be traced to several groups working 
independently [1], [2], [3], [4].  However these wartime 
developments did not come into general use until the mid -
1950s [4], [5], [8].  It is basically an harmonic balance 
approach modified for feedback control.  This meant that only
the principal harmonic was used and higher-order oscillations 
were considered to be negligible due to the filtering influence 
of the inertia inherent in the overall process which was being 
controlled.  The basic graphical approach is shown in Figure 1.
It is assumed that the input is sinusoidal (bottom left-hand 
corner of the diagram) and this is mapped via the non-linearity 
(represented at the top left-hand corner of the diagram) to an 
output.  The input has an input magnitude x plotted against 
time t.  The non-linear transformation translates this input 
magnitude x, on the horizontal axis, to the output magnitude y
on the vertical axis.  The output is a plot of output y against 
time t.  This is the same time period as for the input signal and 
hence the output signal y, due to the non-linear transformation 
is correlated with the input. 
Assuming a sinusoidal input, the input equation will be given 
by: 

)sin(. tXx N.                               (1) 
Since the non-linearity is symmetric about the origin, and 
since most systems behave like low-pass filters because of 
inertia, the output equation will be given by: 

)sin(1 tAy N.                                                 (2) 
Hence the describing function is  

X
AXN 1),( .N                                               (3) 

and there is only a need to calculate A1. 
Also, because of the quarter–wave symmetry: 
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The method is a quasi-linearization process in which a section 
of a static non-linearity is represented by a gain which depends 
on the magnitude of the input signal [6], [7], [9]. For this 
reason it is assumed that the non-linearity consists of lines of 
constant slope to each side of the break-points.  The 
integrations can be calculated in a piecewise fashion to give: 
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      (5) 
where the individual values of y in each of the separate linear 
sections have the form 

cKxy -.                                                               (6) 
in which K is the slope of the relevant section. The positions 
at which the slopes K abruptly change value have been 
termed break-points in this investigation. 

A. A General Solution 
Gibson and subsequent authors [7], [8], [9] showed how 

to obtain a general approach to the calculation of describing 
function by using this piecewise linear approach but aimed for
an overall solution involving both real and imaginary parts.  
Also, although the early authors developed a general approach 
they only applied it case-by-case and did not present a general  

algorithm   It is our opinion that a useful general algorithm can 
be obtained by considering single-valued non-linearities 
separately from double, or multi-valued, non-linearities and 
then specifically formulating a general solution.  Single-valued 
non-linearities will produce real, as opposed to complex, 
describing functions and they can often be described by 
polynomial functions. By using this approach a general 
method for generating the describing functions of real non-
linearities has been obtained.  This work has resulted in a 
straightforward and relatively simple method of generating 
describing functions.  An added advantage is that since there 
will be no phase-shifts, the superposition of the inverse 
Nyquist locus onto the describing function diagram is 
simplified since only one value of the inverse Nyquist locus, 
that at which it crosses the real axis, will need to be 
considered. 

By taking Gibson’s initial construction, in Fig. 1, with 
two breakpoints and extending it to n breakpoints the graph 
will have (n - 1) linear sections with slopes  nKKK �10 ,

and breakpoints occurring at horizontal positions nPPP �21

(with 0P at the origin if necessary), jumps in the vertical plane 

(y-direction) at �21QQ  and angles on the sinusoidal input of 

2
,21
OHHHH ni �� .  The non-linearity will have the form 

shown in Fig. 2 (replacing the on-linear characteristic, top left-

GP would like to thank Prof. Ian Jenkinson, School of Engineering, 
Liverpool John Moores University for the facilities and support which 
enabled this work to be undertaken.
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hand corner of Fig. 1 which maps the input signal to the output 
signal). The cut-off points on the sine curve will occur  

as in Fig. 3 (replacing the sinusoidal-type of output in the top 
right-hand corner of Fig. 1.) The calculation of 1A will be 
given:
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which produces a general solution for the describing function: 
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If Coulomb friction or relay action is present at initial 
amplitudes then equation (7) has to be adjusted. 

Consider the case where only Coulomb friction is present:  
as 0PP Qy .  , Fig. 4, 010 .Q. KandK . 

In this case, as 
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Also from Figure (4),  
K
QP .

Hence equation (7) reduces to   
X
QN

O
4

.                            (8). 

B. An Algorithm 
An algorithm for using the general solution given in 

equation (7) and the special case of equation (8) to generate 
particular real describing functions is now presented.  

Although it specifically deals with discrete cases it can easily 
be extended to deal with continuous functions. 

If Coulomb friction or relay action is present, start at stage 
one, otherwise start at stage two. 

Stage One:  
(a) If Coulomb friction or relay action is present then make 

X
Q

O
4

 the first term of the describing function, where Q is 

the value of the Coulomb friction term. 
(b) If dead-zone is also present multiply the above result by
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 where P is the dead-zone break-point. 

Stage Two:  
(a) If saturation is not present make nK  the first term of the 

describing function. ( nK is the gain of  the last stage of 
the non-linearity) or add it to the result of stage one. 

(b) If saturation is present then omit this term. 

Stage Three:  
(a) If there are n  breakpoints then add n  terms of the form 

.0

1sin)(2 2
1

1

niwhere
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 Go to end. 
(b) If saturation is present then change the last of the terms in 

stage 3(a) to 
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Go to end. 

End. 

III. DERIVATION OF TWO DESCRIBING FUNCTIONS USING 
THE ALGORITHM

Two examples are presented (i) dead-zone plus saturation 
which can cause a single limit-cycle to be produced and (ii) a 
non-linearity which has three break-points (four pseudo-linear 
regions) and so can cause two nested limit-cycles to be 
produced.  The effects of these non-linearities were then 
simulated by placing them in series with a transfer function for 
a third-order linear system and applying unity feedback.  The 
simulations were created using the SIMULINK package. 

Fig. 4:  Relationship between P and Q

P

Q
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A. Dead-zone plus saturation 
The parameters are  0,,0,2 210 .... KKKKn  so 

equation (7) gives: 
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Using the algorithm, stages two (b), three (a) and three (b) 
apply and give the same result as above.  This result is shown 
graphically in Fig. 5. 

B. A non-linearity with three break-points (four slopes) 
In this case only one combination of slopes of the  

pseudo-linear sections has been considered: 
.&& 322110 KKKKKK E1E   

In particular, .2.0&5.1,2.0,7.0 3210 .../. KKKK
Again, the results were obtained by using equation (7), and by 
the algorithm, to give 
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Using the algorithm, stages two (a) and three (a) apply.  The 
graphical results are shown in Fig. 6(a) and Fig. 6(b).  

IV. USE OF REAL DESCRIBING FUNCTIONS TO PREDICT 
LIMIT-CYCLES

If the describing function is represented by N(X,ω) and 
the open-loop transfer function of a system is represented by 
G(jω) the Kochenburger’s Stability Criterion [4] states that, in 
order for a system to remain stable, the locus )( NjG  must 

keep the entire locus ),(
1

NXN
/  on the right; or the 

inverse locus )(
1

NjG must keep the locus ),( NXN/

on the left (or must completely enclose the whole of the 
locus).  For this work the authors found that the inverse 
Nyquist approach was more convenient.  Furthermore, since 
only systems with real, as opposed to complex, describing 
functions were being investigated, plots with real and 
imaginary axes were of little use.  It was better to plot the 
magnitude of the describing functions against the magnitude 
of the input signal and to superimpose on this the magnitude 
of the inverse Nyquist value at which it crossed the real axis.  
The position at which the descending describing function 
locus crossed the inverse Nyquist value then enabled the 
magnitude of the limit-cycle to be determined – as shown in 
Fig. 7.  

Fig. 7: A real describing function locus with an inverse 
Nyquist     magnitude superimposed on it.
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A similar approach was tried [10] using the direct Nyquist 
instead of the inverse function but it didn’t lend itself to the 
same predictive opportunities. 
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Fig. 8: Limit-cycle oscillation with saturation and dead-zone 

A. Dead-zone plus saturation 
According to the basic describing function locus shown in 

Fig. 5 this has the potential to exhibit the limit-cycle effect.  
The system was simulated in series with a third-order transfer 
function and the oscillatory response shown in Fig. 8 was 
obtained.  This oscillatory response was produced with the 
limits of the saturation non-linearity set to ±1 and dead-zone 
set to ±0.5. 

The calculated magnitude of the limit-cycle, from Fig. 10, is 
1.79 ± 0.02.  The actual magnitude of the limit-cycle, from 
Fig. 9, is 1.78 ± 0.03.  The calculated frequency of oscillation 
is 2.45±0.001 rad/s and, from Figure 9 the measured frequency 
of oscillation is 2.44 ± 0.03 rad/s 
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Fig. 9: Plot of describing function of dead-zone plus saturation 

B. The non-linearity with three break-points (four slopes) 

This time there were two positions where limit-cycles 
might occur depending on the signal input magnitude. 

From Fig. 10, the measured frequency of the limit-cycle 
oscillation was 2.41 ± 0.07 rad/s which compared with the 
calculated limit-cycle frequency of 2.45 ± 0.001 rad/s. From 
Figure 11 the calculated magnitude of the lower limit-cycle 
was 1.60 ± 0.05 and of the higher limit-cycle it was 9.2 ± 0.08.  
From Fig. 10 the actual magnitude of the lower limit-cycle 
was 1.52 ± 0.7 and of the higher limit-cycle it was 10.1 ± 1.2. 

It was found, by successively increasing the values of the 
second impulse magnitude, that the second limit-cycle was 
reached once the impulse had been raised above about 5.6, 
although it took several oscillation to reach this new stable 
position.  Again, this could be predicted from Figure 11 where 
the rising value of the describing function crossed the Inverse 
Nyquist. 
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V. A QUICK METHOD OF SKETCHING DESCRIBING 
FUNCTIONS

In every case investigated, both in those shown in Figures 5 
and 6(b) and in more complicated real non-linearities, the 
slope of the ‘linear’ section became the asymptotic value to 
which that section of the describing function tended.  Also, 
there was an abrupt change in the describing function at the  
same value of x as that at which the break-value of the non-
linearity occurred.  When 1/E nn KK  the locus increased in
value approximately to the formula: 

)1)(( 11
x

nnn eKKKy /
// //-. and when 1/1 nn KK

the locus decreased in value approximately to the formula: 
x

nnn eKKKy /
/ /-. )( 1 .  A more precise mathematical 

description of each type of locus was not considered necessary 
since the observed behaviour has only been used in subsequent 
work to afford a rough sketch of the shape of the describing 
function.  A sketch can be performed more rapidly than using 
the algorithm  to give a general outline of the shape before the  
algorithm itself is used to give more precise results. 

VI. CONCLUDING REMARKS

This work has used the classical method for deriving 
describing functions.  However, by restricting the formulation 
to deal only with those non-linearities which produce real, not 
complex, describing functions it has been possible to devise an 
algorithm which enabled such functions to be simply written 
down without the usual onerous calculations.  Furthermore, 
the method could be rapidly applied to non-linearities of 
considerable complexity.  Also, because only real describing 
functions were being considered, it was possible to use a 
simplified graphical form of Kochenburger’s criteria to derive 
the positions of limit-cycles and also the range of inputs 
needed to induce them.  After the derivation of the algorithm 
two examples of non-linearities have been presented, one 
which produces a single limit-cycle and one which produces 
two nested limit-cycles.  The expected parameters which 
produced these effects have been calculated and compared 
with the actual results obtained by simulation.  Finally a quick 
method of producing a rough sketch of the general shape of a 
describing function has been included.  This paper presents the 
first stages of a series of investigations into non-linear effects 
and their control. 
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Abstract—This work is based on adapting suitable techniques
in real-time aircraft system identification for the use in rigid
body dynamic modelling of Unmanned Aerial Vehicles (UAVs).
In general due to their reduced size UAVs lend themselves well to
the recovery of flight data in full scale atmospheric trials. Timely
recovery of the true model parameters is necessary to minimise
flight tests for rapid prototype development. Using the Cranfield
University Jetstream-31 Flying Laboratory (G-NFLA) as a test
bed an investigation into suitable parameter update methods
applicable for UAV purposes is being performed; and builds on
previous work which considered the constraints pertinent to small
UAVs, such as the absence of air flow vanes.This paper outlines
an approach to achieve post-manoeuvre parameter estimation by
applying the equation-error method in the frequency domain, and
an example using flight data for the Jestream-31 flying laboratory
is presented.

I. INTRODUCTION

A. Background

With the evolution of aircraft design and manufacture, flight
testing still remains an integral aspect of the process; however,
commercial demands require that a flight campaign achieve its
goals in the minimal time possible. Advances in simulation
and wind-tunnel modelling enable us to better predict aircraft
dynamics which are necessary for the development of flight
control laws, and provide the starting point for full-scale trials.
Numerous examples of aircraft system identification (SysID)
to determine suitable dynamic models for manned aircraft are
widely reported [1], [2]. Despite the rapid development of
UAV platforms widespread application of this technique has
yet to occur in the unmanned field.

Real-time SysID was primarily driven by the need to
monitor highly unstable aircraft behaviour in non-linear flight
regimes, while expanding the operational flight envelope [3].
Recent development has focused on creating self-healing con-
trol systems, such as adaptive re-configurable control laws to
provide robustness against airframe damage or control surface
failures [4], [5]. In the case of UAVs real-time identifica-
tion, would facilitate rapid prototyping especially in low-cost
projects with their constrained development time. Develop-
ment of SysID for a small UAV scenario could lead to flight
trials focused towards dynamic model validation, with the prior
verification step done using the simulation environment.

Therefore, current research in the department is primarily
concerned with developing post-manoeuver estimation of the
aerodynamic derivatives, and builds on the work undertaken
by Carnduff [6] which outlined SysID methods for UAVs. The
ability to check the estimated derivatives while the aircraft
is flying would enable detection of poor data readings due
to deficient excitation manoeuvres or atmospheric turbulence.
Subsequently, appropriate action could then be taken while all
the equipment and personnel are in place.

B. Aircraft system identification

A brief explanation of key points relating to the process
of aircraft SysID will now follow, an in-depth explanation
can be found in [7]. The conventional SysID method can
be seen in figure 1, the process depends on the a priori
knowledge about the aircraft and is then followed by five
distinct steps: experiment design, Data Compatibility Check
(DCC), model structure determination, parameter estimation
and model validation.

2 Design of experiment

3 Compatibility check

    Model structure
    determination

4

Parameter &
State estimation

Model Validation

A priori
knowledge

5

6

1

Initial estimates

Different set of data

Measured data

Input-output data

Fig. 1. An overview of the SysID process, [8].

The experiment design relates to the type of input used to
perturb the aircraft from an initial state of balanced forces
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Fig. 2. The Cranfield Jetstream-31 flying laboratory

and moments defined as trim, chosen to be a steady level
flight condition for this study. The DCC step processes the
data for kinematic consistency between the inertial and air
data, thus allowing sensor errors or data drop-outs to be dealt
with. In certain cases the model structure for the aircraft is
then determined from the data, the model is then populated
with the estimated model parameters and states. Finally, the
representative model is validated by using a separate data
set not previously used during the modelling process. Should
a validation fail, alternative model structures or estimation
techniques should be trialled before making the expensive
decison to use a different excitation input (dotted line in figure
1). From a priori knowledge of the aircraft: the data was
known to be compatible therefore the DCC step was neglected,
and reduced order models were postulated enabeling the SysID
process to proceeded directly to the Parameter Estimation (PE)
step.

C. Jetstream Aircraft

G-NFLA shown in figure 2 operates as the United King-
dom’s National Flying Laboratory Aircraft and is primarily
used to demonstrate flight dynamics principles to undergradu-
ate students. As a result the types of excitation inputs used are
limited to impulses and doublets. The aircraft is instrumented
with an Inertial Reference System (IRS), GPS, and air data
probes. Displays in-front of every seat (similar to an in-flight
entertainment display) are driven by an on-board computer
which transforms the measured data into strip-charts and
guages depending on the topic being covered. It is anticipated
that this computer will be used to run the parameter estimation
algorithms; therefore an emphasis has been placed on incurring
minimal additional computational burden. Current practice is
to retrieve the recorded flight data from the computer hard
drive for post-flight analysis using a USB key.

D. Motivation

The aim of the current work is to develop a flexible tool
box for post-manoeuver parameter estimation for UAVs. Using
G-NFLA as a flying test-bed, suitable algorithms have been
tested with postulated models for the reduced order SPPO, and
Dutch Roll modes. As flight test data is primarily available on
an opportunistic basis, the ability to reduce processing time
would maximise such opportunities.

II. METHOD

A. Models

From the a priori knowledge about the aircraft, the standard
rigid body equations of motion can be used to formulate a
model which accurately describes the aircraft dynamics. The
assumption when using such models is that the longitudinal
and lateral dynamics are suitably distinct in order to be
decoupled. The following body axes models are taken from
[9], where the SPPO model is:[

Ẇ
q̇

]
=

[
Zw Zq

Mw Mq

] [
W
q

]
+

[
Zη

Mη

] [
η
]

(1)

and the Dutch Roll model is:[
V̇
ṙ

]
=

[
Yv Yr

Nv Nr

] [
V
r

]
+

[
Yζ

Nζ

] [
ζ
]

(2)

Here it must be noted that the above stability and control
derivatives are in concise form, and therefore require manipu-
lation in order to relate them to the respective non-dimensional
values (see appendix of [9]).

B. Body Translational Rates

Typically, large aircraft can be readily equipped to measure
air data using α- or β-vanes; these measurements enable the
body translational rates: ub, vb and wb to be determined and
form part of the dependent variables shown in equations 1 and
2. In smaller UAVs access to such air data measurements can
prove unfeasible. In the absence of these vanes, measurements
from an IRS can be used to calculate the translational rates (see
[10], [11]). These rates can be determined using ‘track-fixed’
accelerations; neglecting turbulence the IRS has more reliable
sensors with respect to the analog vane type instruments.

C. Frequency Domain Transformation

With reference to Klein [12] and more recently Morelli [13]
the Equation-Error method in the frequency domain can be
formulated. Analysis in the frequency domain using the finite
Fourier Transform method is better suited to the linear model
identification being considered for two key points. Firstly,
when the Fourier transform is applied the bias and drift in the
measured data is removed. Secondly, using a priori knowledge
of the expected frequency range the data to be analysed can
be easily reduced. Further to the above benefits, differentiation
and convolution in the frequency domain simplifies to multi-
plication by jω, allowing terms such as ṗ, q̇, ṙ and u̇b, v̇b, ẇb

to be calculated. Considering the aircraft model in state space
form:

ẋ(t) = Ax(t) + Bu(t), x(0) = 0 (3)

y(t) = Cx(t) + Du(t) (4)

z(t) = y(t) + ν(t) (5)

where x(t), u(t), and y(t) are the state, input and output vectors,
z(t) is the measurement equation with error ν(t). Unknowns
within A, B, C, and D are assigned to the unknown parameter
matrix, θ.
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Equation 6 is the Fourier transform associated with x(t) for
the finite time interval [0, T], a simple Euler approximation
can be implemented resulting in equation 7.

x̃(ω) =

∫ T

0

x(t)e−jωdt (6)

x̃(ω) ≈ Δt

N−1∑
i=0

x(i)e−jωΔt (7)

where the complex number j =
√
−1, ω = is the angular

frequency, i is the discrete time index, Δt is the sampling
interval, and N + 1 is the total number of data points. The
summation on the right in equation 7 is known as the Discrete
Fourier Transform (DFT), X̃(ω):

X̃(ω) =

N−1∑
i=0

x(i)e−jωΔt (8)

thus equation 7 can be written as:

x̃(ω) = X̃(ω)Δt (9)

As equation 9 is effectively a first order Euler approximation
[14] of equation 6 corrections such as those outlined by
Morelli [15] can be made to account for the inaccuracies.
However, by selecting a sampling rate much greater than the
frequencies of interest (a small Δt) these corrections can be
suitably neglected. Therefore, the Fourier transform for the
linear model given in equations 3, and 4 can be expressed:

jωx̃(ω) = Ax̃(ω) + Bũ(ω) (10)

ỹ(ω) = Cx̃(ω) + Dũ(ω) (11)

Provided that the state, outputs and inputs variables are
measured the individual state or output (equation 10 and
11 respectively) can be formulated using the equation error
method to estimate the stability and control derivatives in
A,B,C, and D.

D. Equation Error

It can be seen that the least squares cost function in the
frequency domain for the kth state vector of equation 10 is:

Jk =
1

2

m∑
n−1

|jωnx̃k(n)−Akx̃(n)−Bkũ(n)|2 (12)

where x̃(n) and ũ(n) denote the Fourier transform of the
state and control vectors for frequency ωn. Equation 11 can
also be formulated as above for the relavent output equations.
As rigid body aircraft dynamics typically lie below 2Hz, the
m frequencies of interest in the summation of equation 12
were performed at 0.04Hz intervals from 0.01 - 2Hz, [16].
By neglecting the zero frequency which corresponds to the
trim and measurement biases, the respective initial conditions
no longer need to be estimated for the cost function. Now
grouping the unknowns from Ak and Bk into θ, the standard
least squares formulation for the complex data is:

Y = Xθ + ε (13)

expanding the vectors:

Y T ≡ [jω1x̃k(1), jω2x̃k(2), . . . , jωmx̃k(m)] (14)

XT ≡ [x̃(1) ũ(1), x̃(2) ũ(2), . . . , x̃(m) ũ(m)] (15)

and ε is the complex equation error in the frequency domain;
the cost function to be minimised is identical to that in
equation 12 where “†” denotes the complex conjugate:

J =
1

2
(Y −X)†(Y −X) (16)

θ̂ =
[
Re(X†X)

]−1
Re(X†Y ) (17)

and the estimated parameter covariance matrix is:

cov(θ̂) ≡ E
{
(θ̂ − θ)(θ̂ − θ)T

}
= σ2

[
Re(X†X)

]−1
(18)

the equation error variance, σ2 is estimated from the residuals:

σ2 =
1

(m− np)

[
(Y −Xθ̂)†(Y −Xθ̂)

]
(19)

where np is the number of parameter elements in θ, and the
parameter standard errors can be calculated by using equation
19 and then square rooting the diagonal elements of matrix
cov(θ̂) in equation 18.

E. Real-time parameter estimation in frequency domain

Current real-time methods include: Recursive Least Squares
(RLS), Extended Kalman Filter (EKF), and batch estimation
methods (seen as sequential least squares) [17]. Identification
in the cases of fault-detection and reconfigurable control
requires immediate results (use RLS and EKF). In compar-
ison for dynamic modelling, a near real-time capability is
acceptable (use batch estimation method). Batch methods use
strips of data at defined time intervals to approximate the
time variation in the parameters and enable principally off-
line methods such as the least squares technique to be used
in a real-time setting. In order to gain the benefits of working
in the frequency domain, a recursive finite Fourier transform
(RFT) can be coupled with the sequential least squares.

With reference to the discrete Fourier transform (equation
8) the RFT for a specific frequency of interest ω, at sample
time iΔt can be related to the result at sample time (i - 1)Δt
as follows:

Xi(ω) = Xi−1(ω) + xie
−jωiΔt (20)

with
e−jωΔt = e−jωte−jω(i−1)Δt (21)

Note that e−jωΔt is constant for a given frequency ω and
sampling interval of Δt. Therefore, equations 20 and 21 enable
the data to be transformed for a given frequency with the
use of one addition and two multiplications respectively. The
time-domain data can be discarded as the RFT behaves as a
memory, as the recursion proceeds results for each new sample
are added to the overall information held in the constant
e−jωΔt term.

In order to improve the response of the PE to the most recent
conditions a selective amnesia, λ, can be applied to the RFT
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as in equation 22 to remove past data. The effect of varying
λ from 0.95 - 1 can be seen as a type of windowing on the
data, this is illustrated in figure 3, when λ = 1, this results in
the case of the general RFT where each data point is given
equal weighting.

Xi(ω) = λXi−1(ω) + xie
−jωiΔt (22)
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Fig. 3. Effective window of forgetting factor

For the implementation, data is recorded at 50 Hz and saved
in csv format onboard the aircraft. Using Matlab the relevant
state measurements for the desired mode are selected and then
passed through the RFT of equations 22 and 21 at 1Hz. Sub-
sequently the least-squares estimation is performed at 25Hz
using equations 17 - 19. In order to prevent ill-conditioning
when implementing equation 17 the first estimation uses 2
seconds of data to allow sufficient information to be gathered.

III. ANALYSIS

The flight trials were conducted at: 6045ft and 170kt
(1843m, 87.5m/s) with a center of gravity at 30 % of the Mean
Aerodynamic Chord. Two recordings were used, the first set
for parameter estimation and the second set as a means of
validation. Using a priori knowledge of the aircraft empirical
estimates1 of the concise derivatives were calculated for use
as reference values. Tests were conducted with the forgetting
factor varied from 0.95 - 1, the full results for λ = 1 and an
indicative set of results for λ = 0.98 are presented below.

A. Longitudinal

Trace plots for the reduced order longitudinal dynamics
are shown in Figures 4 and 5, where the empirical estimates
are plotted alongside the varying parameter estimates. The
longitudinal dynamics were excited by closely coupling two
elevator (η) impulses in a positive and negative direction, these
are shown in the bottom subplot of each figure. The empirical
(Emp) and final estimated (Est) values are listed in table I
respectively; the Est values correspond to the finally estimated
value at the end of each parameter trace plot and are indicated
by a dot. The estimation results for the moment derivatives
when a forgetting factor is used are presented in figure 6.
Finally, figure 10 shows the prediction response of both sets of
data from table I for the pitch rate response for the validation
data set at the same flight condition.

1Using ESDU, a statistically significant data set and engineering judgment.
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Fig. 5. SPPO: moment derivatives
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B. Lateral

The lateral dynamic results are presented in a similar
manner as above. In order to excite the lateral dynamics the
yaw-damper needs to be disabled, then the pilot drives the
mode by applying rudder (ζ) doublets on the pedals as shown
in the final subplot of figures 7 and 8.
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IV. DISCUSSION

Both sets of longitudinal derivatives established constant
estimate values by the end of the 25 second data segment. In
the case of the force derivatives (figure 4) all three parameters
showed an improvement after the initial elevator deflection,
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Fig. 10. SPPO: pitch rate validation plot
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Fig. 11. DR: yaw rate validation plot

and a small variability following the second deflection. Follow-
ing the first input the moment derivatives (figure 5) were close
to their steady state values with little variation following the
second deflection. By contrast, the derivative estimates using
the forgetting factor (figure 6), λ = 0.98 showed no signs of
convergence.

The pitch rate validation plot figure 10 demonstrates that
the basic longitudinal dynamics have been captured with the
reduced order model, and that the empirical estimates produce
an under damped response as could be expected due to
the informed approximations used. Referring to table I the
majority of the empirical and estimated derivatives compare
well. The exception is zη which has an incorrect sign and
a reduced magnitude, however this is also highlighted as
having the largest standard error of ±19.599. Nevertheless, it
is important to note that the pitch damping term, mq (which is
a key term for the SPPO mode) closely matches the empirical
estimate and has a low standard error, ±0.554.

For the lateral case the force derivatives in figure 7 dis-
played a gradual improvement as the excitation manoeuvre
progressed. In comparison the moment derivatives converged
more rapidly to their respective final values (figure 8). Again
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TABLE I
SPPO DERIVATIVES AND STANDARD ERRORS

θ̂ Emp Est s

zw -1.002 -1.005 0.263
zq 86.170 74.362 13.125
zη -12.377 1.868 19.599
mw -0.080 -0.048 0.011
mq -1.547 -1.459 0.554
mη -14.002 -8.078 0.826

TABLE II
DR DERIVATIVES AND STANDARD ERRORS

θ̂ Emp Est s

yv -0.137 -0.029 0.051
yr -88.004 -148.73 4.829
yζ 4.865 -10.308 18.140
nv 0.153 0.031 0.001
nr -0.049 -0.415 0.057
nζ -8.980 -2.389 0.213

for the forgetting factor case, the moment derivatives are seen
in figure 9 to exhibit a greater variation. For the validation
data set the RFT estimated parameters produced a satisfactory
yaw rate prediction in figure 11, with the empirical estimates
resulting in an undamped response. In addition, a slightly
under damped response can also be seen for the estimated
derivatives after 20 seconds, this can possibly be attributed
to unmodeled roll effects as the reduced order DR model is
predominantly associated with yaw, but by definition DR is a
coupled yaw-roll mode.

Comparing the DR derivatives in table II the majority of
derivatives do not agree. Considering the two derivatives with
the greatest standard errors (s), firstly, the estimated side force
due to yaw rate derivative, yr is ≈ 1.7 times greater than
the empirical value. Secondly, the estimated side force due to
rudder, yζ is of a different sign and order of magnitude in
comparison to the empirical value. However, referring to the
validation plot the DR mode dynamics would seem to have
been captured, and therefore further investigation needs to be
undertaken to explain the discrepancies that has been found.

Having analysed results for both the SPPO and DR modes
the combined least squares in frequency domain RFT method
is a promising solution for the online estimation problem. In
the present work incorporating a forgetting factor with the
RFT was found to be unsuitable particularly with the limited
aircraft excitation manoeuvers available, as the removal of
information content proved to be too sensitive. Finally, the
ability to restrict the frequency range provides several benefits,
firstly it significantly reduces the number of computations for
the RFT and secondly, it acts as a filter to reduce the effects
of the higher aero-elastic frequencies present (associated with
the flexible airframe).

V. CONCLUSION AND FUTURE WORK

A suitable methodology to address on-line estimation for
a small UAV in the frequency domain has been outlined, in
addition the results of trials using the Cranfield Jetstream-
31 have been presented. Areas for further development lie in

automatically stopping the batch estimation once the parameter
estimates have converged to within a specified accuracy.

Furthermore, there exists the opportunity to enhance the
way in which the flight data results are recorded, as the UAV
flight envelope is opened. Results for runs in repeat conditions
can be incorporated to the data set by taking advantage of
the constant e−jωδt in the RFT and therefore continuing the
recursion.
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Abstract— In ship angular deformation measurement, Kalman
filter used to estimate the deformation angle requires accurate
dynamic flexure parameters. Traditionally, these dynamic flexure
parameters are empirically set according to previous experience
or determined from previously collected experimental data. In-
evitably, the Kalman filter will perform poorly when the current
application environment is differ with those used in the filter
design. To overcome this problem, we propose an alternative on-
line approach to estimate the dynamic flexure parameters based
on the attitude difference measured by two laser gyro units.
Specifically, the Tufts-Kumaresan (T-K) method is introduced to
solve the unknown parameters of the dynamic flexure model from
the computed attitude difference. Simulation results show that the
proposed method can estimate the dynamic flexure parameters
in real-time with a high degree of accuracy even in serious
noise polluted conditions. A further advantage of the proposed
approach is that it does not require a priori knowledge of the
dynamic flexure characteristics.

I. INTRODUCTION

Ship angular deformation refers to the angular displacement
existed between the shipboard sensors, such as the radar,
optoelectronic detectors or missile coordinate frames, with
the reference system of the master inertial navigation system
(MINS) coordinate frame. The ship angular deformation con-
sists of the static deformation component and the dynamic
flexure, according to its time characteristics [1]. The static
deformation is a time-invariant angular displacement due to
installation errors. By contrast, the dynamic flexure is the
structure flexure caused by the sea wave or wind induced
loads, and it behaves like a random process. For high accurate
tactical shipboard weapons or sensors, it is required to measure
and compensate the angular deformation with respect to the
MINS [2], [3]. Extensive works have focused on the ship
angular deformation measurement problem in the past decades
[4]–[7]. In particular, the inertial ship angular deformation
measurement method is recognised as an efficient means to
solve this problem, and it has attracted great attention in the
recent years [8], [9].

The common procedure in inertial ship angular deformation
measurement methods is to successively compute the attitude

difference measured by two laser gyro units (LGUs) and to
resolve the deformation angle through a real-time Kalman fil-
ter. In this procedure, the second-order Gauss-Markov process
representing the dynamic flexure characteristics is adopted
in Kalman filter design. Since the Kalman filter acts like
an observer, the measurement accuracy is closely related to
the accuracy of dynamic flexure model parameters, such as
magnitude, frequency and damping ratio, employed in Kalman
filters [6]. In general, the more accurate the dynamic flexure
model parameters used, the more accurate the final deforma-
tion measurement is achieved [10]. Two existing approaches
are usually adopted to determine the unknown parameters
of the second-order Gauss-Markov process based dynamic
flexure model: empirical method and statistical method. In
an empirical method, as discussed in the works of [4], [8],
the unknown parameters are simplified as the functions of
the correlation time and variance of the dynamic flexure
signal. By contrast, in a statistical method, as adopted by the
reference [11], the unknown parameters are determined from
the previously recorded dynamic flexure measurement data
based on statistical estimation algorithms. Obviously, these
two existing approaches do not meet the on-line requirements
and operating environments, since the exact ship structure and
actual work conditions will generally differ from those used
in estimating the dynamic flexure model parameters.

It is highly advisable to adapt the dynamic flexure model
parameters on-line so that the dynamic flexure parameters
employed by the real-time Kalman filter match the specific
working condition and environment. To achieve this goal, we
propose an on-line parameter estimation method by utilising
the attitude difference measured by two LGUs in order to
estimate the dynamic flexure model parameters more accu-
rately. More specifically, we assume that the dynamic flexure
angles can be depicted by using the second-order Markov
process, and the Tufts-Kumaresan (T-K) method [12] is then
applied to solve the unknown parameters from the correlation
function of the LGUs’ attitude difference. Our simulation
results obtained demonstrate that the parameters identified
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Fig. 1. Schematic diagram of ship angular deformation measurement.

using the T-K method have high accuracy. The proposed
parameter estimation method requires no a priori knowledge
of the dynamic flexure characteristics and it works well even
under low signal to noise ratio (SNR) conditions.

II. SHIP ANGULAR DEFORMATION MEASUREMENT

Fig. 1 shows the schematic diagram of the ship angular
deformation measurement system based on the attitude match-
ing method [13]. Two LGUs, LGU1 and LGU2, are installed
adjacent to the MINS and the shipboard sensor, respectively.
Assume that LGU1’s coordinates have been aligned with the
the MINS frame (m-frame), while LGU2’s coordinates have
been aligned with sensor’s frame (s-frame). As illustrated in
Fig. 1, LGU1 measures the Euler angle of the ship body motion
ξm

(
ξmx, ξmy, ξmz

)
, and Ĉi

m is the corresponding direction
cosine matrix (DCM) rotation from the m-frame to the inertial
frame (i-frame), which is expressed in Eq. (1) at the bottom
of this page. Similarly, ξs(ξsx, ξsy, ξsz) is the Euler angle
measured by LGU2, and Ĉi

s denotes the corresponding DCM
rotation from the s-frame to the i-frame.

A. Measurement Model

The measurement model is required to calculate the DCMs
of Ĉi

m and Ĉi
s based on the angular information measured by

LGU1 and LGU2. Let the calculated DCMs of Ĉi
m and Ĉi

s

be

Ĉi
m =

⎡⎣C11 C12 C13

C21 C22 C23

C31 C32 C33

⎤⎦ , Ĉi
s =

⎡⎣C ′

11 C ′

12 C ′

13

C ′

21 C ′

22 C ′

23

C ′

31 C ′

32 C ′

33

⎤⎦ , (2)

where Cij and C ′

ij denote the element of Ĉi
m and Ĉi

s at the
ith row and jth column, respectively.

Then the attitude matching function for the ship angular
deformation measurement is given by [13]

Zdcm = Bϕ − Aφ0 + B
(
Ĉm

i Ψm − Ĉs
i Ψs

)
, (3)

where ϕ is the total deformation angle between the LGU1 and
LGU2, which includes a static component φ0 and a dynamic

component θ, and has the relation of ϕ = φ0 + θ. The
measurement vector Zdcm given in Eq. (3) is expressed by

Zdcm =

⎡⎣C13C
′

12 + C23C
′

22 + C33C
′

32

C13C
′

11 + C23C
′

21 + C33C
′

31

C11C
′

12 + C21C
′

22 + C31C
′

32

⎤⎦ , (4)

and the coefficient matrices A and B are given by

A =

⎡⎣ C33C
′

22 − C23C
′

32 C13C
′

32 − C33C
′

12

C33C
′

21 − C23C
′

31 C13C
′

31 − C33C
′

11

C31C
′

22 − C21C
′

32 C11C
′

32 − C31C
′

12

C23C
′

12 − C13C
′

22

C23C
′

11 − C13C
′

21

C21C
′

12 − C11C
′

22

⎤⎦ and B =

⎡⎣1 0 0
0 −1 0
0 0 −1

⎤⎦ , (5)

respectively, while Ψm anf Ψs are the attitude measurement
errors induced by the gyro bias ε0 and the random walk
noise εr in the LGU1 and LGU2, respectively, which can be
determined by the following differential equations{

Ψ̇m = −Ĉi
m

(
εm0 + εmr

)
,

Ψ̇s = −Ĉi
s

(
εs0 + εsr

)
,

(6)

in which εm0 and εmr denote the gyro bias and random walk
noise of LGU1, while εs0 and εsr are the gyro bias and
random walk noise of LGU2.

As can be seen from Eq. (3), the measurement vector Zdcm

is linearised with respect to the ship angular deformation
angle ϕ. Furthermore, by using the dynamic flexure model
in Kalman filter design, the ship angular deformation angle
can be optimally estimated.

B. Kalman Filter Design

It is well known that the Kalman filter offers the optimal
result only when the system noise is white. However, in
Eq. (3), the dynamic flexure angle is caused by the ship
motion and wave loads vibration, whose frequency is closely
correlated with the ship angular motion. If we use a white
noise to depict the dynamic flexure in Kalman filter design, the
result will be poor. The second-order Gauss-Markov process
has been used extensively to model the dynamic flexure in
many successful applications [4], [9], [13]. We therefore use
this a second-order Gauss-Markov process for modelling the
the dynamic flexure. The correlation function of the second-
order Gauss-Markov process takes the form

Rθi
(τ) = σ2

i exp
(− αi|τ |

)(
cos βiτ +

αi

βi

sinβi|τ |
)
, (7)

where the index i indicates the x, y or z coordinate, τ is the
time lag, and σ2

i is the variance of the i-coordinate component
of the dynamic flexure, while αi is the damping factor and βi

is the circular frequency.

Ĉi
m

(
ξm

)
=

⎡⎣cos ξmy cos ξmz−sin ξmx sin ξmy sin ξmz − cos ξmx sin ξmz sin ξmy cos ξmz+sin ξmx sin ξmz cos ξmy

cos ξmy sin ξmz+sin ξmx sin ξmy cos ξmz cos ξmx cos ξmz sin ξmy sin ξmz−cos ξmy sin ξmx cos ξmz

− sin ξmy cos ξmx sin ξmx cos ξmx cos ξmy

⎤⎦ . (1)
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The differential equation representing the ship dynamic
flexure having the correlation function given in Eq. (7) can
be written as

θ̈i + 2αiθ̇i + b2
i θi = 2biσi

√
αiei(t), (8)

where b2
i = α2

i + β2
i is the square of the prevailing variation

frequency and ei(t) is a Gaussian white noise with unit
variance.

From Eqs. (3) to (8), we can derive the state function for
the Kalman filter as follows

Ẋ = FX + w, (9)

where X ∈ R21×1 is the state vector given by

X =
[
φT

0 θT θ̇T ΨT
m ΨT

s ε̃T
m ε̃T

s

]T
, (10)

with T denoting the vector or matrix transpose operator and
the two gyro error vectors expressed by ε̃m = εm0 +εmr and
ε̃s = εs0 + εsr, respectively, while the state transition matrix
F ∈ R21×21 is given by

F =

⎡⎣O3×3

F 1
6×6

F 2
12×12

⎤⎦ (11)

with Ol×m denoting the l × m zero matrix,

F 1
6×6 =

⎡⎢⎢⎣
O3×3 I3

−b2
x 0 0 −2μx 0 0

0 −b2
y 0 0 −2μy 0

0 0 −b2
z 0 0 −2μz

⎤⎥⎥⎦ (12)

and

F 2
12×12 =

⎡⎣ O3×6 −Ĉi
m O3×3

O3×6 O3×3 −Ĉi
s

O6×12

⎤⎦ , (13)

in which I3 is the 3 × 3 identity matrix. The system noise
vector w ∈ R21×1 has the covariance matrix

E
[
wwT

]
= diag

{
O1×3, 4b2

xσ2
xαx, 4b2

yσ2
yαy, 4b2

zσ
2
zαz,

O1×9,
(
σ2

mr

)T
,
(
σ2

sr

)T
}

, (14)

where E[•] denotes the expectation operator and diag{•} the
diagonal matrix, while σ2

mr ∈ R3×1 whose elements are the
three variances of the LGU1’s gyro random walk noise vector
εmr and σ2

sr ∈ R3×1 contains the three variances of the
LGU2’s gyro random walk noise vector εsr, respectively.

According to Eq. (3), the observation function is given by

Zdcm = HX + υ, (15)

where Zdcm ∈ R3×1 is the observation vector, υ ∈ R3×1

is the measurement noise vector, and H ∈ R3×21 is the
observation matrix, which can be written as

H =
[
B − A B O3×3 BĈm

i −BĈs
i O3×6

]
. (16)

With the aid of the dynamic flexure model, the Kalman filter
can accurately estimate the total deformation angle between
the LGU1 and LGU2 frames. Let ϕ be the true deformation

angle between LGU1 and LGU2, and ϕ̂ be its estimate pro-
vided by the Kalman filter. The deformation estimate accuracy
is determined by the error vector Δϕ according to[

Δϕ
]
s−s

= I3 − C
(
ϕ
)
CT

(
ϕ̂
)
, (17)

where
[
Δϕ

]
s−s

∈ R3×3 denotes the skew-symmetric matrix
of Δϕ . From the above analysis, we can see that the
deformation measuring accuracy depends on the accuracy of
the dynamic flexure model parameters, αi, βi and σi, used in
Eq. (12). Next, we present an on-line parameters estimation
method based on the observation function of Eq. (3).

III. ESTIMATION OF DYNAMIC FLEXURE PARAMETERS

A. Parameters Estimation Functions

Noting the relation ϕ = φ0 +θ, Eq. (3) can be rewritten as

Zdcm = Zφ0
+ Zθ + Zψ, (18)

in which

Zφ0
=

(
B − A

)
φ0, (19)

Zθ = Bθ, (20)

Zψ = B
(
Ĉm

i Ψm − Ĉs
i Ψs

)
. (21)

The validity of Eq. (18) rests on the assumption that ϕ is
small, which is generally true in reality.

The static component φ0 in practice is compensated to
within several milliradians using the course estimate results.
In addition,

(
B−A

)
= I3− Ĉm

i Ĉi
s is very small. Taken into

account these conditions, Zφ0
in Eq. (18) may be removed.

The attitude error term Zψ is induced by the gyro errors,
including gyro bias and gyro random walk noise. According
to the reference [14], the typical frequency of dynamic flexure
ranges from 0.1 Hz to 0.25 Hz, while the frequency of the gyro
noise induced attitude error is less than 0.01 Hz [15], which
is far lower than the dynamic flexure frequency. Therefore,
we can remove Zψ from Eq. (18) via a High-pass filter. The
filtering process can be expressed by

Z̃dcm ≈ F−1
[
Hh(ω)Zdcm(ω)

] ≈ Bθ, (22)

where F−1[•] denotes the inverse Fourier transform, Hh(ω)
is the transfer function of the High-pass filter, and Zdcm(ω) is
the frequency-domain transformation of Zdcm. The correlation
function of Z̃dcm is given by

RZ(τ) = 〈Z̃dcm(t), Z̃dcm(t + τ)〉
= 〈Bθ(t),Bθ(t + τ)〉 = 〈θ(t),θ(t + τ)〉, (23)

with 〈θ(t),θ(t+ τ)〉 denoting the correlation function of θ(t).
Eq. (23) establishes an approximated relation of the dynamic

flexure with the attitude measurement difference. By Com-
paring Eq. (23) with Eq. (7), the parameters of the dynamic
flexure model, αi, βi and σi, can be determined.
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B. Tufts-Kumaresan Method

We apply the T-K method [12] to estimate the unknown
parameters in Eq. (7) based on the measurement values of
Eq. (23). The T-K method is a common choice to resolve
closely spaced sinusoids, particularly when the data length is
short and the SNR value is small. The T-K algorithm [12] is
briefly summarised below.

Give the N samples of a sequence y(n), which consists of
a sum of the M exponentially damped sinusoidal signals

y(n) =
M∑
l=1

al exp(sln) + qn, n = 1, 2, · · · , N, (24)

where al is the complex amplitude of the damped mode
exp(sl) = exp

( − αl + jβl

)
with αl > 0, and qn is the

unknown white noise with variance σ2
q . Using the complex

conjugate data to set up the backward prediction function

Ab = h, (25)

with

A=

⎡⎢⎢⎢⎣
y∗(2) y∗(3) · · · y∗(L + 1)
y∗(3) y∗(4) · · · y∗(L + 2)

...
...

...
...

y∗(N − L + 1) y∗(N − L + 2) · · · y∗(N)

⎤⎥⎥⎥⎦, (26)

b =
[
b1 b2 · · · bL

]T
, (27)

h =
[
y∗(1) y∗(2) · · · y∗(N − L)

]T
. (28)

The prediction error filter polynomial

B(z) = 1 + b1z
−1 + b2z

−2 + · · · + bLz−L, (29)

has the zeros at exp
( − s∗l

)
, 1 ≤ l ≤ M , if L is chosen

to satisfy the inequality M�L�N − M . The roots of the
polynomial of Eq. (29) yields the set of M zeros, from
which the M damped modes exp

(
sl

)
, 1 ≤ l ≤ M , can be

determined. Then the amplitudes al can easily be estimated
based on the data set {y(n)} described by Eq. (24) according
to the least squares principle.

By substituting the discrete correlation results of Eq. (23)
into Eq. (24), the parameters of the dynamic flexure model,
αi, βi and σi, can be directly estimated by applying the T-K

algorithm. Note that, the solution of Eq. (24) for real signal
will give pairs of roots, exp

(−s∗l
)

and exp
(−sl

)
, 1 ≤ l ≤ M ,

and we simply use one root from each pair to calculate the
dynamic flexure parameters.

IV. SIMULATION RESULTS

The schematic diagram of the gyro signal sample genera-
tion, parameter estimation and ship deformation angle estima-
tion is shown in Fig. 2.

A. Simulation System Setup

According to our experimental experience, the ship angular
motion can be simplified as a random process, which can also
be depicted as a second-order Gauss-Markov process

Rξi
(τ)=σ2

ξi
exp

(−αξi
|τ |)(cos βξi

τ +
αξi

βξi

sin βξi
|τ |

)
, (30)

where i again denotes the x, y or z coordinate, while σ2
ξi

,
αξi

and βξi
are the variance, damping factor and circular

frequency, respectively, of the i coordinate of the ship attitude
angle. We assume that during the simulation the parameters
σ2

ξi
, αξi

and βξi
are time invariant. Table I lists the simulation

parameters of the ship attitude angles used. The values of βξi

and αξi
are taken from our previous real-data identification

results, while the values of σξi
are set according to our

experimental experience.

TABLE I

SHIP ATTITUDE PARAMETERS USED IN THE SIMULATION SYSTEM.

Magnitude
σξi

(deg)
Frequency

βξi
/2π (Hz)

Damping factor
αξi

(s−1)
Pitch 2.20 0.18 0.10
Roll 3.40 0.07 0.06
Yaw 0.80 0.05 0.12

TABLE II

DYNAMIC FLEXURE PARAMETERS USED IN THE SIMULATION SYSTEM.

Magnitude
σi (mrad)

Frequency
βi/2π (Hz)

Damping factor
αi (s−1)

Pitch 0.40 0.19 0.13
Roll 0.68 0.17 0.11
Yaw 0.50 0.18 0.10

The dynamic flexure angle is simulated by using three
independent second-order Markov process, and we assume that

ship dynamic
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Fig. 2. Schematic diagram of gyro signal sample generation and dynamic flexure parameters estimation.
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the variances σi, damping factors αi and frequencies βi used to
simulate the dynamic flexure are time invariant, whose values
are list in Table II. The damping factors and frequencies are
identified from our real measurement data in sea trials, while
the values of the variances are set according to our empirical
experience to reflect certain level of real sea condition. Addi-
tionally, in order to reflect the real measurement environment,
we add a Gaussian white noise ςi(t) of variance σ2

ςi
to the

dynamic flexure signal θi. The SNR of the dynamic flexure
signal is then defined by

SNRi = 10 log10

σ2
i

σ2
ςi

, (31)

where again i indicates the x, y or z coordinate. We assume
that the static deformation angle after the initial compensation
is [3.5 mrad 3.5 mrad 3.5 mrad].

The parameters of the bias error vector ε0 and the random
walk noise vector εr for the gyros are list in Table III. The
simulated LGU1 and LGU1 gyro outputs are processed to
derive the attitude values of Ĉi

m and Ĉi
s, which are then used

to estimate the dynamic flexure parameters as well as used by
a Kalman filter to compute the deformation angle ϕ.

TABLE III

PARAMETERS OF THE GYRO NOISES USED IN THE SIMULATION SYSTEM,

WHERE WN STD DENOTES THE STANDARD DEVIATION OF THE WHITE

NOISE COMPONENT.

LGU1 LGU2

Bias
εm0

(deg/hr)

Random walk
εmr’s WN STD

(deg /

√
hr)

Bias
εs0

(deg/hr)

Random walk
εsr’s WN STD

(deg /

√
hr)

X 0.005 0.002 0.02 0.005
Y 0.005 0.002 0.02 0.005
Z 0.005 0.002 0.02 0.005

B. Results and Analysis

The total data length for the ship deformation measurement
was T = 600 s with the sample frequency of 20 Hz. The
cut-off frequency for the High-pass filter used was set to
0.05 Hz. To better compensate the approximation error induced
by the static deformation angle φ0, we ran the T-K algorithm
twice in parameters estimation. Specifically, in the first run,
we obtained an improved estimate φ̂0, and then fed back this
value to compensate the error term Zφ0

. The second run’s
result was accepted as our estimate. All the results presented
were obtained by averaging over 100 independent trials in the
presence of the randomly generated noise for simulating the
ship attitude, dynamic flexure and gyro noise signals.

TABLE IV

MEANS AND STANDARD DEVIATIONS OF THE ESTIMATED DYNAMIC

FLEXURE PARAMETERS OBTAINED UNDER THE CONDITION OF σ
2
ςi

= 0,

GIVEN T = 600 S, N = 20 S, L = 6 S AND M = 2.

Magnitude
σi (mrad)

Frequency
βi/2π (Hz)

Damping factor
αi (s−1)

Pitch 0.3950 (0.0064) 0.1892 (0.0041) 0.1272 (0.0252)
Roll 0.6722 (0.0089) 0.1685 (0.0039) 0.1054 (0.0188)
Yaw 0.4961 (0.0075) 0.1798 (0.0034) 0.1013 (0.0183)

The performance of the T-K method depends on its algo-
rithmic parameters, M , N and L [12]. We used M = 2 for
Eq. (25), which yielded a pair of roots for every damping
mode. Appropriate values for N and L were determined by
extensive experiments, and they were found to be L = 6 s or
120 samples, and N = 20 s or 400 samples.

Table IV lists the means and standard deviations (in bracket)
of the estimation results for the parameters αi, βi and σi at the
condition of σ2

ςi
= 0. Comparing with the true values given in

Table II, it can be seen that the parameter estimates are very
accurate. The ship angular deformation measurement results
based on the identified dynamic flexure model are shown
in Table V, where it can be observed that a high accurate
measurement is achieved.

TABLE V

PERFORMANCE OF THE KALMAN FILTER BASED SHIP ANGULAR

DEFORMATION MEASUREMENT OBTAINED BASED ON THE DYNAMIC

FLEXURE MODEL IDENTIFIED UNDER THE CONDITION OF σ
2
ςi

= 0.

Mean and standard
deviation of

true deformation
angle (mrad)

Mean and standard
deviation of KF

estimated deformation
angle (mrad)

Mean and standard
deviation of KF

based measurement
error (mrad)

Pitch 3.4981 (0.4267) 3.5179 (0.5525) 0.2626 (0.2005)
Roll 3.4792 (0.7209) 3.5131 (0.7776) 0.3259 (0.2369)
Yaw 3.5027 (0.4840) 3.5483 (0.5626) 0.1944 (0.1382)

We next investigated the accuracy of the dynamic flexure
parameter estimate and the Kalman filter performance under
different SNR conditions. Fig. 3 shows the mean parameters
estimation errors as well the average deformation measurement
errors given different SNR values. As can be seen from Fig. 3
(a) to (c), the parameters, αi, βi and σi, can be estimated
to a high degree of accuracy while the average parameter
estimation errors and their error bars were similar across the
range of the SNR values tested, except for the yaw magnitude
error at the SNR value of 5 dB. This demonstrates the
robustness of the algorithm under the noise polluted shipboard
environment. However, the estimates of the magnitudes σi and
frequencies βi were slightly biased. This bias may be caused
by removing the term Zφ0

as well as using high-pass filtering
to remove the attitude error term Zψ in Eq. (18). By using
the estimated dynamic flexure parameters, the average defor-
mation measurement errors and their corresponding standard
deviations are depicted in Fig. 3 (d). The results demonstrate
that the Kalman filter is capable of achieving high accurate
ship angular deformation measurement under serious noise
polluted environments.

V. CONCLUSIONS

An efficient on-line dynamic flexure parameter estimation
method has been proposed for the ship angular deformation
measurement system based on the attitude difference provided
by two LGUs measures. The relationship between the attitude
difference correlation function and that of the second-order
Gauss-Markov process representing the dynamic flexure model
has been presented, and the Tufts-Kumaresan method has
been applied to identify the unknown dynamic flexure model
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Fig. 3. Mean parameter estimation errors and average measurement error obtained under different SNR values, given N = 20 s, L = 6 s and M = 2:
(a) error for magnitude σi, (b) error for frequency βi/2π, (c) error for damping factor αi, and (d) average deformation measurement error, where vertical
lines indicate the corresponding standard deviations or error bars.

parameters. From the extensive simulation results, it has been
shown that the proposed model parameter estimation method
is capable of obtaining accurate estimates of the unknown
dynamic flexure parameters for the application of accurate ship
deformation measurement. Our approach does not require a
priori knowledge of the dynamic flexure characteristics, and it
equips the ship angular deformation measurement system with
the ability to adapt to various work conditions. Our future work
will study how to reduce or remove the parameter estimate bias
in the T-K based model parameters estimation algorithm.
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Abstract - In this paper we introduce new class of sys-
tem, so called singularly impulsive or generalized impulsive
dynamical systems with time delay. Dynamics of this system is
characterized by the set of differential and difference equations
with time delay, and algebraic equations. They represent the
class of hybrid systems, where algebraic equations represent
constraints that differential and difference equations with
time delay need to satisfy. In this paper we present model,
assumptions on the model, two classes of singularly impulsive
dynamical systems with delay - time dependenet and state
dependent. Further, we present Lyapunov and asymptotic
stability theorems for nonlinear time-dependent and state-
dependent singularly impulsive dynamical systems with time
delay.

I. INTRODUCTION

Modern complex engineering systems as well as biological
and physiological systems typically possess a multi-echelon
hierarchical hybrid architecture characterized by continuous-
time dynamics at the lower levels of hierarchy and discrete-
time dynamics at the higher levels of the hierarchy. Hence,
it is not surprising that hybrid systems have been the subject
of intensive research over the past recent years (see Branicky
et al. (1998), Ye et al. (1998 b), Haddad, Chellaboina and
Kablar (2001a-b)). Such systems include dynamical switching
systems Branicky (1998), Leonessa et al. (2000), nonsmooth
impact and constrained mechanical systems, Back et al.
(1993), Brogliato (1996), Brogliato et al. (1997), biological
systems Lakshmikantham et al. (1989), demographic sys-
tems Liu (1994), sampled-data systems Hagiwara and Araki
(1988), discrete-event systems Passino et al. (1994), intelligent
vehicle/highway systems Lygeros et al. (1998) and flight
control systems, etc. The mathematical descriptions of many
of these systems can be characterized by impulsive differ-
ential equations, Simeonov and Bainov (1985), Liu (1988),
Lakshmikantham et al. (1989, 1994), Bainov and Simeonov
(1989, 1995), Kulev and Bainov (1989), Lakshmikantham
and Liu (1989), Hu et al. (1989), Samoilenko and Perestyuk
(1995), Haddad, Chellaboina and Kablar (2001a-b). Impulsive
dynamical systems can be viewed as a subclass of hybrid
systems.

Motivated by the results on impulsive dynamical systems
presented in Haddad, Chellaboina, and Kablar (2001, 2005),
the authors previous work on singular or generalized sys-
tems, and results on singularly impulsive dynamical systems

published in Kablar(2003, 2010) we presented new class
of singularly impulsive or generalized impulsive dynamical
systems with time delay. It presents novel class of hybrid
systems and generalization of impulsive dynamical systems
to incorporate singular nature of the systems and time delays.
Extensive applications of this class of systems can be found
in contact problems and in hybrid systems.

We present mathematical model of the singularly impulsive
dynamical systems with time delay. We show how it can be
viewed as general systems from which impulsive dynamical
systems with time delay, singular continuous-time systems
with time delay and singular dicrete-time systems with time
delay, as well as without time delay,follow. Then we present
Assumptions needed for the model and the division of this
class of systems to time-dependent and state-dependent sin-
gularly impulsive dynamical systems with time delay with
respect to the resetting set. Finally, we draw some conclusions
and define future work.

In this paper for the class of nonlinear singularly impulsive
dynamical systems with time delay we develop Lyapunov and
asymptotic stability results. Results are further specialized to
linear case. Note that for addressing the stability of the zero
solution of a singularly impulsive dynamical system the usual
stability definitions are valid. Then we draw some conclusions
and define future work.

At first, we establish definitions and notations. Let R denote
the set of real numbers, let Rn denote the set of n × 1 real
column vectors, let N denote the set of nonnegative integers,
and let In or I denote the n×n identity matrix. Furthermore,
let ∂S, Ṡ, S̄ denote the boundary, the interior, and a closure
of the subset S ⊂ R

n, respectively. Finally, let C0 denote the
set of continuous functions and Cr denote the set of functions
with r continuous derivatives.

II. MATHEMATICAL MODEL OF SINGULARLY IMPULSIVE
DYNAMICAL SYSTEMS WITH TIME DELAY

A singularly impulsive dynamical system with delay con-
sists of three elements:

1. A possibly singular continuous-time dynamical equation
with time delay, which governs the motion of the system
between resetting events;

2. A possibly singular difference equation with time delay,
which governs the way the states are instantaneously
changed when a resetting occurs; and
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3. A criterion for determining when the states of the system
are to be reset.

Mathematical model of these systems is described with
Ecẋ(t)= fc(x(t, τ))+Gc(x(t, τ))uc(t),

(t, x(t, τ), uc(t)) �∈S, (II.1)
Ed�x(t)= fd(x(t, τ))+Gd(x(t, τ))ud(t),

(t, x(t, τ), uc(t))∈S, (II.2)

yc(t)=hc(x(t, τ))+Jc(x(t, τ))uc(t),

(t, x(t, τ), uc(t)) �∈S, (II.3)
yd(t)=hd(x(t, τ)+Jd(x(t, τ))ud(t),

(t, x(t, τ), uc(t))∈S, (II.4)

where t ≥ 0, τ > 0, x(0) = x0, x(t, τ) ∈ D ⊂ R
� × N, D is

an open set with 0 ∈ D, uc ∈ Uc ⊂ R
�c , ud(tk) ∈ Ud ⊂ R

�d ,
tk denotes kth instant of time at which (t, x(t, τ), uc(t))
intersects S for a particular trajectory x(t, τ) and input
uc(t), yc(t) ∈ R

�c , yd(tk) ∈ R
�d , fc : D → R

� is Lipschitz
continuous and satisfies fc(0) = 0, Gc : D → �×�c,
fd : D → R

� is continuous and satisfies fd(0) = 0,
Gd : D → R

n×md , hc : D → R
lc and satisfies hc(0) = 0,

Jc : D → R
lc×mc , hd : D → R

ld and satisfies hd(0) = 0,
Jd : D → R

ld×md , and S ⊂ [0,∞) × R
n × Uc is the

resetting set. Here, as in Haddad, Chellaboina, and Kablar
(2001a) we assume that uc(·) and ud(·) are restricted to the
class of admissible inputs consisting of measurable functions
(uc(t), ud(t)) ∈ Uc × Ud for all t ≥ 0 and k ∈ N[0,t) ≡
k : 0 ≤ tk < t, where the constraint set Uc×Ud is given with
(0, 0) ∈ Uc×Ud. We refer to the differential equation (II.1) as
the continuous-time dynamics with time delay, and we refer to
the difference equation (II.2) as the resetting law.

Matrices Ec, Ed may be singular matrices. In case Ec = I ,
Ed = I , and τ = 0 (II.1)–(II.4) represent standard impulsive
dynamical systems described in Haddad, Chellaboina, and
Kablar (2001a), and Haddad, Kablar, and Chellaboina (2000,
2005), where stability, dissipativity, feedback interconnections,
optimality, robustness, and disturbance rejection has been
analyzed. In absence of discrete dynamics they specialize to
singular continuous-time systems, with further specialization
Ec = I to standard continuous-time systems. If only discrete
dynamics is present they specialize to singular discrete-time
systems, with further specialization Ed = I to standard
discrete-time systems.

In case Ec = I , Ed = I , and τ �= 0, (II.1)–(II.4)
represent standard impulsive dynamical systems with time
delay. In absence of discrete dynamics they specialize to
singular continuous-time systems with time delay, with further
specialization Ec = I to standard continuous-time systems
with time delay. If only discrete dynamics is present they
specialize to singular discrete-time systems with time delay,
with further specialization Ed = I to standard discrete-time
systems with time delay.

Therefore, theory of the singularly impulsive or generalized
impulsive dynamical systems with time delay once developed,

can be viewed as a generalization of the singular and impulsive
dynamical system with time delay theory, unifying them into
more general new system theory.

In what follows is given basic setting and division of this
class of systems with respect to the definition of the resetting
sets, accompanied with adequate assumptions needed for the
model.

We make the following additional assumptions:
A1. (0, x0, uc0) �∈ S , where x(0) = x0 and uc(0) = uc0,

that is, the initial condition is not in S .
A2. If (t, x(t, τ), uc(t)) ∈ S̄\S then there exists ε > 0 such

that, for all 0 < δ < ε, s(t+ δ; t, x(t, τ), uc(t+ δ)) �∈ S .
A3. If (tk, x(tk), uc(tk)) ∈ ∂S ∩ S then there exists ε >

0 such that, for all 0 < δ < ε and ud(tk) ∈ Ud, s(tk +
δ; tk, Edx(tk)+fd(x(tk))+Gd(x(tk))ud(tk), uc(tk+δ)) �∈ S.

A4. We assume consistent initial conditions (and prior and
after every resetting).

Assumption A1 ensures that the initial condition for the
resetting differential equation (II.1), (II.2) is not a point of
discontinuity, and this assumption is made for convenience. If
(0, x0, uc0) ∈ S , then the system initially resets to Edx

+

0
=

Edx0 + fd(x0) + Gd(x0)ud(0) which serves as the initial
condition for the continuous dynamics (II.1). It follows from
A3 that the trajectory then leaves S . We assume in A2 that
if a trajectory reaches the closure of S at a point that does
not belong to S , then the trajectory must be directed away
from S , that is, a trajectory cannot enter S through a point
that belongs to the closure of S but not to S . Finally, A3
ensures that when a trajectory intersects the resetting set S , it
instantaneously exits S , see Figure 1. We make the following
remarks.

x0

dS

S

Figure 1. Resetting Set.

Remark II.1. It follows from A3 that resetting removes the
pair (tk, xk, uc(tk)) from the resetting set S . Thus, imme-
diately after resetting occurs, the continuous-time dynamics
(II.1), and not the resetting law (II.2), becomes the active
element of the singularly impulsive dynamical system.

Remark II.2. It follows from A1-A3 that no trajectory can
intersect the interior of S . According to A1, the trajectory
x(t) begins outside the set S . Furthermore, it follows from A2
that a trajectory can only reach S through a point belonging
to both S and its boundary. Finally, from A3, it follows that if
a trajectory reaches a point S that is on the boundary of S ,
then the trajectory is instantaneously removed from S . Since
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a continuous trajectory starting outside of S and intersecting
the interior of S must first intersect the boundary of S , it
follows that no trajectory can reach the interior of S .

Remark II.3. It follows from A1-A3 and Remark 1.2 that
∂S ∪ S is closed and hence the resetting times tk are well
defined and distinct.

Remark II.4. Since the resetting times are well defined and
distinct, and since the solutions to (II.1) exist and are unique, it
follows that the solutions of the singularly impulsive dynamical
system (II.1), (II.2) also exist and are unique over a forward
time interval.

In Haddad, Chellaboina and Kablar (2001a), the resetting
set S is defined in terms of a countable number of functions
nk : Rn → (0 ,∞), and is given by

S = ∪k{(nk (x ), x , uc(nk (x )) : x ∈ R
n}. (II.5)

The analysis of singularly impulsive dynamical systems with
time delay and with a resetting set of the form (II.5) can be
quite involved. In particular, such systems exhibit Zenoness,
beating, as well as confluence phenomena wherein solutions
exhibit infinitely many transitions in a finite times, and
coincide after a given point of time, Haddad, Chellaboina
and Kablar (2001a). In this paper we assume that existence
and uniqueness properties of a given singularly impulsive
dynamical system with time delay are satisfied in forward time.
Furthermore, since singularly impulsive dynamical systems of
the form (II.1)-(II.4) involve impulses at variable times they
are time-varying systems.

Here we will consider singularly impulsive dynamical sys-
tems involving two distinct forms of the resetting set S . In the
first case, the resetting set is defined by a prescribed sequence
of times which are independent of state x. These equations
are thus called time-dependent singularly impulsive dynamical
systems with time delay. In the second case, the resetting set
is defined by a region in the state space that is independent
of time. These equations are called state-dependent singularly
impulsive dynamical systems with time delay.

A. Time-Dependent Singularly Impulsive Dynamical Systems
with Time Delay

Time-dependent singularly impulsive dynamical systems
with time delay can be written as (II.1)–(II.4) with S defined
as

S = n × R
n × Uc, (II.6)

where

n = t1 , t2 , . . . (II.7)

and 0 < t1 < t2 < . . . are prescribed resetting times. When
an infinite number of resetting times are used and tk →∞ as
k →∞, then S is closed. Now (II.1)–(II.4) can be rewritten in
the form of the time-dependent singularly impulsive dynamical

system with time delay

Ecẋ(t)= fc(x(t, τ)) +Gc(x(t, τ))uc(t), t �= tk, (II.8)
Ed�x(t)= fd(x(t, τ)+Gd(x(t, τ))ud(t), t = tk, (II.9)

yc(t)=hc(x(t, τ)) + Jc(x(t, τ))uc(t), t �= tk,(II.10)
yd(t)=hd(x(t, τ)) + Jd(x(t, τ))ud(t), t = tk.(II.11)

Since 0 �∈ τ and tk < tk+1, τ > 0, it follows that the
assumptions A1–A3 are satisfied. Since time-dependent sin-
gularly impulsive dynamical systems with time delay involve
impulses at a fixed sequence of times, they are time-varying
systems.

Remark II.5. The time-dependent singularly impulsive dy-
namical system with time delay (II.8)–(II.11), with Ec = I
and Ed = I includes as a special case the impulsive control
problem addressed in the literature wherein at least one of the
state variables of the continuous-time plant can be changed
instantaneously to any given value given by an impulsive
control at a set of control instants τ , Haddad, Chellaboina
and Kablar (2001a).

B. State-Dependent Singularly Impulsive Dynamical Systems
with Time Delay

State-dependent singularly impulsive dynamical systems
with time delay can be written as (II.1)–(II.4) with S defined
as S = [0,∞)×Z, (II.12)
where Z = Zx × Uc and Zx ⊂ R

n. Therefore, (II.1)–(II.4)
can be rewritten in the form of the state-dependent singularly
impulsive dynamical system with time delay

Ecẋ(t)= fc(x(t, τ))+Gc(x(t, τ))uc(t),

(x(t, τ), uc(t)) �∈Z, (II.13)
Ed�x(t)= fd(x(t, τ))+Gd(x(t, τ))ud(t),

(x(t, τ), uc(t))∈Z, (II.14)
yc(t)=hc(x(t, τ))+Jc(x(t, τ))uc(t),

(x(t, τ), uc(t)) �∈Z, (II.15)
yd(t)=hd(x(t, τ))+Jd(x(t, τ))ud(t),

(x(t, τ), uc(t))∈Z. (II.16)

We assume that (x0, uc0) �∈ Z , τ > 0, (0, 0) �∈ Z , and that
the resetting action removes the pair (x, uc) from the set Z;
that is, if (x, uc) ∈ Z then (Edx+fd(x)+Gd(x)ud, uc) �∈ Z ,
ud ∈ Ud. In addition, we assume that if at time t the trajectory
(x(t, τ), uc(t)) ∈ Z̄\Z , then there exists ε > 0 such that for
0 < δ < ε, (x(t+ τ + δ), uc(t+ δ)) �∈ Z .

These assumptions represent the specialization of A1–A3
for the particular resetting set (II.12). It follows from these
assumptions that for a particular initial condition, the resetting
times τk(x0) are distinct and well defined. Since the resetting
set Z is a subset of the state space and is independent of
time, state-dependent singularly impulsive dynamical systems
with time delay are time-invariant systems. Finally, in the case
where S ≡ [0,∞) × R

n × Zuc , where Zuc ⊂ Uc we refer
to (II.13)–(II.16) as an input-dependent singularly impulsive
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dynamical system with time delay. Both these cases represent
a generalization to the impulsive control problem considered
in the literature.

III. LYAPUNOV AND ASYMPTOTIC STABILITY OF
SINGULARLY IMPULSIVE DYNAMICAL SYSTEMS WITH

TIME DELAY

In this section we present Lyapunov and asymptotic stability
results of singularly impulsive dynamical systems with time
delay.

Theorem III.1. Suppose there exists a continuously differ-
entiable function V : D → [0,∞) satisfying V (0) = 0,
V (Ec/dx) ≥ 0, x �= 0, and

V ′(Ecx)fc(x) ≤ 0, x ∈ D, (III.17)
V (Edx+ fd(x) ≤ V (x), x ∈ D. (III.18)

Then the zero solution x(t, τ) ≡ 0 of the undisturbed
((uc(t), ud(tk)) ≡ (0, 0)) time-dependent singularly impulsive
dynamical system with time delay (II.8),(II.9) is Lyapunov
stable. Furthermore, if the inequality (III.17) is strict for all
x �= 0, then the zero solution x(t, τ) ≡ 0 of the undisturbed
((uc(t), ud(tk)) ≡ (0, 0)) time-dependent singularly impulsive
dynamical system with time delay (II.8), (II.9) is asymptotically
stable. If, in addition, D = R

n and

V (Ec/dx)→∞ as ‖x‖ → ∞, (III.19)

then the zero solution x(t, τ) ≡ 0 of the undisturbed
((uc(t), ud(tk)) ≡ (0, 0)) time-dependent singularly impul-
sive dynamical system with time delay (II.8), (II.9) is glob-
ally asymptotically stable, Haddad, Chellaboina, and Kablar
(2001), Kablar (2003b).

Proof: Prior to the first resetting time, we can determine
the value of V (x(t, τ)) as

V (Ecx(t, τ)) = V (Ecx(0)) +

∫ t

0

V ′(x(Ec))fc(x(s , τ)ds ,

t∈ [0, t1]. (III.20)

Between consecutive resetting times tk and tk+1, we can
determine the value of V (x(t, τ)) as its initial value plus the
integral of its rate of change along the trajectory x(t, τ), that
is,

V (Ec/dx(t, τ) = V (Edx(tk) + fd(x(tk))

+

∫ t

tk

V ′(x(Ec))fc(x(s, τ))ds,

t ∈ (tk, tk+1], (III.21)

for k = 1, 2, . . . . Adding and subtracting V (x(Edtk)) to and
from the right hand side of the (III.21) yields

V (Ec/dx(t, τ))=V (Ecx(tk)) + [V (Edx(tk)

+fd(x(tk))−V (Edx(tk))]

+

∫ t

tk

V ′(Ecx(s, τ))fc(x (s , τ))ds, t ∈ (tk , tk+1 ],

(III.22)

and in particular at time tk+1,

V (Edx(tk+1)) = V (Edx(tk))+[V (Edx(tk)

+fd(x(tk)))− V (Edx(tk))]

+

∫ tk+1

tk

V ′(x(s , τ))fc(x (s , τ))ds.

(III.23)

By recursively substituting (III.23) into (III.22) and ultimately
into (III.20), we obtain

V (Ecx(t, τ)) = V (Ecx(0)) +

∫ t

0

V ′(Ecx(s, τ))fc(x (s , τ))ds

+

k∑
i=1

[V (Edx(ti) + fd(x(ti)))− V (Edx(ti))]]. (III.24)

If we allow t0 = 0, and
∑

0

i=1
= 0, then (III.24) is valid for

k ∈ N . From (III.24) and (III.18) we obtain

V (Ecx(t, τ)) ≤
V (Ecx(0)) +

∫ t

0

V ′(Ecx(s , τ))fc(x (s, τ))ds,

t ≥ 0. (III.25)

Furthermore, it follows from (III.17) that

V (Ecx(t, τ)) ≤ V (Ecx(0)), t ≥ 0, (III.26)

so that Lyapunov stability follows from standard arguments.
Next, it follows from (III.18) and (III.24) that

V (Ecx(t, τ))− V (Ecx(s, τ)) ≤
∫ t

s

V ′(x(Ecs, τ))fc(x (s , τ))ds,

t > s, (III.27)

and, assuming strict inequality in (III.17), we obtain

V (Ecx(t, τ)) < V (Ecx(s, τ)), t > s, (III.28)

provided x(s, τ) �= 0. Asymptotic stability, and, with (III.19),
global asymptotic stability, then follow from standard argu-
ments.

Remark III.1. If in Theorem III.1 the inequality (III.18) is
strict for all x �= 0 as opposed to the inequality (III.17), and
an infinite number of resetting times are used, that is, the set
τ = {t1, t2, . . .} is infinitely countable, then the zero solution
x(t, τ) ≡ 0 of the undisturbed time-dependent singularly
impulsive dynamical system with time delay (II.8), (II.9) is
also asymptotically stable. A similar remark holds for Theorem
2.2.2.

Remark III.2. In the proof of Theorem III.1, we note that
assuming strict inequality in (III.17), the inequality (III.28) is
obtained provided x(s, τ) �= 0. This proviso is necessary since
it may be possible to reset the states to the origin, in which
case x(s, τ) = 0 for a finite value of s. In this case, for t > s,
we have V (Ecx(t, τ)) = V (Ecx(s, τ)) = V (0) = 0. This
situation does not present a problem, however, since reaching
the origin in finite time is a stronger condition than reaching
the origin as t→∞.

973



Remark III.3. If, additionally, in Theorem III.1 there exist
scalars α, β, ε > 0, and p ≥ 1, such that α‖x‖p ≤
V (Ecx) ≤ β‖x‖p, x ∈ D, and (III.17) is replaced by
V ′(Ecx)fc(x) ≤ −εV (Ecx), x ∈ D, then the zero solution
x(t, τ) ≡ 0 of the undisturbed ((uc(t), ud(tk)) ≡ (0, 0)) time-
dependent singularly impulsive dynamical system with time
delay (II.8), (II.9) is exponentially stable. A similar remark
holds for Theorem 2.2.2.

Remark III.4. Theorem III.1 presents sufficient conditions for
time-dependent singularly impulsive dynamical systems with
time delay in terms of Lyapunov functions that do not depend
explicitly on time. Since time-dependent singularly impulsive
dynamical systems are time-varying, Lyapunov functions that
explicitly depend on time can also be considered. However, in
this case the conditions on the Lyapunov functions required
to guarantee stability are significantly harder to verify. For
further details see Bainov and Simeonov (1989), Samoilenko
and Perestyuk (1995), Ye, Michael, and Hou (1998).

Next, we state a stability theorem for nonlinear state-
dependent singularly impulsive dynamical systems with time
delay.

Theorem III.2. Suppose there exists a continuously differ-
entiable function V : D → [0,∞) satisfying V (0) = 0,
V (Ecx) ≥ 0, x �= 0, and

V ′(Ecx)fc(x) ≤ 0, x �∈ Zx, (III.29)
V (Edx+ fd(x)) ≤ V (Ecx), x ∈ Zx. (III.30)

Then the zero solution x(t, τ) ≡ 0 of the undisturbed
((uc(t), ud(tk)) ≡ (0, 0)) state-dependent singularly impul-
sive dynamical system with time delay (II.13), (II.14) is
Lyapunov stable. Furthermore, if the inequality (III.29) is
strict for all x �= 0, then the zero solution x(t, τ) ≡ 0
of the undisturbed ((uc(t), ud(tk)) ≡ (0, 0) state-dependent
singularly impulsive dynamical system with time delay (II.13),
(II.14) is asymptotically stable. If, in addition, D = R

n and
(III.19) is satisfied, then the zero solution x(t, τ) ≡ 0 of
the undisturbed ((uc(t), ud(t)k)) ≡ (0, 0)) state-dependent
singularly impulsive dynamical system with time delay (II.13),
(II.14) is globally asymptotically stable, Haddad, Chellaboina,
and Kablar (2001), Kablar (2003b).

Proof: For S = [0,∞) × Zx it follows from As-
sumptions A1–A3 that the resetting times nk (x0 ) are well
defined and distinct for every trajectory of (II.13), (II.14) with
(uc(t), ud(tk)) ≡ (0, 0). Now, the proof follows as in the proof
of Theorem III.1 with tk replaced by nk (x0 ).

Remark III.5. To examine the stability of linear state-
dependent singularly impulsive dynamical systems with time
delay set fc(x) = Acx, and fd(x) = (Ad−Ed)x in Theorem
III.2. Considering the quadratic Lyapunov function candidate
V (Ec/dx) = xTET

c/dPEc/dx, for the argument Ecx and Edx,
respectively where P > 0, it follows from Theorem III.2 that

the conditions

xT(AT

c
PEc + ET

c
PAc)x < 0, x �∈ Zx, (III.31)

xT(AT

d
PAd − ET

d
PEd)x ≤ 0, x ∈ Zx, (III.32)

establish asymptotic stability for linear state-dependent sin-
gularly impulsive dynamical systems with time delay. These
conditions are implied by P > 0, AT

c
PEc + ET

c
PAc < 0,

and AT

d
PAd−ET

d
PEd ≤ 0 which can be solved using Linear

Matrix Inequality (LMI) feasibility problem Boyd et al. (1994).
See also Haddad, Chellaboina, and Kablar (2001a).

IV. CONCLUSION

In this paper we presented new class of singularly impulsive
or generalized impulsive dynamical systems with delay. We
gave assupmtions needed for the model and basic division
of singularly impulsive dynamical systems into twio classes:
time dependenet and state dependent. Next, we developed
Lyapunov and asymptotic stability results.

V. FUTURE WORK

It is left to develop invariant set theorem for singularly
impulsive dynamical systems. Next, further work will concen-
trate to specializing this results and developing to time-delay
systems. The last is motivated by recognized need in biological
applications.

On the other hand finite-time and practical stability results
will be developed for the class of impulsive and singularly
impulsive dynamical systems with delay.
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Abstract— In this work, a model-based fault detection and 
isolation (FDI) is developed for proton exchange membrane 
(PEM) fuel cell (FC) stack that is under feed-forward plus 
feedback control. The fault detection is achieved using an 
independent radial basis function (RBF) network model, whilst 
the fault isolation is based on the RBF classification. The novelty 
is that the RBF model of independent mode is used to predict the 
future outputs of the FC stack and a RBF classifier is used to 
classify five types of fault introduced to the PEMFC systems. To 
validate the method, a benchmark model developed by Michigan 
University is used in the simulation to analyze the effectiveness of 
the method for actuator, component and three sensor faults. The 
FDI results corresponding to those scenarios show that the 
simulated different types of fault are successfully detected and 
isolated.

Keywords-Proton exchange membrane fuel cell; feed-forward; 
feedback; fault detection; fault isolation; radial basis function; 
independent model 

I.  INTRODUCTION  
Process faults, if undetected, have a serious impact on 

process economy, product quality, safety, pollution level and 
productivity. In order to detect, diagnose and correct these 
abnormal process behaviors, efficient and advanced automated 
diagnostic systems are of great importance to modern industries 
[1]. Once a fault has been detected and its evolution is 
monitored, the severity of that fault can be evaluated and a 
decision can be made on the course of action to take. 
Monitoring creates the opportunity to strategically plan and 
schedule outrages and to manage equipment utilization and 
availability [2]. Fault detection, isolation and reconfiguration 
(FDIR) is an important and challenging task in many 
engineering applications and continues to be an active area of 
research in the control environment [3]. In some cases, if a 
fault can be quickly detected and identified, appropriate 
reconfiguration control actions may be taken. FDIR is a control 
methodology which ensures continual safe and acceptable 
operation of the system when a fault occurs through fault 
detection and isolation (FDI). Many devices depend on 
automatic control for satisfactory operation, and while assuring 
stability and performance with all components functioning 
properly. If the control system’s structure or parameter can be 
altered in response to system failure, it is said to be 
reconfigurable [4].   

There are a large number of publications on the fuel cell 
(FC) studies, but studies on FDI are still a few. Model-based 
FDI methods for PEMFC become more and more important 
because it involved the comparison between the observed 
behavior of the process with a reference model. Model-based 
approach gives the insight analysis of the subsystem 
interactions and also provides guidelines during the conduction 
of the experiment. The system behavior can been analyzed in 
depth understanding and later this information can be used for 
future design and development. For fault detection problem, the 
most effective way is by using the  model-based approach 
based on a residual generation. Here, the difference between 
the actual process and estimated output of the process  is used 
as a residual vector. In [5] presented and tested a model-based 
fault diagnosis methodology based on the relative residual fault 
sensitivity. In this method, it checks the consistency of 
observed behavior and then isolate the component that is in 
fault in different sensitivities. While, a robust fault detection 
based on the use of LPV observer using output zonotopes was 
proposed by [6]. Here, fault isolation is based on set of 
structured residuals that are analyzed using a relative fault 
sensitivity approach.  

Neural networks have been proposed as an alternative 
method for fault diagnosis by many authors especially to tackle 
the nonlinear behavior. Reference [7] used a Bayesian network 
as an early alert to diagnose faults in the air reaction fan, faults 
in the cooling system, growth of the fuel crossover and internal 
loss current and faults in the hydrogen feed line. Alternatively, 
to improve reliability and durability of PEMFC systems, [8] 
presents a flooding diagnosis based on black-box model of 
elman neural network (ENN). Here, ENN is used to do a 
comparison between measured and calculated pressure drops. 
The model-based on ENN is trained with data recorded in 
flooding-free condition and the difference between calculated 
and experimental pressure drop is used as the residual. Also 
concern about this problem in FC, [9] presents an electric 
equivalent model for FC system diagnosis emphasis on FC 
flooding detection induced by temperature. In this paper, to 
tackle the efficiency of the overall PEMFC systems, a model-
based FDI based on residual generation is used to implement 
the fault detection whilst for fault isolation a RBF networks is 
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used as a classifier. Therefore, to make the FDI monitoring 
system more efficient and robust to the faults in the PEMFC 
systems, an independent RBF network is used for fault 
identification, detection and isolation. The aim of this work is 
to develop a FDI scheme under closed-loop system  for 
PEMFC using an independent RBF network model which can 
detect five types of faults in the FC systems accordingly but 
also can also isolate them accurately. 

II. PEMFC DYNAMICS  

The proton exchange membrane fuel cell (PEMFC) systems 
offer high efficiency and low emissions and has been become 
popular as an alternate power source for various application 
such as transportation, telecommunication, portable utilities, 
stationary and power generation. A typical PEMFC system 
normally consist of four subsystems, which include the reactant 
flow subsystem, the heat and temperature subsystem, the water 
management subsystem and the power management subsystem. 
The PEMFC stack is made up of 381 cells with an active area 
of 280cm2 and the stack operating temperature is at 80°C 
developed by University Michigan is used as a test bench.   

A. Compressor Model 

The flow and temperature out of the compressor (Wcp and 
Tcp) depend on the compressor rotational speed �cp. A lumped 
rotational model is used to represent the dynamic behaviour of 
the compressor [10]: 

cpcm
J dt

d
cp

cp ==
�

��                                (1) 

    where Ïcm(vcm,�cp) is the compressor motor (CM) torque and 
Ïcp is the load torque. The compressor motor torque is 
calculated using a static motor equation: 

� �cpvcm
cm

t
cm kVR

k
cm �U= ��                               (2) 

    where kt, Rcm and kv are motor constants and Ðcm is the 
motor mechanical efficiency. The torque required to drive the 
compressor is calculated using the thermodynamic equation: 

� �

cp
atm

sm

cpcp

atmp
W

p
pTc

cp �
�
�

�

�
�
�

�
���



�



�

�
�

�

1
/1 ��

U�=                            (3) 

     where Ñ is the ratio of the specific heats of air (=1.4), cp is 
the constant pressure specific heat capacity of air (=1004 J.kg-

1.K-1), Ðcp is the motor compressor efficiency, psm is the 
pressure inside the supply manifold and patm and Tatm are the 
atmospheric pressure and temperature, respectively.  

B. Supply Manifold Model 

 

Figure 1. The fuel cell reactant supply system 

     The cathode supply manifold (sm) includes pipe and stack 
manifold volumes between the compressor and the fuel cells 
as shown in Fig. 1. The supply manifold pressure, psm, is 
governed by mass continuity and energy conservation 
equations [11]: 

outsm
W

cp
Wdt

dmsm

,
��                             (4) 

�

�


�
� �� smToutsmWcpTcpW

smV
aR

dt
dp sm

,

�
                 (5) 

     where R is the universal gas constant and atm
a

M is the 

molar mass atmospheric air at Òatm, Vsm is the manifold 
volume and 

sm

atm
asmsm

sm Rm
MvpT � is the supply manifold gas 

temperature. 

III. FDI METHOD WITH INDEPENDENT RBF MODEL  

The basic structure of an independent radial basis function 
(RBF) model for PEMFC dynamic systems proposed in this 
work can be referred to Fig. 2. Here, two inputs and three 
outputs of the process with their delayed values form the 8 
inputs of the RBF model, while the three process outputs are 
the model outputs. The chosen input output orders are 
according to the training experience and checking the process 
dynamics. The model prediction errors are generated for 
residual generation. 
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Figure 2. The structure of an independent RBF network 

IV. CONTROLLER DESIGN  

For air supply in the PEMFC systems, the required air flow 
is indicated by the desired oxygen excess ratio, ÓO2 = 2. 
Generating rapid increase in air flow, however, requires a large 
amount of power drawn by the compressor motor and a 
affecting the system net power [12]. The combination of feed-
forward and feedback control design objective is to manipulate 
the compressor motor input voltage, Vcm, in order to maintain 
ÓO2 = 2.   

A. Feed-forward Controller 

A feed-forward control is used to control Vcm based on the 
current drawn from the FC stack. In this work, look-up table 
act as feed-forward control as presented in Table I with respect 
to the signal range of stack current ranging from 100 to 300 
amperes. To design the feed-forward controller, the stack 
current signal is adjust at the value illustrated  in Table I and 
fed to the FC stack  while tuning the Vcm until  ÓO2 = 2.   

TABLE I. THE DESIGN OF FEED-FORWARD CONTROLLER 

Stack 
Current 

(Ampere) 

Compressor 
Voltage 
(Volt) 

Gain = 
Output 
/ Input 

Stack 
Current 

(Ampere) 

Compressor 
Voltage 
(Volt) 

Gain = 
Output 
/ Input

105 102.33 0.9746 190 163 0.8579
110 105.98 0.9635 195 166.45 0.8536
115 109.98 0.9563 200 169.85 0.8493
120 113.15 0.9429 205 173.25 0.8452
125 116.77 0.9342 210 176.65 0.8412
130 120.43 0.9264 215 179.85 0.8365
135 124.05 0.9189 220 183.25 0.8330

140 127.68 0.9120 225 186.45 0.8287
145 131.29 0.9054 230 189.65 0.8246
150 134.89 0.8993 235 192.75 0.8202
155 138.48 0.8934 240 195.95 0.8165
160 142.05 0.8878 245 199.05 0.8124
165 145.58 0.8823 250 202.05 0.8082
170 149.15 0.8774 255 205 0.8040
175 152.65 0.8723 260 208 0.8000
180 156.10 0.8672 265 211 0.7962
185 159.60 0.8627 270 214.10 0.7930

 

B. Proportional-Integral-Derivative Controller 

A proportional-integral-derivative (PID) controller is used 
to reduce the effects the disturbances that can be measured and 
also to improve the response to reference signals. The PID 
controller equation is given by:  

           �

�



�
� 		� s

scontroller
PID 05.0

6153.0
1

1200      (6) 

Fig. 3 shows the overall control systems of feed-forward 
and a closed-loop control  implemented in this work. In the 
diagram, the stack current acts as a disturbance to the PEMFC 
systems with a reference input set at 2 (ÓO2 = 2). The output of  
ÓO2  need  to maintain  in order to avoid oxygen starvation from 
happening. 

 

Figure 3. The overall system of FDI using feed-forward and feed-back 
controller 

V. SIMULATING FAULTS 

      In this study, five faults are introduced to a known test 
bench PEMFC based on the model developed in Michigan 
University. First one is an actuator fault, which is simulated by 
superimposing a -10% change of the compressor motor 
voltage measurement. The second is the air leak in the supply 
manifold which is a typical component fault. The third to fifth 
are three sensor faults for the three outputs, which are 
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simulated by 10% deviation superimposed to the net power, 
ÓO2 and stack voltage output measurements. The PEMFC 
simulator was modified to include five possible fault scenarios 
which may occur during the normal operation of PEMFC 
systems. Fig. 4 shows the five faults introduced to the overall 
PEMFC systems. 

 

Figure 4. The schematic of PEMFC systems with five types of faults 

1) Actuator fault: Mostly centrifugal compressor is used 
in FCs are susceptible to surge and choke that limit the 
efficiency and performance of the compressor. The 
compressor voltage will be changed if the compressor 
experience surge and choke and affected the air flow in the 
supply manifold. The compressor motor performance is 
reduced by -10% of the total compressor motor voltage from 
the sample intervals, k=2500-2550 to reflect the scenario of 
the fault which happens at the actuator part.      

2) Component fault: Air leakage in the supply manifold 
makes the pressure in the cathode decrease. Therefore to 
collect the FC stack data subjected to the air leak fault, 
equation (5) is modified to: 

� �lTWTW
V
R

dt smoutsmcpcp
sm

asmdp
*��� ,

�   (7) 

     where Ôl is used to simulate the leakage from the air 
manifold, which is subtracted to increase the air outflow from 
the supply manifold. Ôl=0 represents that there is no air 
leakage in the supply manifold.  The air leakage is simulated 
by -10% change of the pressure inside the supply manifold. 
The fault occurs at the sample intervals, k = 2000-2050. 

3) Sensor faults: Net power, ÓO2 and stack voltage 
sensors are considered experiencing over-reading faults. The 
faulty sensor data used was the data from the collected data set, 
superimposed with a 10% change of the measured net power 
over the sample interval, k = 500-550, a 10% change of the 
measured ÓO2 over the sample intervals, k = 1000-1050 and a 

10% change of the measured stack voltage over the sample 
intervals, k = 1500-1550.  

VI. FAULT DETECTION AND ISOLATION 

A. Fault Detection 

 Though the filtered squared model prediction error for each 
output could be used as fault detection signal, a residual signal 
is generated by combine these prediction errors, so that the 
sensitivity of the residual to each fault can be significantly 
enhanced, and consequently the false alarm rate would be 
reduced. The residual in this work is defined as in (8).  

22
2

2
SVeOeNPere 		� 4

                      

(8) 

    where eNP is the filtered modeling error of net power, eÓO2 is 
the filtered modeling error of ÓO2 and eSV is the filtered 
modeling error of stack voltage. The signal with faults is 
clearly been identified and less influences by a noise signal. 

B. Fault Isolation 

  RBF classifier is a nonlinear static network. The network 
is trained with a set of data collected under each of the five 
faults and no-fault condition. The five outputs are arranged in 
this way: The target for any one output is arranged to be “1” 
when the corresponding single fault occurs, and to be “0” 
when this single fault does not occur. In this study, 3000 
samples of data were collected with the first fault occurring 
during k = 500~550, the second fault occurring during k = 
1000-1050, and etc. Then, the generated filtered and squared 
model prediction error vector from the fault detection part was 
used as the input data of the RBF classifier. Correspondingly, 
the target matrix X0 has 3000 rows and 5 columns. The entries 
from the 500th row to the 550th row in the first column are “1”, 
while the other entries are “0”. The arrangement for the 
column 2 to 5 is done in the same way. This is shown as in 
Table II. 

TABLE II. THE TARGET  MATRIX IN TRAINING THE RBF CLASSIFIER 

Rows  X0   
500~550 [1 0 0 0 0] 

1000~1050 [0 1 0 0 0] 
1500~1050 [0 0 1 0 0] 
2000~2050 [0 0 0 1 0] 
2500~2550 [0 0 0 0 1] 

 

VII. SIMULATION RESULTS 

A random amplitude signals (RAS) of stack current used as 
disturbances to the PEMFC systems has been injected to the 
FC stack. At the same time, the constructed table described in 
the previous section act as a feed-forward control is the input to 
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compressor motor. The RAS excitation signals of stack current 
are generated randomly to cover the whole range of frequencies 
and entire operating space of amplitude in the PEMFC systems.  

   Later, a data set with 3000 samples is acquired from the 
plant when the five faults are simulated to the plant as 
described in previous section. The simulation result of three 
PEMFC outputs and the corresponding five faults is shown in 
Fig. 5. It shows the squared filtered model prediction error for 
the three output variables. As can be seen, there are more than 
one faults occurred in these three outputs.  
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Figure 5. Filtered model predicted errors 
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Figure 6. The fault classification of residual generator 

In order to do fault classification, the residual generation as 
stated in equation (8) was applied. Here, the fault occurrence 
can clearly identified and detected with their respective 
threshold after the implementation. It is observed in Fig. 6 that 
all five faults of +10% for three sensors and -10% for 
component and actuator faults are clearly detected. 

   The target matrix in Table  II was used in training of the 
RBF classifier. The centres and widths of the network were 
chosen using the K-means clustering algorithm and the p-
nearest centre algorithm. The weights were trained with using 
the RLS algorithm with the following data, μ= 0.99999, w(0) 
=1.0×10-6×U (nh×3), P(0)=1.0×108×I (nh); where I is an identity 
matrix and U is an ones matrix. The RBF networks model only 
used the three rows of the PEMFC outputs matrix which 
contain the values of net power, ÓO2 and stack voltage. After 
training, a similar data set with also 3000 samples, with the 
same five faults simulated, was collected. These data was 
applied to the fault detection part and then to the isolation part 
with the trained RBF classifier. The five outputs of the 
classifier are displayed in Fig. 7. 
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Figure 7. The fault isolation for five faults during training 

      From the fault isolation signals in Fig. 7 it is clearly 
observed that all considered five faults have been isolated. The 
RBF classifier successfully suppressed the corresponding 
output value for the no-fault-occurring period, while promoted 
the corresponding output value for the fault-occurring period.     
It is noticed in Fig. 7 that the fault isolation signals are very 
noisy and that would cause false alarm. Then, the RBF 
classifier outputs are filtered and the filtered signals are 
displayed in Fig. 8. It is obvious that the filtered fault isolation 
signals are much smoother and the robustness of the signal to 
modeling errors, interactions between variables and noise is 
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greatly enhanced. It is important to isolate the malfunction 
devices in the systems for easy troubleshooting and 
maintenance purposes. By doing this step, the device can 
easily be replaced and any appropriate action can be taken 
quickly and therefore it can save time and increase 
productivity.  
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Figure 8. The location of five faults in the PEMFC systems 

VIII. CONCLUSIONS 

 A combination of feed-forward and feedback controller is 
designed to regulate the ÓO2 during the changes of stack 
current in the FC stack. FDI has been developed for the 
PEMFC under the closed-loop control. Five faults are 
simulated and diagnosed. The simulation results show that the 
new approach using the residual generation to do fault 
detection  and the RBF classifier to apply fault isolation is 
successfully implemented. The 10% faults in the actuator, 
component and three sensors can be clearly detected and 
isolated. Here, the fault condition is considered occurred as a 

single fault at a time. But this result can be extended to the 
fault condition of multi-faults occurring simultaneously. The 
extension for fault detection part is straightforward, while for 
fault isolation needs more complex training of the fault 
classifier. The developed method has a big potential to be 
applied to real world dynamic systems. Also, the method is not 
limited to FC systems, and can be applied to other 
multivariable nonlinear dynamic systems with some 
modifications. 
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Abstract—The robust model-based predictive control (RMPC)
formulation originally proposed in [1] ensures convergence of
the state trajectory to the origin and satisfaction of operational
constraints, provided that a given system of LMIs is feasible at the
beginning of the control task. The largest domain of attraction
of the origin under the resulting closed-loop control law can
be defined as the set of all state values for which the LMIs are
feasible. The present paper demonstrates that such a set is convex
and symmetric about the origin, which allows the determination
of extreme points through the solution of a modified version of the
original RMPC optimization problem. An inner approximation
of the largest domain of attraction can then be generated as the
convex hull of these extreme points. The convexity and symmetry
properties are also demonstrated for regions of guaranteed cost,
defined as the set of initial states for which the resulting cost is
upper-bounded by a given value. Inner approximations of such
regions can also be obtained by solving a modified version of
the RMPC optimization problem. For illustration, a numerical
simulation model of an angular positioning system is employed,
as in [1]. In this example, the proposed approximations were
found to be in agreement with the feasibility and cost results
obtained in a pointwise manner for a grid of initial conditions.

Index Terms—Robust model predictive control, linear matrix
inequalities, domain of attraction, convex optimization.

I. INTRODUCTION

The term Model-based Predictive Control (MPC) refers to
a body of techniques that involve the solution of an optimal
control problem within a receding horizon [2]. MPC has
become widespread in several application areas, mainly due
to the possibility of addressing operational constraints in an
explicit manner [3]. Constraint satisfaction and closed-loop
stability can be guaranteed by a proper formulation of the
receding-horizon optimization problem. Usually, the adoption
of target sets that are invariant under locally stabilizing control
laws is employed for this purpose [4]. However, the design
guarantees may be lost if the prediction model does not match
the actual plant dynamics. Such a mismatch may arise due to
modelling approximations (linearization and order reduction,
for example), parameter uncertainties or variations in the plant
behaviour due to faults or natural aging. This problem has mo-
tivated the development of robust MPC (RMPC) techniques.

Early formulations of RMPC involved the online solution of
a min-max optimization problem, where the worst case value

of the cost function was evaluated over a set of uncertain plants
[5], [6], [7]. However, the computational cost of the resulting
problem could become prohibitive for actual implementation.
In this context, Kothare and collaborators [1] proposed an
RMPC approach based on linear matrix inequalities (LMIs).
By using the proposed approach, the optimization problem
was cast into a semi-definite programming (SDP) form [8],
which allowed the use of efficient numerical solvers to obtain
the optimal control in polynomial time. Moreover, operational
constraints could be easily introduced by augmenting the
problem formulation with additional LMIs. This seminal work
was later extended to encompass the use of output feedback
[9], [10], [11], as well as the control of nonlinear systems [12]
systems with uncertain time delay [13], [14], [15], and systems
with asymmetric output constraints [16]. Modifications to the
LMI formulation aimed at reducing conservatism have also
been proposed [17], [18], [19], [20].

Within the framework developed in [1], the state trajectory
is guaranteed to converge to the origin with satisfaction of
the operational constraints, provided that the system of LMIs
is feasible at the beginning of the control task. Therefore, the
largest domain of attraction of the origin under the closed-loop
control law can be defined as the set of all state values (i.e. ini-
tial conditions for the state trajectory) for which the LMIs are
feasible. However, the analytical or numerical characterization
of such a domain of attraction was not discussed in [1]. In fact,
although the solution of the SDP problem for a given initial
condition can be used to establish an asymptotically stable
invariant ellipsoid [1], [21], such an ellipsoid is not necessarily
the largest domain of attraction for the origin. It is possible
to maximize the size of this invariant ellipsoid by using a
determinant maximization procedure, as proposed in [12]. Yet,
one may still argue that the largest domain of attraction is not
necessarily of ellipsoidal shape.

The present paper establishes some properties of the largest
domain of attraction D for the RMPC approach developed
in [1]. More specifically, it is demonstrated that D is convex
and symmetric about the origin. In view of such properties,
extreme points of D can be found by solving a modified
version of the original RMPC optimization problem. An inner
approximation of D can then be generated as the convex hull
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of the extreme points thus obtained. The resulting approxi-
mation can be useful, for instance, to design schemes for the
commutation between different RMPC controllers, as well as
to choose an appropriate initial condition during the planning
stage of a control manoeuvre.

It is worth noting that the initial feasibility of the RMPC
optimization problem guarantees that the state trajectory will
converge to the origin, but does not ensure that the perfor-
mance will be acceptable. Therefore, it would also be of value
to characterize a set Dγ̄ of initial conditions for which the
resulting cost function value is smaller or equal to a given
scalar γ̄ > 0. In this work, such a set will be termed “region of
guaranteed cost”. As an additional contribution of the present
paper, the symmetry and convexity properties of D are also
demonstrated for Dγ̄ . Thus, an inner approximation of Dγ̄ can
also be obtained by solving a modified version of the original
RMPC optimization problem.

For illustration, a numerical simulation model of an angular
positioning system is employed, as in [1]. The remaining
of this paper is organized as follows. Section II describes
the LMI-based RMPC formulation adopted in the present
work. Section III demonstrates the symmetry and convexity
properties of the largest domain of attraction D and proposes
a procedure for obtaining extreme points of D through the
solution of an SDP problem. The corresponding developments
for regions of guaranteed cost Dγ̄ are derived in Section IV.
The numerical example is discussed in Section V. Finally,
concluding remarks are presented in Section VI.

II. ROBUST MODEL PREDICTIVE CONTROL EMPLOYING
LINEAR MATRIX INEQUALITIES

The RMPC approach under consideration is concerned with
uncertain state-space models of the form:

x(k + 1) = A(k)x(k) +B(k)u(k), [A(k), B(k)] ∈ Ω (1)

where x(k) ∈ R
nx , u(k) ∈ R

nu are the state and input
variables, respectively, and Ω is an uncertainty polytope with
known vertices Ai ∈ R

nx×nx , Bi ∈ R
nx×nu , i = 1, 2, . . . , L.

It is assumed that component-wise amplitude constraints are
to be imposed on the inputs u(k), as well as on ny output
variables defined as yl(k) = Clx(k) (l = 1, 2, . . . , ny),
where Cl ∈ R

1×n are known matrices.
Let J∞(k) denote the following infinite-horizon cost func-

tion:

J∞(k) =
∞∑
j=0

[||x(k + j|k)||2S + ||u(k + j|k)||2R
]

(2)

where S ∈ R
nx×nx and R ∈ R

nu×nu are positive-definite
weight matrices and (•|k) denotes a predicted value, which
is computed on the basis of the information available at time
k. It is assumed that the system state is directly measured, so
that x(k|k) = x(k).

The optimization problem to be solved at time k can be
formulated as

min
u(k+j|k), i≥0

max
[A(k), B(k)]∈Ω

J∞(k) (3)

subject to
|ur(k + j|k)| ≤ ur,max, r = 1, 2, . . . , nu, j ≥ 0 (4)

|yl(k + j|k)| ≤ yl,max, l = 1, 2, . . . , ny, j ≥ 1 (5)

where ur,max, yl,max denote the bounds on the magnitude of
the rth input and lth output variables, respectively.

As demonstrated in [1], an upper bound γ on the cost
J∞(k) is minimized by solving the following semidefinite
programming (SDP) problem:

min
γ,Q>0,Y,X,Z

γ (6)

subject to1 [
Q x(k)
∗ 1

]
≥ 0 (7)⎡⎢⎢⎣

Q 0 0 AiQ+BiY
∗ γI 0 S1/2Q
∗ ∗ γI R1/2Y
∗ ∗ ∗ Q

⎤⎥⎥⎦ ≥ 0, i = 1, 2, . . . , L (8)

[
X Y
∗ Q

]
≥ 0 (9)

Xrr ≤ u2

r,max, r = 1, 2, . . . , nu (10)[
Z Cl(AiQ+BiY )
∗ Q

]
≥ 0, l = 1, 2, . . . , ny,

i = 1, 2, . . . , L
(11)

Zll ≤ y2l,max, l = 1, 2, . . . , ny, i = 1, 2, . . . , L (12)

and then using a state feedback control law u(k + j|k) =
Fx(k+ j|k) over the prediction horizon, with F = Y Q−1. It
is worth noting that the solution of this optimization problem
depends on the present state x(k), which appears in the first
LMI (7). Therefore, in what follows the SDP given by (6) -
(12) will be termed P(x(k)).

By applying the control law in a receding horizon manner,
i.e. by solving P(x(k)) in order to obtain a new gain matrix F
at each sampling time k, the closed-loop system can be shown
to be robustly asymptotically stable, provided that P(x(k)) is
feasible at the initial time k = 0 [1]. Henceforth, with a slight
abuse of language, an initial condition x(0) = ξ ∈ R

nx will be
termed “feasible” if the optimization problem P(ξ) is feasible,
i.e. if there exists a feasible solution (γ,Q > 0, Y,X, Z) to
the system of LMIs (7) - (12) with x(k) replaced with ξ.

III. DOMAIN OF ATTRACTION

The RMPC controller described in the previous section is a
regulator that steers the system state x(k) to the origin, start-
ing from a given initial condition x(0). Asymptotic stability
and constraint satisfaction are guaranteed, provided that the
optimization problem is feasible at the initial time k = 0 [1].
Therefore, the largest domain of attraction D of the origin for
the closed-loop system can be defined as the set of all feasible
initial conditions x(0) ∈ R

nx . Henceforth, the term “largest”

1Symbol ∗ is used to represent the elements below the main diagonal of a
symmetric matrix.
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will be omitted for brevity. In what follows, some properties
of D will be established.

Proposition 1 (Symmetry of D). The domain of attraction D
is symmetric about the origin, i.e. if ξ ∈ D, then −ξ ∈ D.

Proof: Initially, it should be noted that x(k) only appears in
the first LMI (7) in the definition of P(x(k)). By using the
Schur complement [8], [2], the LMI (7) with Q > 0 is seen
to be equivalent to 1− xT (k)Q−1x(k) ≥ 0. If this inequality
is satisfied with x(k) = ξ, it is also satisfied with x(k) =
−ξ. Now, assume that ξ is an element of D. By definition,
there exists a feasible solution (γξ, Qξ, Yξ, Xξ, Zξ) to P(ξ). It
can then be seen that (γξ, Qξ, Yξ, Xξ, Zξ) is also a feasible
solution to P(−ξ), which shows that −ξ is an element of D.
�
Proposition 2 (Convexity of D). The domain of attraction D
is a convex set, i.e. if ξ1, ξ2 ∈ D, then λξ1 + (1− λ)ξ2 ∈ D
for any λ ∈ [0, 1].

Proof: Let ξ1, ξ2 be two elements of D. Then, by definition,
there exist feasible solutions (γ1, Q1 > 0, Y1, X1, Z1) and
(γ2, Q2 > 0, Y2, X2, Z2) to the system of LMIs (7) - (12) with
x(k) replaced with ξ1 and ξ2, respectively. Now, let ξ3 = λξ1+
(1−λ)ξ2 and (γ3, Q3, Y3, X3, Z3) = λ(γ1, Q1, Y1, X1, Z1)+
(1 − λ)(γ2, Q2, Y2, X2, Z2), with λ ∈ [0, 1]. It follows that
Q3 = λQ1 + (1− λ)Q2 > 0. Moreover:

[
Q3 ξ3
∗ 1

]
=

[
λQ1 + (1− λ)Q2 λξ1 + (1− λ)ξ2

∗ 1

]
=

λ

[
Q1 ξ1
∗ 1

]
︸ ︷︷ ︸

≥0

+(1− λ)

[
Q2 ξ2
∗ 1

]
︸ ︷︷ ︸

≥0

≥ 0 (13)

⎡⎢⎢⎣
Q3 0 0 AiQ3 +BiY3

∗ γI 0 S1/2Q3

∗ ∗ γI R1/2Y3

∗ ∗ ∗ Q3

⎤⎥⎥⎦ =

⎡⎢⎢⎣
λQ1 + (1− λ)Q2

∗
∗
∗

0 0 Ai[λQ1 + (1− λ)Q2] +Bi[λY1 + (1− λ)Y2]
γI 0 S1/2[λQ1 + (1− λ)Q2]
∗ γI R1/2[λY1 + (1− λ)Y2]
∗ ∗ λQ1 + (1− λ)Q2

⎤⎥⎥⎦

= λ

⎡⎢⎢⎣
Q1 0 0 AiQ1 +BiY1

∗ γI 0 S1/2Q1

∗ ∗ γI R1/2Y1

∗ ∗ ∗ Q1

⎤⎥⎥⎦
︸ ︷︷ ︸

≥0

+(1− λ)

⎡⎢⎢⎣
Q2 0 0 AiQ2 +BiY2

∗ γI 0 S1/2Q2

∗ ∗ γI R1/2Y2

∗ ∗ ∗ Q2

⎤⎥⎥⎦
︸ ︷︷ ︸

≥0

≥ 0,

i = 1, 2, . . . , L (14)

[
X3 Y3

∗ Q3

]
=

[
λX1 + (1− λ)X2 λY1 + (1− λ)Y2

∗ λQ1 + (1− λ)Q2

]
= λ

[
X1 Y1

∗ Q1

]
︸ ︷︷ ︸

≥0

+(1− λ)

[
X1 Y1

∗ Q1

]
︸ ︷︷ ︸

≥0

≥ 0 (15)

X3,rr = λ X1,rr︸ ︷︷ ︸
≤u2

r,max

+(1− λ) X2,rr︸ ︷︷ ︸
≤u2

r,max

≤ u2

r,max,

r = 1, 2, . . . , nu (16)

[
Z3 Cl(AiQ3 +BiY3)
∗ Q3

]
=λ

[
Z1 Cl(AiQ1 +BiY1)
∗ Q1

]
︸ ︷︷ ︸

≥0

+(1− λ)

[
Z2 Cl(AiQ2 +BiY2)
∗ Q2

]
︸ ︷︷ ︸

≥0

≥ 0 (17)

Z3,ll = λ Z1,ll︸︷︷︸
≤y2

l,max

+(1− λ) Z2,ll︸︷︷︸
≤y2

l,max

≤ y2l,max,

l = 1, 2, . . . , ny, i = 1, 2, . . . , L (18)

Therefore, (γ3, Q3 > 0, Y3, X3, Z3) is a feasible solution
to the system of LMIs (7) - (12) with x(k) replaced with ξ3,
which shows that ξ3 ∈ D. �

Given the properties of convexity and symmetry about the
origin, extreme points of D can be obtained by solving an
SDP problem of the form

min
β,γ,Q>0,Y,X,Z

β (19)

subject to [
Q β ξ
∗ 1

]
≥ 0 (20)

and the remaining LMIs (8) – (12) of the original RMPC
optimization problem. In (20), ξ ∈ R

nx is a constant vector
that defines the direction along which the extreme point is
to be found. The extreme point will be given by β∗ξ, where
β∗ is the minimal value of β resulting from the optimization
process, provided that D is bounded along the direction of ξ.
It is worth noting that −β∗ξ will also be an extreme point,
due to the symmetry property. Fig. 1a illustrates the process
of obtaining an extreme point of D in a two-dimensional case
(nx = 2).

By solving this SDP problem with different ξ vectors, a
number of extreme points of D can be obtained. An inner
approximation of D can then be generated as the convex hull
of those points, as illustrated in Fig. 1b.
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Fig. 1. (a) Determination of an extreme point of D through the minimization
of β. (b) Inner approximation of D obtained as the convex hull of four extreme
points.

IV. REGIONS OF GUARANTEED COST

The domain of attraction D involves only the feasibility
of the RMPC optimization problem (6) – (12), regardless of
the achievable value for the cost function γ. By including a
constraint on γ, it is possible to characterize a region of initial
conditions for which the cost is guaranteed to be smaller than
a certain bound, as defined below.

Definition 1 (Region of guaranteed cost). Given a value of
γ̄ > 0, the region Dγ̄ is defined as the set of initial conditions
x(0) ∈ D for which the optimal solution γ∗ obtained by
solving P(x(0)) is smaller or equal to γ̄.

The symmetry and convexity of Dγ̄ are established in the
two propositions below.

Proposition 3 (Symmetry of Dγ̄). The region of guaranteed
cost Dγ̄ is symmetric about the origin, for any given γ̄ > 0.

Proof: Symmetry can be demonstrated by applying the Schur
complement to LMI (7), as in the proof of Proposition 1. �

Proposition 4 (Convexity of Dγ̄). The region of guaranteed
cost Dγ̄ is a convex set, for any given γ̄ > 0.

Proof: Let ξ1 ∈ R
nx and ξ2 ∈ R

nx be two elements of
Dγ̄ for a given γ̄ > 0, and let (γ∗

1
, Q∗

1
, Y ∗

1
, X∗

1
, Z∗

1
) and

(γ∗
2
, Q∗

2
, Y ∗

2
, X∗

2
, Z∗

2
) be the optimal solutions of P(ξ1) and

P(ξ2). From the definition of Dγ̄ , it follows that

γ∗
1
≤ γ̄, γ∗

2
≤ γ̄. (21)

Now, let ξ3 = λξ1 + (1− λ)ξ2 and (γ3, Q3, Y3, X3, Z3) =
λ(γ∗

1
, Q∗

1
, Y ∗

1
, X∗

1
, Z∗

1
) + (1 − λ)(γ∗

2
, Q∗

2
, Y ∗

2
, X∗

2
, Z∗

2
), with

λ ∈ [0, 1]. In view of (21), one has γ3 = λγ∗
1
+(1−λ)γ∗

2
≤ γ̄.

Moreover, a demonstration similar to that of Proposition 2 can
be used to prove that (γ3, Q3, Y3, X3, Z3) is a feasible solution
to P(ξ3). Finally, let γ∗

3
be the optimal value of the cost γ

for P(ξ3). Given that the minimal value of the cost must be
smaller or equal to the cost of any feasible solution, it follows
that γ∗

3
≤ γ3 ≤ γ̄. Therefore, ξ3 ∈ Dγ̄ , which shows that Dγ̄

is a convex set. �
Extreme points of Dγ̄ can be obtained by solving an SDP

problem of the form

min
β,γ,Q>0,Y,X,Z

β (22)

subject to
γ ≤ γ̄ (23)[

Q β ξ
∗ 1

]
≥ 0 (24)

and the remaining LMIs (8) – (12) of the original RMPC
optimization problem. As in the previous section, the extreme
point will be given by β∗ξ, where ξ ∈ R

nx is a constant vector
that defines the direction along which the extreme point is to
be found. An inner approximation of Dγ̄ can be generated as
the convex hull of extreme points obtained with different ξ
vectors.

V. NUMERICAL EXAMPLE

The angular positioning system described in [1] will be
adopted to illustrate the proposed method. The problem under
consideration involves the control of a rotating antenna driven
by an electric motor. The plant dynamics are described by the
following discrete-time state equation:[

x1(k + 1)
x2(k + 1)

]
=[

1.0 0.1
0 1− 0.1α(k)

] [
x1(k)
x2(k)

]
+

[
0

0.0787

]
u(k) (25)

where the state variables x1 and x2 denote the angular position
(rad) and velocity (rad/s) of the antenna, respectively, and the
control variable u corresponds to the input voltage (V ) of the
electric motor. The viscous friction in the moving parts of the
antenna is associated to the uncertain parameter α(k), which
is assumed to be in a given range [αmin, αmax]. Therefore,
the model is of the form (1), with A(k) ∈ Co{A1, A2} where

A1 =

[
1.0 0.1
0 1− 0.1αmin

]
, A2 =

[
1.0 0.1
0 1− 0.1αmax

]
(26)

It is worth noting that the actual dependence of α(k) on
the time k does not affect the RMPC formulation, because
the LMIs only involve the vertices A1, A2 of the uncertainty
polytope. In what follows, the uncertain parameter will be
denoted simply by α for brevity.

The cost function weights S and R were set to I2×2 and 1,
respectively. Moreover, the control variable u was constrained
to the range [−2V,+2V ], as in [1], and the position x1 was
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constrained to the range [−1rad, +1rad]. Such a constraint
can be cast into the form (5) by defining an output variable
y = Cx, with C = [1 0]. All numerical results were obtained
by using the LMI Lab package for Matlab.

A. Results

Figure 2a presents the inner approximations of the attraction
domain D obtained by using 4 and 16 extreme points. In this
case, the bounds on the uncertain parameter α were set to
αmin = 0.1 and αmax = 10. Moreover, Fig. 2a shows a
grid of states that were employed to test the feasibility of the
original SDP problem (6) - (12). As can be seen, all grid
points inside the obtained polygons correspond to feasible
initial conditions. It is worth noting that points [−1 0]T and
[+1 0]T , which correspond to unfeasible initial conditions,
are outside the polygons, as shown in Fig. 2b. The use of
16 extreme points provides a better approximation of the
attraction domain, in that the resulting polygon encompasses
a larger region of feasible initial conditions, as compared to
the 4-point approximation.
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1
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(a)(a)(a)
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4 points
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infeasible

−1.0004 −1 −0.9996
−0.01

−0.005

0

0.005

0.01

x
1

x 2

(b)
16 points

4 points

feasible

infeasible

Fig. 2. (a) Inner approximations of the attraction domain D. (b) Detail of
the region around point [−1 0]T .

From a physical point of view, unfeasibility arises if the
position x1 is close to the ±1 bounds and the velocity is such
that the position is changing towards the bound. It is interesting
to notice that part of the 16-point polygon is located outside
the [−1, +1] range of admissible values for y = x1. This
result can be explained by noting that the output constraints
in (5) are only enforced after one time step ahead of the present
time. Therefore, if the initial condition is such that the output
y can be steered to the admissible range in a single time step,
the output constraint in (5) will be satisfied.

An interesting investigation that could be performed at this
point concerns the relation between the domain of attraction
D and the range of values for the uncertain model parameter
α. It is expected that D will be larger if the characterization of
α is more precise, i.e., if the range of uncertainty is smaller.
To investigate this issue, the proposed method was employed
to obtain new extreme points of D, with bounds on α set to
αmin = 0.5 and αmax = 2. The results are presented in Fig.
3. As expected, the polygon obtained for 0.5 ≤ α ≤ 2 contains
the polygon obtained for the wider range 0.1 ≤ α ≤ 10.

−1.5 −1 −0.5 0 0.5 1 1.5
−3

−2

−1

0

1

2

3

x1

x 2

0.5 ≤ α ≤ 2

0.1 ≤ α ≤ 10

Fig. 3. Inner approximations of the attraction domain D for two different
uncertainty ranges.

Figure 4 presents the inner approximations of the region
of guaranteed cost Dγ̄ obtained by using 4 and 16 extreme
points with γ̄ = 100. In this case, the bounds on the uncertain
parameter α were again set to αmin = 0.1 and αmax = 10.
The grid of states shown in this figure was employed to solve
the SDP problem (6) - (12) in order to obtain the minimal
value of γ, which is denoted by γ∗. As expected, all grid points
inside the obtained polygons correspond to initial conditions
for which γ∗ ≤ γ̄ = 100. As in Fig. 2a, the use of 16 extreme
points provides a better approximation of the region under
consideration.
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feasible (γ∗ ≤ 100)

Fig. 4. Inner approximations of the region of guaranteed cost Dγ̄ for γ̄ =
100.

Figure 5 shows the 16-point polygons obtained for different
values of γ̄. As can be seen from these inner approximations,
the region of guaranteed cost Dγ̄ tends to increase with γ̄.
It can also be seen that, as γ̄ is increased, Dγ̄ converges to
the domain of attraction D. Indeed, if γ̄ is made arbitrarily
large, the SDP problem becomes equivalent to that involved
in the determination of extreme points for D (i.e. without the
γ constraint in (23)).
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Fig. 5. Inner approximations of the region of guaranteed cost Dγ̄ for
different values of γ̄. The region obtained with no restriction on γ is an
inner approximation of D.

Finally, Fig. 6 presents the 16-point polygonal approxima-
tions to the region Dγ̄ for γ̄ = 100 and two different ranges
for the uncertain parameter α, namely 0.1 ≤ α ≤ 10 and
0.5 ≤ α ≤ 2. As in the case of the attraction domain, the
region of guaranteed cost increases as the uncertainty range is
reduced.
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Fig. 6. Inner approximations of the region of guaranteed cost Dγ̄ for γ̄ =
100 and two different uncertainty ranges.

VI. CONCLUDING REMARKS

This paper demonstrated some properties of the domain
of attraction D and regions of guaranteed cost Dγ̄ for the
LMI-based RMPC formulation originally proposed in [1].
More specifically, D and Dγ̄ were shown to be convex and
symmetric about the origin, which allowed the determination
of extreme points through the solution of modified versions of
the original SDP problem involved in the RMPC formulation.
Inner approximations of these sets could then be generated
as the convex hull of the extreme points. In the numerical
example presented for illustration, such approximations were
found to be in agreement with the feasibility and cost results
obtained in a pointwise manner for a grid of initial conditions.

Future investigations could be concerned with the extension
of the present work to other LMI-based RMPC formulations
with less conservatism, such as those proposed in [17], [18],
[19], [20]. It is expected that a reduction in conservatism
should lead to an enlargement in the domain of attraction,
as well as the regions of guaranteed cost, which would be an
additional advantage of those formulations with respect to [1].
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Abstract—Polarization-induced Phase distortion happens in the 
distributed dual Mach-Zehnder fiber interferometric sensing 
system, which results in big locating errors. Based on the 
investigation in the cause, we propose and demonstrate a scheme 
using automatic polarization controller together with simulated 
annealing as control algorithm to obtain high positioning 
accuracy in the system. Through laboratory experiments, the key 
parameters of the algorithm are analyzed and the optimal 
settings of them are fixed. Field trial results show that this 
method can make a fast search for the optimal state of 
polarization and maintain the strong signal correlation for a long 
time.

Keywords-Distributed sensor, polarization control, Mach-
Zehnder fiber interferometer, polarization, simulated annealing 

I. INTRODUCTION 
With the exploitation of oil and gas resources as well as the 

surge in energy demand, the total pipeline mileage is growing 
constantly, and pipeline safety has become an important 
research topic. Our group has developed the distributed oil and 
gas pipeline leak detection and pre-warning system based on 
dual Mach-Zehnder Optical Fiber Interferometer for detecting 
and locating intrusions which may threaten pipeline safety[1]. 
Positioning the illegal invasion, as a key technology in the 
system, uses cross-correlation function to estimate time delay 
which requires strong correlation between signals. However, 
due to the phenomenon of polarization-induced fading which 
can cause phase distortion, correlation bewteen detection 
singals often degenerates and big locating errors then arise in 
pratical applications[2]. 

To solve the problem, passive phase demodulation method 
was studied in previous papers, in which the vibration phase 
signal are demodulated from every two original signals and 
thus avoid the negative effect of polarization-induced phase 
shift.[3] However, as this method costs much time in signal 
processing, it’s hardly suitable in practical applications which 
demand good real-time performance. In this paper we propose 
and demonstrate a new method based on polarization control to 
eliminate phase distortion and furthermore to increase 
positioning accuracy of the system. 

The existing polarization control algorithms mainly aim to 
eliminate the polarization mode dispersion(PMD) in the optical 
fiber and polarization dependent modulation(PDM) in the 
electrooptical modulator(EOM)[4],[5]. These feedback control 
algorithms are based on the peak value search of light intensity 
and can get control effect instantly with the output of control 
words. In the dual Mach-Zehnder interferometric system, 
however, the polarization control objective is the correlation 
between two detection signals which is not directly related to 
the light intensity. Therefore, the above mentioned algorithms 
can not apply to the pipeline security monitoring system. In this 
paper, the simulated annealing(SA) based on the correlation 
coefficient between two detection signals is employed as the 
polarization control algorithm to search for the input 
polarization operating point which results in little degeneration 
of detection signals’ correlation. Field experiments show that 
the algorithm can rapidly find the operating point and 
continuously stabilize the correlation between the system 
detection signals. 

II. RESEARCH ON THE CAUSE 
Fig. 1 shows the equivalent optical path of the dual Mach-

Zehnder fiber interferometer sensing system. 

 
Figure 1. Conventional diagram of dual Mach-Zehnder system structure 

The system input light can be represented by the Jones 
vector: 

 
0

cos cos sin sin
sin cos cos sin
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E j
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 (1) 

Where E0 denotes the lightwave amplitude, " and � are the 
azimuth and ellipticity angle respectively which determine the 
input polarization state together. 
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Assuming that the forward and backward equivalent Jones 
Matrices of the two sensing arms are separately E1,E2 and 

1
TE , 2

TE  which are determined by polarization property of the 
sensing fiber, the optical signals detected by photodetectors 
PD1 and PD2 can be represented by: 
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 (2) 

Where �(t) is the phase retardation difference between two 
sensor fibers caused by disturbance. The light intensity signals 
I1(t) I2(t) can be represented by: 
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 (3) 

Where I0 is the light intensity of light source, # and � are the 
polarization induced phase shift caused by fiber birefringence 
respectively in forward and backward fiber path. 

Taking the length of time t of the detected signals, the 
correlation coefficient between two channel signals is 
calculated by the following formula: 
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The correlation coefficient �xy is mainly determined by the 
phases of two detected signals, so it’s feasible to alter the 
correlation between signals through changing the additional 
phase differences f1(",�,#) and f2(",�,�). Since the additional 
phase difference are determined together by the input 
polarization state, the polarization property of fiber and the 
system laying environment in which the latter two are difficult 
to adjust artificially, it can only be changed by altering the 
input polarization state. 

Fig. 2 shows the various interference light intensity in 
different input light polarization state which are respectively 
linearly polarized("=0.25�, �=0), elliptically polarized("=0.25�, 
�=0.25�), and circularly polarized("=0.25�, �=0.125�) and �(t) 
is assumed changing from -2� to 2�. From Fig 2, we can 
confirm that not only the amplitude but also the phase of the 
signal varies in different input polarization states. It’s 
conceivable that there must be one input polarization state or 
several of them which can decrease the additional phase 
difference to an acceptable range.  Therefore, it’s feasible to  
improve the correlation between the detection signals by 
controlling the polarization state of input light and searching 
for the specific one as mentioned above. 

 
Figure 2. The interference light intensities in different input polarization 

states 

III. ALGORITHM CLARIFICATION 

A. Algorithm Principle 
Setting correlation coefficient �xy as the objective function, 

the polarization control model can be represented by: 

 max( ) ( )
xy

f X XP � % 5  (5) 

Where X denotes a combination of the polarization controller’s 
retardation xi(i=1,2,3,4). It’s an optimization problem which 
requires global search capability of the control algorithm. 
simulated annealing[6]-[8] can probabilistically jump out of 
local optimum and achieve global optimum according to 
Metropolis criterion and thus is applied as the feedback control 
algorithm. The initial solution Xi is randomly generated whose 
objective function value is f(Xi) and the new solution Xj is 
generated by state generator function whose objective function 
value is f(Xj). The probability of accepting the new solution pr 
is determined by the Metropolis criterion[7]: 
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Where Tk is the current temperature state. Comparing pr with a 
random number which ranges between 0 and 1, if pr is larger, 
the new solution Xj is accepted, otherwise Xi is retained. After  
specified rounds of solution changing, local optimum 
polarization state under current temperature state can be found. 
Then T value is gradually reduced according to the temperature 
update function and local optimum solution under every 
temperature state can be derived. When T value is close to zero, 
calculation stops and current optimum solution is global 
optimum solution. The temperature update function is defined 
as: 

 1k kT p T	 � �  (7) 
Where the temperature update coefficient p has a range of 0-
0.95[8]. 
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Since the phase retardation caused by polarization 
controller in practice has a range of 0-5� which means the 
solution space is bounded. We define the state generator 
function as follows: 
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Where s is searching step size, c is plus or minus one randomly. 

B. Setting of Key Parameters 
Simulated annealing algorithm performance does not rely 

on the value of initial solution but can be affected by settings of 
key parameters such as the initial temperature T0, the search 
step size s in the state generator function and the temperature 
update coefficient p. 

In order to obtain the optimum setting of key parameters so 
as to ensure the global search capability of the control 
algorithm, experiments have been carried out to test the 
optimization in different parameter settings. 

Fig. 1 shows the installation position of the polarization 
controller which can control both the forward and backward 
optical path and avoid changing the system structure as well. 
The model of the polarization controller applied is polaRITE 

 from General Photonics. 

1) The choice of the initial temperature 
In simulated annealing algorithm, higher initial temperature 

T0 will enhance the probability of obtaining high quality 
solution but increase the number of outer loop at the same time. 
With comprehensive consideration of both quality and 
efficiency of optimization, the range of T0 is set less than one. 

Fig. 3 shows the different search areas in Poincare Sphere 
with different initial temperature settings in stimulated 
annealing algorithm. When T0 is small, the algorithm can only 
search part of the region in Poincare Sphere with a large blind 
area. According to the experiment results, the initial 
temperature is set as 1.  

 
Figure 3. Initial temperature effect on search area, T0=0.1,0.5,1. 

2) The choice of temperature update coefficient 
Simulated annealing is a process of temperature slowly 

decreasing in which higher value of temperature update 
coefficient p will bring about a larger searching area but lower 
convergence rate . 

Fig. 4 shows the different search areas in Poincare Sphere 
with different settings of p in stimulated annealing process. 
Since they do not have much difference as Fig. 4 shows, taking 
into account that the higher value of p will slow down the 

convergence speed and then degrade the real-time performance 
of the system, the temperature update coefficient is set as 0.5. 

 
Figure 4. Temperature update coefficient effect on search area, p=0.3,0.5,0.8. 

3) The choice of search step size 
State generator function determines whether the system can 

search for the optimal value in the whole solution space. Large 
step size brings about big change of the solution which may 
deviate from the solution space, while small one brings about 
little change of the solution which can hardly jump out of local 
optimum to achieve global optimum. 

Fig. 5 shows the effects of different settings of search step 
size. When s increases to 1.10 can it jump out of local optimum 
and search the whole Poincare Sphere. Therefore, s is set as 
1.10. 

 
Figure 5. Search step size effect on search area, s =0.44,0.76,1.10. 

IV. FIELD EXPERIMENT VERIFICATION 
The approach is applied in the oil pipeline safety 

monitoring and pre-warning system which covers a monitoring 
distance of 43km. 

Fig. 6 shows the contrast between the original detection 
signal waveforms with and without employment of the 
polarization control method. When the approach is not applied, 
the signals in Fig. 4(a) has a calculated correlation coefficient 
�xy =0.28, with employment of the polarization control 
approach, the correlation coefficient is 0.95 as shown in Fig. 
4(b). 

Fig. 7 shows the correlation coefficient between detection 
signals within 24 hours recorded every second after using the 
polarization control method. which verifies the stability of the 
approach.  
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Figure 6. Origianl detection signal waveforms. (a)Polarization control is not 

applied. (b)Polarization control is applied. 

 
Figure 7. Correlation coefficient within twenty-four hours under polarization 

control. 

V. CONCLUSION 
Based on the investigation in the cause of positioning 

errors, we present a new approach to solve the degeneracy 
problem of detection signals’ correlation in the distributed 
dual Mach-Zehnder fiber interferometric sensing system using 
automatic polarization controller together with simulated 
annealing as control algorithm. Using correlation coefficient 
between two detection signals as the feedback quantity, this 
method can control the input polarization state in real-time and 
find the operating point rapidly when the correlation between 
signals degenerates. Through laboratory experiments, the key 
parameters of the algorithm are analyzed and the optimal 
settings of them are fixed. Field trial shows significant 
improvement and stability of the correlation between detection 
signals after employing the approach. 
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Abstract—The Rigid Internal Fixation is one of the commonly 
used methods to reconstruct the mandible in bone repair surgery. 
This research proposed a complete flow of the designing and 
Finite Element Analysis (FEA).The customized titanium plate 
and screws model were imported in Mimics, then fitted and 
simulated with the shape of mandible 3D model. The simulation 
model would be imported into Magic’s and the screw holes were 
located and punched. In order to ensure the validity of model for 
surgical guidance, the FEA was employed by FEA software 
Abaqus in this study. Different angles were selected and different 
loads were loaded. Comparing with the nomal mandible 
mechanical data, the von mises stress and deformation which was 
from the reconstruction of mandible were in the regular range 
and the RP model which would be used in the medical guidence 
was manufactured according to the 3D model. The research for 
this processing has important guide significance and good 
business prospects. 

Keywords-customized ti-plate, fixation and simulation, FEA in 
Abaqus, model buliding 

I. INTRODUCTION 
The reconstruction of mandible is a great challenge in oral 

and maxillofacial surgery. The loss of mandibular bone leads to 
severe deformation and dysfunctions such as swallowing, 
chewing and speaking. Usually bone defects in mandible 
region are caused by tumors and bone infections [1]. The 
traditional reconstruction plates are difficult to form into the 
mandible anatomical shape. Plate failures always occur at the 
plate bending area and usually lead to unsatisfactory functional 
results to patients. Because of the complexity of human 
anatomy and individual difference in general, the construction 
of true anatomical model based on the individual patient has 
great significance. Combining with image processing and 
visualization techniques, the customized model as well as the 
finite element biomechanical simulation model has possibility 
to be established by medical images which have no trauma. 
The customized biomechanical modeling based on CT images 
provides accurate and simple way to establish the finite 
element model of organisms which try its best to be faithful to 
the customized anatomy structure and simulate the 
biomechanical behavior of living tissue with high precision. 

In this study, the mandible reconstruction was conducted by 
using the segmental fibulas, which were similar to the defect of 

mandible in morphology and fixed by titanium plate and 
screws. This method involves Rigid Internal Fixation (RIF), 
which takes bony cortex of lateral law as basis of fixation. 
Michelet et al. (1973) proposed the notion of simple cortex of 
bone osteosynthesis. RIF achieves rigid fixing in 3D and has 
the advantages of fast healing, no external callus and direct 
cicatrization. 

In order to fix the reconstruction mandible with the fibular, 
a customized titanium plate will be designed. The 
reconstructive mandible FE model will be established and 
prepare to be analysed in Abaqus. After the mandible 
reconstructed, the mandible model will be disposed by a Finite 
Element Analysis. Comparing with the normal mandible 
mechanical data, if the FEA data is regular, the RP model will 
be manufactured according to the 3D model. The whole 
process is represented by the Fig.1. 

As in engineering, the initial work with FEA in medicine 
was the analysis of the macroscopic solid structures [2].The 
FEA was also used some years ago to predict dental implant 
loading [3], [4] and for micro structural analysis [5]. 

II. METHODS 

A. Mandible Fixation and Simulation.  
The reconstructive mandible 3D virtual model was 

established from the patient’s CT data in Mimics [6].According 
to the mandible shape, the customized titanium plate was 
modeling in Pro/E condition. The titanium screw model also 
was built and assembled with the titanium plate. In order to 
accurately conduct FEA, the thread should be omitted to 
prevent irregular triangles and other errors appearing. It was 
the titanium screw model in Fig.2 and the assembly of titanium 
plate and titanium screws was in Fig.3.  

The assembled titanium plate and titanium screws were 
imported Mimics with STL format, then fitted and simulated 
with the shape of mandible 3D model as shown in Fig. 4. 

After the simulation, the 3D model would be input Magics 
software (Materialise, Inc., Leuven, Belgium). Depending on 
the location of titanium screws, the screw holes would be 
located and punched as shown in Fig. 5 and Fig.6. In Magics, 
the STL file was edited and simplified so that it was only one 
shell and contained a regular and reduced number of triangles. 
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Figure 1. Whole process of designing and force analysis 

                           
Figure 2. Titanium screw model     Figure 3. Assembly of titanium plate and titanium screws      Figure 4. Fitting of titanium and mandible 3D model 

Figure 5. Screw holes                             Figure 6. Reconstructive mandible and titanium plate  

This research has its advantage of mandible fixation and 
simulation. The screw holes were punched firstly in traditional 
CAD model, then the titanium screws were located depending 
on the screw holes. In this research, the mandible shape was 
irregular and the titanium plate and titanium screws were 
modeling in Pro/E condition. If one screw hole was located 
and punched at first, the location of the next screw hole must 
be wrong because the titanium plate is limited. Contrary to the 
traditional way, the assembly of titanium plate and titanium 
screws was located at first, then the screw holes would be 

fixed and punched depending on the titanium screws. This 
method ensures the accuracy of screw hole’s location in this 
non-traditional CAD model.  

B. FE Model Establishment  
In Magics, the repaired model was imported to the 

remeshing module which could divide the model into triangle 
meshes and finish the repair and optimization, and then the 
preprocessing documents of finite element method were 
exported. In this paper, a nonlinear finite element analysis 
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software named Abaqus was adopted, so the exported 
document should be stored as .inp. Then the .inp model would 
be imported into Abaqus and converted from triangular 
meshes to tetrahedral meshes through the mesh module of 
Abaqus. The mesh model is shown in Fig.7. The tetrahedral 
meshes totally had 138866 tetrahedral elements and 30586 
nodes as shown in Table I. 

  
Figure. 7. Reconstruction mandible after remeshed and its grid cell  

TABLE I. PARAMETER OF MANDIBLE FE MODEL 

Number of nodes Number of elements Element types 

30586 138866 C3D4 

 
C. Property 

In Abaqus, a new job in FE model would be created and 
exported to Mimics with .inp file. The property was given by 
module which the Mimics came with. The following is the 
formula for calculating the property parameters.                                   

�
�
�

×+=
×+=

Density  5925  388.8-  Modulus-E
Grayvalue  1017  13.4- Density 

       (1) 

After the property was given completely, the model should 
be exported from Mimics to Abaqus with .inp file. Examining 
the property module, the model’s color had turned light blue, 
which proved that the property was given successfully. The 
model with property is shown in Fig.8. 

This is the essence: CT images of bone were calculated 
according to the pixel and the CT value would be obtained. 
The density of each part would be got from CT value and the 
property parameters of each skeletal part could be calculated 
successfully relying on the formula (1).The mandible consists 
of many composite biomaterials,so endowing property 
artificially would caused unexpected inaccuracy and errors. 
Comparing with the artificial way, it is a good choice to endow 
property with Mimics software. 

D. Loading and Boundary Condition 
Before the FE model was done an analysis, the loading and 

boundary condition need to be set.  

Boundary constraint is a very important issue related to the 
accuracy of FE model. The exactness or not of boundary 
constraint will directly affect the accuracy of the result. The 
perfect instance is that all boundary conditions are the same 
with actual instance, but it is almost impossible owing to the 
complex configuration. Therefore, the boundary conditions 
need to be predigested. As to the definition of mandibular 

boundary conditions, there was no uniform conclusion. Li ling 
et.al [7] achieved reasonable result with such boundary 
conditions: the mandibular lower edge as the underside 
boundary, acetabulum plane as the upside boundary and back 
of mandibular rise-offset as definition. This paper set the 
boundary conditions as shown in Fig. 9. 

  
 

 

The left tooth and the fibular surface were loaded in this 
analysis. The following are the boundary conditions. 

acetabulum plane
1 2 3 0

The reconstructive mandible middle line
1 2 3 0

The mandible trailing edge
1 2 3 1 2 3 0

ZASYMM U U UR

XSYMM U UR UR

ENCASTRE U U U UR UR UR

�
� = = =�
��
� = = =�
�
�

= = = = = =��  
E. Finite Element Analysis in Abaqus 

According to the actual mandibular occlusal force 
condition, the elastic mechanics theory was used to analyze the 
mandibular biomechanics. Spatial problem has 15 unknown 
numbers: six stress components xσ yσ zσ yz zyτ τ=

zx xzτ τ= xy yxτ τ= six deformation components xξ yξ

zξ yzγ zxγ xyγ three displacement components u
v w . These 15 unknown functions should meet the 15 

basic equations. 

The space problem of equilibrium differential equation: 
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      (2) 

According to the elastic mechanics theory, the elastomer 
stress boundary condition: 

( ) ( ) ( )
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          (3) 

Fig.ure 8. Model with 
property

Figure 9. Loading and 
boundary conditions 
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It demonstrated the relationship between the stress 
components of the boundary value and the plane force 
components [8]. 

Considering the above points, the steps were set for Finite 
Element Analysis after importing mandibular model into 
Abaqus. Two steps were set separately to raise the simulation 
reality. In order to raise the load regularly, the first step load is 
set low, while the second normal. This research mainly 
analyzed the force of chewing, as the force of not chewing was 
too low to consider; thus, we adopt Static-General analysis.  

Calculation formula of Von Mises ( eσ ) is  

( ) ( ) ( )
1
22 2 2

1 2 2 3 3 1
1
2eσ σ σ σ σ σ σ� J� �= − + − + −� K� �� L

   (4) 

1σ 2σ 3σ  is the first, second and third principal 
stress [8]. 

F. Results and Discussion 
When occluding, chewing muscles drive teeth to chew the 

food so as to make the mandible suffer load; and when not 
occluding, mandible hardly support load. Therefore, the 
analysis of mandibular force is mainly the force analysis of 
occluding. Bai shizhu, Li dichen et.al [9] applied force on the 
occluding plane to FEA the mandible, and got relatively 
accurate result.  

In this study, the force was applied separately in the 
direction of vertical, 45° with the occluding plane (teeth force 
range when occluding) to analyze the force. The load 
magnitudes are 100N and 500N.  

Depending on the magnitude of the load and the analysis of 
different loading directions, we got reconstruction mandible 
stress simulation results as shown in the reconstruction of 
mandibular force after the simulation process. The maximum 
stress was at mandibular condylar neck. 

According to the Von Mises stress diagram of 
reconstructive mandible, we can get the results 
with the magnitude of load increasing, right side of the 
mandible and fibula junction, and the mandible condyle the 
stress concentration region increased. The maximum stress of 
the Von Mises stress diagram of reconstructive mandible 
increased as the load increased gradually. The Von Mises 
stress is shown in Fig.10. 

  
A 100N-0                 B 100N-45  

  
C 500N-0                  D 500N-45  

Figure 10. Result of reconstructive mandible Von Mises stress on different 
conditions 

Reference to the classification criteria from Urken et al [10], 
this model belongs to B-type damage. Based on the results 
from Abaqus, the maximum stress of the Von Mises is shown 
in Table II. 

TABLE II. MAXIMUM STRESS OF THE VON MISES 

Angles and loads Maximum stress of the Von Mises (Mpa) 
100N-0° 0.01534 
500N-0° 0.07668 

100N-45° 0.01149 
500N-45° 0.05747 

According to the deformation results, with the magnitude 
of load increasing, the maximum deformation increased at the 
mandible midline. The mandible maximum deformation was 
increasing as the load was increasing gradually. The mandible 
deformation is shown in Fig.11. 

  
A 100N-0                B 100N-45  

  
C 500N-0               D 500N-45  

Figure 11. Result of reconstructive mandible deformation on different 
conditions 

The maximum deformation was at left side of the mandible 
and fibula junction and it is shown in Table III.  

TABLE III. MAXIMUM DEFORMATION 

Angles and loads Maximum deformation (mm) 
100N-0° 0.06411 
500N-0° 0.32060 

100N-45° 0.04171 
500N-45° 0.20850 
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III. MODEL BUILDING 
Refer to the reference [11], the von mises stress and 

deformation were in the regular range and the RP model can 
be manufactured with 3DP rapid prototyping which is from 
Israel. The model with support materials is shown in Fig.12 
and the model removing support materials is shown in Fig.13. 
The doctor could measure kinds of datum and practice 
operation to enhance the efficiency and success rate of surgery 
by 3D model which had been manufactured. 

  
 
 
 

IV. CONCLUSIONS 
Sekou Singare and Dichen Li [12] had established the 

mandible model successfully with CT data and curve fitting. 
The RP model had been manufactured at first, then the mold 
would be reproduced. After that, the titanium implant had been 
casted and implanted into the human body completely as 
shown in Fig.14.Comparing with the method which Sekou 
Singare had proposed, this set of methods described in this 
study have four advantages. 

 
Figure 14. Titanium imported part 

1) This set of methods were made up of kinds of 
professional software and largely reduced uncertain factors 
and errors which came from researcher’s action. The 
researcher could build accurate outer contour and precise FEA, 
so the accuracy of model and  the success rate of operation 
could be enhanced. This research is applicable to most of bone 
repair and large-scale promotion, so they have good business 
prospects. 

2) Because the titanium implant was in the human body for 
a long time, the metal ions may leak and have a bad effect on 
human health [13]. Long-term use would also lead to increasing 
the internal stress and the rate of fatigue fracture. When the 
RIF was used, the titanium plate could be removed by the 
second operation after the mandible grew together with the 
fibula and the repaired mandibular could stand kinds of normal 
bite force. 

3) After the FE model was established, the mechanical data 
would be analyzed to judge whether the model was qualified. 
It could decrease the risk of surgery, optimize the surgery 
program and alleviate the patient’s suffering. 

4) Autogenous bone graft has the capacity of becoming its 
marked osteogenic bone and resisting against infections. 

This study represents a new approach for surgical planning 
and simulation, and both the designer and surgeon appreciate 
the meaning for comprehending the model. The mandible FE 
model has the ability to do the biomechanical analysis for the 
mandible model, and increase surgical precision over surgeries 
performed without the aid of mandible FE model. It should be 
recognized that there are a few shortcomings to improve such 
as: the intermediate links which were prone to lose some 
datum, higher operating skills which need higher knowledge to 
master, so it remains a big challenge and deserves the need for 
more attention and further research. 
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Abstract— The emergence of RFID applications has huge 
influence to become pervasive in modern life. However the 
vulnerability of the transmission through the air and the unique 
identification number of RFID tag are the drawbacks that impact 
the popularity of RFID technology. In this paper, a mutual 
authentication protocol is proposed based on the challenge – 
response model. The Advanced Encryption Standard (AES) is 
used as a cryptographic primitive to secure the data. The 
experimental works are carried out to validate the protocol in 
term of security and privacy. The timing analysis is also 
presented and applied to a case study of conveyor belt system. 

Keyword: RFID, AES algorithm, mutual authentication 

I.  INTRODUCTION 
Recently Radio Frequency Identification (RFID) systems 

have been becoming popular and aiming to be ubiquitously 
applied in many areas including library, banking, logistics, 
transportation, manufacturing, supply chain system, military 
etc. Some large corporations who have deployed this 
technology are Wal-Mart, Procter and Gamble, and the United 
State Department of Defense [1] etc. 

A RFID tag can be read as long as the item is within the 
range of the reader without requiring the line-of-sight operation 
as bar code technology. However, one of the biggest 
difficulties to the adoption of RFID technology is the lack of 
security and privacy. There is little security on the RFID tags 
or during the communication with reader which causes the 
RFID system vulnerable to many types of attacks e.g. 
information leakage, replay, denial of service [2], [3]. 

Many authentication protocols have been proposed to 
enhance the robustness of a RFID system. Some of them were 
developed based on cipher algorithms such as Advanced 
Encryption Standard (AES) or Elliptic Curve Cryptography 
(ECC) [4], [5], [6], [7]. Some utilised the hash-based 
algorithm, pseudo random number generator, Cyclic 
Redundancy Check (CRC) function and/or some ExOR and 
rotation operations [8], [9], [10], [11], [12]. Normally, cipher-
based approaches are not preferred for passive tag because of 
its high computational cost and the large hardware area. 
However, with the advances in technology, it is feasible to 
embed the cipher engine on the passive tags but still guarantee 
the low tag’s cost [5]. 

The aim of this paper is to develop a protocol to provide a 
strong, high security and trustful authentication scheme which 

can protect against most of well-known RFID system attacks. 
Thus, a novel mutual authentication protocol based on AES 
primitives and challenge – response method is proposed. The 
symmetric block cipher AES-128 is utilised in this proposal 
because it has been standardised and proved to be secure [13].  

The rest of the paper is organised in six parts from section 
II to section VII. Section II briefly introduces the recent works. 
Section III proposes the novel protocol. In section IV, the 
analyses of the protocol in term of security and privacy are 
presented. Section V provides some experimental results. And 
section VI introduces a case study on conveyor belt system. 
The last section, section VII, is the conclusion of the paper. 

II. RELATED WORKS 

A. RFID security proposals 
There are the number of researches to address RFID 

security and privacy issues.  This paper roughly categorises 
them into two categories: cipher-based protocols which are 
developed on AES or ECC algorithms and hash-based 
protocols and others which are based on hash functions 
and/or some simple operators such as ExOR, rotation etc. 

1) Cipher-based proposals 
 A strong authentication for RFID systems is introduced in 

[5] by implementing one-way encryption AES algorithm on 
RFID passive tag. A modified communication method between 
the reader and tag is also proposed in order to satisfy the strict 
timing requirement. However, this research reveals a 
possibility for the adversary to achieve the shared key of the 
AES encryption block [7]. In addition, the identical challenge 
always results in the identical cipher response which causes it 
to be susceptible to replay attack and tag clone. For example, 
assuming the challenge is the 16-bit output of Pseudo Random 
Number Generator [14], it is feasible for attackers to collect a 
database of 65536 entries to impersonate the legitimate devices 
to obtain the authentication. 

Extending from the research of [5], [7] offers an advanced 
mutual authentication using the AES algorithm as a 
cryptographic primitive. The main issue of this protocol is easy 
to lose the synchronisation between the reader and the tag if the 
response from tag is blocked. Another security issue of this 
research is the man in the middle attack [6]. 

[4] develops a mutual authentication protocol based on 
Elliptic Curve Cryptography (ECC) which is an asymmetric 
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cryptographic algorithm. However, it is susceptible to DOS 
attack. The attackers can modify the counter value in the 
message sent from the server to the tag by a much larger value 
in order to deceive the tag into updating it. In next 
authentication, because the counter value in the tag is greater 
than the one the server sends, the tag terminates the 
authentication process right away. 

2) Hash-based proposals and others 
[11] proposed a mutual authentication protocol for passive 

tag which is based on cryptographic hash functions. A method 
to prevent the desynchronisation between a reader and a tag 
was proposed as well. This proposal however might disclose 
the issues of tracking, tag impersonation and the DOS attack 
[15]. 

Another hash-based two-way authentication scheme which 
employs Cyclic Redundancy Check (CRC) and Pseudo 
Random Number Generator (PRNG) function was presented in 
[9]. Although it was claimed to be robust, the attackers are still 
able to track the tag due to its identical response. Furthermore, 
the replay attack and tag impersonation can be carried out to 
compromise the valid reader. For example, the attackers 
possibly play on the response from the tag embedded in the 
cheap product and then replay that to the standard item. 

[12] proposed a scheme for RFID system conforming to 
EPC Class 1 Generation 2 specifications. However, [16] has 
pointed out many security failures in this protocol.  Moreover, 
the DOS attack can be employed to desynchronise the database 
server and the tag [10]. [16] has also indicated the possibility of 
auto-desynchronisation at backend database up to 0.93 if the 
population of tags is greater than 218 tags. 

To overcome the security issues of [12], [10] enhanced the 
scheme to defend against DOS attack, replay attack, forward 
secrecy and privacy concern. However, [17] and [8] claimed 
that this proposed protocol is not invulnerable due to the 
insufficient size of the secure keys. Consequently, it is 
susceptible to Tag/Reader impersonation attack and 
desynchronisation as [17] also claimed. 

III. THE PROPOSED PROTOCOL 

A. Assumptions 
• A tag has the AES-128 encrypting block on-board 

proposed in [26]. 

• A reader and database server can perform AES-128 
encryption and decryption. 

• The channel between the reader and tag, the reader and 
backend database are vulnerable. 

B. Initialisation phase 
At the beginning, the backend database, the reader and the 

tag have the same shared key K. The seed s of each tag is 
stored on the server and on the rewriteable memory of tag. The 
ID is placed in tag’s read-only memory and server as well. In 
addition, the server and reader keep the reader identification 
number IDR for reader authentication purpose. 

C. Authentication phase 
The authentication phase is illustrated in Figure 1. 

 
Figure 1. The proposed protocol 

• Step 1: Query 

Initially, the server generates EK(s⊕IDR) and sends to the 
reader. The reader will decrypt this value to obtain the seed s 
by performing s=IDR⊕(IDR⊕s). Afterward, reader encrypts the 
seed s and forward to the queried tag. 

• Step2: Reader-to-Tag authentication 

On receiving EK(s), the tag employs the on-board AES 
encrypting block to produce its own E*

K(s) and then check 
whether E*

K(s)=EK(s) holds. If not, the tag keeps quiet. On the 
contrary, tag updates the seed s by s*=K⊕EK(s) and again 
performs AES encrypting block to compute EK(s*⊕ID) in order 
to convey to the reader. 

• Step 3: Tag-to-Reader authentication 

Upon obtaining EK(s*⊕ID), the reader will pass it to the 
backend database to decrypt it. The decrypted value s*⊕ID is 
used to extract the tag’s ID by carrying out the simple 
operation ID = K⊕EK(s⊕(s*⊕ ID). Then this ID is verified by 
comparing with the ID existing in database to check whether 
this tag is legally acceptable or not. If the mismatch occurs, the 
server discards any data it has received and declines the 
authentication of the tag. Oppositely, the server updates the 
seed value of reader by s*=K⊕EK(s) to guarantee the 
synchronisation of the system. 

IV. SECURITY AND PRIVACY ANALYSES 

A. Information leakage 
Due to the insufficient protections and unreliable security 

levels, the data transmitted through the air are easily 
compromised. In this protocol, there are two messages 
interchanged between the reader and the tag. However, these 
sensitive data are encrypted by AES-128 cryptographic block. 
The attackers cannot get the plaintext or the raw data. So the 
information leakage is evitable. 

B. Tag tracking and tracing 
For even EPC or IEEE standard, RFID tag is designed to 

have a unique number which can be tracked in range of any 
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readers. However, this protocol provides the mechanism that 
whenever the counterfeit reader queries the tag, the tag does 
not send any response back. Consequently, the tracking and 
tracing privacy is secure in this protocol. 

C. Tag clone 
In theory, there is no tag which has similar unique identifier 

number to another one. However, adversaries can replicate the 
forged tag without much effort and expense [18]. To conduct 
the tag clone attack, the attackers have to obtain the key K, 
seed s and the ID of the tag. However, these shared data are 
kept safely and privately in the backend database and inside the 
tag; the attackers have no information to perform the same 
encryption block to acquire the authentication. 

D. Man-in-the-middleattack 
The adversative readers can impersonate the valid one in 

order to intercept, change and obtain the messages going 
between the parties which they need. In the proposed protocol, 
before querying the tag, the server sends the message 
EK(s⊕IDR) to the reader. Because only valid reader has the key 
K to decrypt this cipher text, there is no possibility for 
attackers’ readers to achieve the seed s in order to 
communicate with the tag. Thus the man-in-the-middle attack 
can be avoided. 

E. DOS(Denial of Service) attack 
It affects any wireless communication e.g. WiFi, RFID etc. 

by obstructing or intercepting the wireless signal that causes 
loss of synchronisation among the devices. Let us assume the 
scenario in which the response EK(s⊕ID) is intercepted by the 
adversary. Because the reader has not got the response from the 
tag, it does not update its seed. In the next authentication, 
reader sends EK(s) to challenge the tag. But the seed in tag now 
is s*=K⊕EK(s), therefore, EK(s)=EK(s*) is not satisfied and the 
tag keeps quiet. So the solution is that reader will attempt with 
EK(K⊕EK(s)). At this attempt, the synchronisation is re-
established. Hence, the proposed protocol is insusceptible to 
DOS attack. 

F. Replay attack 
In replay attack, the adversaries stand in the middle of 

communication channel to duplicate the valid transmission 
which will be fraudulently repeated later. However, the seed s 
is automatically updated after each successful authentication 
session. This leads to the fact that the cipher text EK(s) changes 
in every authentication cycle. Thus, the attackers cannot utilise 
the former data in order to deceive the authorised reader or tag 
to overcome the authentication process. 

Overall, the proposed protocol is able to protect against 
many types of the known attacks. The comparison with other 
researches is shown in Table I to have a general view of the 
robustness of this protocol. 

V. SIMULATION AND VALIDATION 
The simulation is executed on a computer with Intel T3200 

2GHz processor, 2GB of Ram memory on Windows 7 

Ultimate. The C programming language has been used to 
develop the simulations. The AES core is the open source 
program designed by Niyaz PK [19]. 

TABLE I. COMPARISONS IN TERM OF SECURITY AND PRIVACY 

 [5] [7] [11] [9] [12] [10] Proposed 
protocol 

Information leakage Δ � � � � � � 
Tag tracking and tracing � � Δ � � � � 
Tag clone � � Δ � � � � 
Denial Of Service 
(DOS)/Desynchronisation � � Δ � � � � 

Replay � � � � � � � 
Mutual authentication � � � � � � � 

�: fully satisfied; �: not satisfied; Δ: partially satisfied as assumption 

A. Performance analysis 
In this proposed protocol, the messages transmitted on the 

channel are always encrypted. However, the adversaries can 
play brute-force attack (BFA) to attempt to get the answer from 
the tag. But since the size of the message is 128 bits, it is not 
feasible to perform BFA entirely with all the possible cases 
(more than 3x1038). Therefore, the simulation will randomly 
pick up an amount of random 128-bit input vectors (it is called 
sub-BFA) in order to verify the possibility of unintentional 
matches. The results are shown in Figure 2. 

  
Figure 2 Time taken for sub brute force attack 

Another simulation is conducted to measure the average 
time to perform one typical AES-128 encrypting operation. It is 
shown that it takes about 37μs to complete. 

From the simulation results, the protocol is robust to brute-
force attack. And in case the server desynchronises, it takes just 
a few seconds to perform the AES encrypting computations to 
obtain the synchronisation. 

B. Timing analysis 
1) Timing components 

In this section, the minimum and maximum time 
requirements of the communication among the server, the 
reader and the tag are analysed. The time complexity is 
calculated based on the parameters in [14]. The timing model is 
shown in Figure 3. 
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Figure 3. Timing model 

In which: 

 Ts, Tr, Tt : time for the database server, reader and tag to 
perform the AES algorithm respectively. 

Tc : time to transfer 128-bit message from the 
database to the reader through high-speed USB cable 

Tr/t, Tt/r : time to transmit 128-bit message from the reader 
to the tag and from the reader to the tag respectively. 

The values of Ts, Tr, Tt and Tc can vary depending on the 
configuration of the server, reader, tag and the length of the 
cable, respectively. 

2) Assumptions 
• Ts, Tr, Tt and Tc are assumed to be constants. 

• The computational times for AES encryption and 
decryption are the same. 

3) The minimum and maximum values 
Figure 4 shows the timing details of communication 

between the reader and the tag. 

 
Figure 4. Time of reader & tag communication 

In which: 

Tpu : time for tag to power-up 

T1, T2 : time from reader transmission to tag response 
and from tag response to reader transmission respectively 

T3, T4 : time to transmit 128-bit message from the reader 
to tag and from the tag to reader 

Let T be the total time of an authentication cycle. 

 
T = TdatabaseÇtag + TtagÇdatabase 

= (Ts + Tc + Tr + Tr/t + Tt) +(Tt + Tt/r + Tr + Tc + Ts) (1) 

In tag-to-database direction, the value Tr is 0 because the 
reader just transfers the tag’s response to the database without 
performing any AES operation. 

Therefore, (1) can be written as (2). 

T = 2 x (Ts + Tc + Tt) + Tr + (Tpu + T1 + T2 + T3 + T4) (2) 

4) Ts & Tr 
The database requires one AES operation in either 

database-to-tag or tag-to-database authentication. According to 
section V.A, the time requirement to perform one AES 
encrypting function is about 37μs, therefore Ts = 37μs.  

The reader requires two AES operations on the way from 
the database to tag. Based on the assumptions presented in 
section V.B.2), Tr can be presented by (3). 

  Tr = 2 x 37 = 74 μs (3) 

5) Tt 
The AES encrypting operation at the tag takes 356 clock 

cycles at the frequency of 100 KHz [20]. So Tt is calculated as 
below. 

 Tt = 356 x 
310100

1
×

= 3560μs (4) 

6) Tc 
Tc is computed by adding the time of transferring 128 bits 

from the server to the reader and the delay of the cable. 
Because the USB 2.0 can transfer at 480 Mbps and the cable 
delay is 26ηs [21]. So the value of Tc is: 

 Tc = 128 x 
610480

1
×

+ 26ηs = 0.29267μs (5) 

7) Tpu 
[14] does not define the minimum of Tpu, it only indicates 

the maximal value of 1500μs for powering up the tag. 
Therefore, let us assume the min(Tpu) = max(Tpu) = 1500 μs. 

8) T1 
[14] has given the equation to compute T1 as (6). 

max(RTcal, 10Tpri)x(1 - FT)-2μsÔT1Ômax(RTcal, 10Tpri) (6) 

To calculate RTcal and Tpri, some values are given from 
[14] such as 6.25μsÔTariÔ25μs, 2.5TariÔRTcalÔ3.0Tari, 

1.1RTcalÔTRcalÔ3RTcal, BLF =
TRcal
DR , Tpri=

BLF
1 . 

 Therefore, the minimum and maximum values for RTcal 
and TRcal can be expressed in (7). 

min(RTcal) = 15.625μs; max(RTcal) = 75μs 

min(TRcal) = 17.1875μs; max(TRcal) = 225μs 
(7) 

Based on the minimum and maximum values of TRcal, the 
values of BLF and Tpri can be found according to [14]. 

max(BLF) = 465KHz; min(BLF) = 95KHz 

min(Tpri) = 
310465

1
×

= 2.15μs; FT = 19% 

max(Tpri) = 
31095

1
×

= 10.53μs; FT = 5% 

(8) 
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Hence the minimum and maximum values of T1 can be 
derived from (6) as (9) and (10), respectively. 

 
min(T1) = min(max(RTcal, 10Tpri) x (1 - FT) - 2μs) 

= max(min(RTcal), 10 x min(Tpri))) x (1 - FT) - 2μs 
= 15.415μs 

(9) 

 
max(T1) = max(max(RTcal, 10Tpri)) 

= max(max(RTcal), 10 x max(Tpri)) = 105.3μs 

(10) 

9) T2 
The equation used to calculate T2 is referred from [14]. 

3Tpri ≤ T2 ≤ 20Tpri 
Therefore, the minimum and maximum values of T2 can be 

computed as (11). 

min(T2) = 3 x min(Tpri) = 6.45μs 

max(T2) = 20 x max(Tpri) = 210.06μs 
(11) 

10) T3 & T4 
In the reader-to-tag transmission, the reader starts signalling 

with either a preamble or a frame-sync as specified in [14]. 
This investigation assumes that the reader uses the frame sync 
which includes 3 components: delimiter=12.5μs; data-0=1Tari; 
RTcal [14]. The 128-bit data are sent afterward. At the end of 
the signalling either 2-bit 00 or 11 indicates the end of a 
communication. On the other hand, the tag starts the tag-to-
reader signalling with a 6-bit preamble, then 128-bit data and 
2-bit end of signalling. 

The minimum and maximum values of T3 are shown in 
(12) and (13) at the data rate of 465 KHz and 95 KHz 
respectively. 

min(T3)  =  tdelimiter + min(1Tari) + min(RTcal) + min t130 bits

= 12.5 + 6.25 + 15.625 + 6
3 10

10465
130 ×

×
= 313.94μs (12) 

max(T3) = tdelimiter + max(1Tari) + max(RTcal) + max t130 bits

= 12.5 + 25 + 75 + 6
3 10

1095
130 ×
×

= 1480.92μs (13) 

Likewise, the minimum and maximum values of T4 are 
computed as (14) and (15). 

min(T4) = min t136 bits  = sμ47.29210
10465

21286 6
3 =×

×
++  (14) 

max(T4) = max t136 bits sμ58.143110
1095

21286 6
3 =×

×
++=  (15) 

Finally, deriving from (2) and the calculations above, the 
minimum and maximum values of T now can be resulted as 
(16) and (17). 

min(T) = 2 x (Ts + Tc + Tt) + Tr + min(Tpu) + 
min(T1) + min(T2) + min(T3) + min(T4) ≈ 0.0094s 

(16) 

max(T)  = 2 x (Ts + Tc + Tt) + Tr + max(Tpu) + 
max(T1) + max(T2) + max(T3) + max(T4) ≈ 0.012s 

(17) 

VI. CASE STUDY: CONVEYOR BELT SYSTEM 
The analysis and performance explained in section V.B are 

applied to estimate the maximum number of attempts for 
resynchronisation to a typical belt system as in Figure 5. The 
items with RFID tags are moving evenly from position A to 
position B on the conveyor belt. The range of the reader is L 
and θ is the angle covered by the antenna of the reader. 

 
Figure 5. Model of RFID-based conveyor belt 

The speed of the conveyor belt, Vb, is 2.5m/s which is the 
maximum speed in [22]. Hence, the time an item needs to move 
from A to B, denoted by t, is calculated as (18). 
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[1] claimed that the read range varies from nominal range 
of 10cm to extended range of 50cm, so min(L) = 10cm and 
max(L) = 50cm. In addition, theoretically 0 Ô θ <180, it is 
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sin θ < 1. 

The maximum number of resynchronisation attempts, N is 
computed as (19) and (20) which are the best case scenario and 
worst case scenario respectively. These computations are based 
on (16), (17) and (18). 
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Figure 6 and Figure 7 shows the value of N in (19) and (20) 
respectively with different values of L and θ. 

 
Figure 6. Maximum number of attempts to resynchronise a tag for various L 

and θ in case of min(T) 
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Figure 7. Maximum number of attempts to resynchronise a tag for various L 

and θ in case of max(T) 

If θ = 68° is chosen as a reliable read angle as mentioned in 
[23], the values of N for min(L) = 10cm and max(L) = 50cm, 
are 6 and 29, respectively for the best case scenario or min(T). 
On the other hand, for the worst case scenario or max(T), the 
values are 4 and 23, respectively. 

VII. CONCLUSION 
The proposed protocol in this paper is a mutual 

authentication protocol which utilises AES-128 as a primitive 
to encrypt the messages transmitted on the channel. With that 
cipher block, the protocol can protect against many types of 
attacks such as information leakage, tag tracking etc. In 
addition, the secure keys stored in tag and sever are always 
updated in each authentication session, it is impossible for 
attackers to play the replay attack or trace back the previous 
data. 
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Abstract—In the non-destructive testing of materials, the use of 
imagery allows for more than only a qualitative representation of 
the results. Imagery can aid in automatically carrying out 
operations of detection, location and sizing of defects present in a 
structure. The rapidity of the calculators and their graphic 
performance allow us to use classical tools of image processing 
today, even though they require a large number of calculations. 
This work consists of applying the Hough transform to detect 
inclusions in a material by analyzing an ultrasonic c-scan image.  
In the first step, this image is binarized using the –6dB method, 
which reduces the defects to their real sizes. The Hough 
transform is then applied to the edges to detect the circular forms 
that characterize the inclusions. 

Keywords-Non Destructive Testing; Ultrasonics; Imagery; 
Pattern Recognition. 

I.  INTRODUCTION  

    In non-destructive testing (NDT) of materials, the 
automatic characterisation of defects allows for faster decision 
making [1]. With the appearance of computing systems that 
are able to process recorded signals rapidly and create images, 
the possibilities of ultrasonic imagery in NDT improve 
steadily [2,3,4,5]. In addition to aiding in the control and 
decision-making processes, automation allows for control 
under dangerous conditions of high-level radiation or in some 
industrial processes with low or null visibility due to the 
environment. 

   The Hough transform is a classical tool for pattern 
recognition [6]. It allows for the detection of parameterized 
forms, such as lines, circles, parabolas, etc. Because it requires 
a large number of calculations, it had been abandoned for 
ultrasonic imagery applications since its initial development in 
1962 by Paul Hough. However, its robustness and its capacity 
to detect even incomplete edges keep it on the list of the most 
interesting tools for pattern recognition.  

In precedent works, we have used Hough transform to 
detect cracks defects by analyzing another type of ultrasonic 
images, called TOFD (Time Of Flight Diffraction). In this 
case, sets of parabolas appear on the image and their 
recognition allows the crack detection [7].  

    This paper describes how the Hough transform can be 
used on an ultrasonic image produced by non-destructive 
testing to detect inclusions characterised by circular forms. 

   The c-scan image used here displays ultrasonic waves 
reflected by the defect at each position of a transducer moving 
on the structure. In Section 2, the synthesis of this type of 
image is described. The application of the –6dB method to the 
objects detected to reduce them to their real sizes is explained 
in Section 3 [8]. This operation also allows us to transform the 
image into a binarized one. Section 4 describes how the 
Hough transform can be applied to detect and locate circular 
forms corresponding to inclusions.  

II. IMAGE FORMATION 

   An automatic scanning system was used to move an 
ultrasonic focused probe step by step on a rectangular surface 
of the structure in a controlled manner.  

At each position, an ultrasonic signal was emitted, and the 
reflected signal was detected and stored [9,10]. 

 

 

Figure 1. Displacements of the probe. 

Figure 2 shows an example of the reached signal. Where 
appear the defect signal between surface echo and the 
backwall one. 
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Figure 2. Example of a reflected signal. 

The maximum amplitude of the echo corresponds to the 
value of the pixel at the corresponding coordinates of the 
probe. Figure 3 shows the results obtained by scanning a 
square area on the structure.    

 

 

Figure 3. C-scan image containing a circular defect. 

To detect small inclusions, the probes must be focused. 
The image used in this work was formed with measurements 
taken with focused transducers of 5 MHz on a Ti-Al part with 
steel inclusions (Figure 4). 

 

Figure 4. C-scan on a Ti-Al part with steel  inclusion. 

To reduce the objects in the c-scan image to their real 
sizes, we must take into account the surface of the ultrasonic 
beam.   Figure 5 illustrates the principle behind the –6dB 
method. The probe is moved along the defect, and the distance 
over which the signal amplitude is above half of the maximum 
corresponds to the length of the defect.  

 

 

Figure 5. -6dB method for sizing defects. 

 

Applying this method to the image in Figure 4 results in 
cancelling all the pixels for which the value is lower than half 
of the maximum signal. The remaining pixels take the value 1 
to produce a binary image (Figure 6 (a)). The edges of the 
defects, which are sufficient for the application of the Hough 
transform, are then extracted, as shown in Figure 6 (b). 

 

  

    (a)                                                     

 

       (b) 

Figure 6. (a) Binarized image. (b) Resulting edges. 
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III. THE HOUGH TRANSFORM 

A. Principle of the Hough Transform 
    The Hough transform was initially developed for the 

detection of points aligned on a straight line. More generally, 
it can detect more complex shapes as long as we know how to 
define a mathematical model for these shapes. The Hough 
transform consists of considering all the possible positions and 
orientations of the shape (for example, all the possible values 
for the parameters, a and b, of a straight line defined by the 
equation, y = ax + b, in the x-y plane). Then, for each position 
and orientation (defined by a particular value of the 
parameters, a and b), the number of contributing points in the 
source image is counted. In the decision step, all straight lines 
defined by the parameters (a,b) such that the number of 
contributing points in the source image is greater than a 
threshold are determined. 

B. Circle Hough Transform 
The Hough transform can be used to determine the 

parameters of a circle when the number of points that fall on 
the perimeter are known [11]. A circle with radius r and center 
(a,b) can be described  by the following parametric equations: 

      x = a  + r cos(Ò)                                  (1) 

      y = b + r sin (Ò)                                  (2) 

When the angle Ò sweeps through 360 degrees, the points 
(x,y) trace the perimeter of a circle. 

If an image contains many points, some of which fall on 
perimeters of circles, then the job of the search program is to 
find parameter triplets (a,b,r) to describe each circle. The fact 
that the parameter space is 3D makes a direct implementation 
of the Hough technique more expensive in terms of both 
computer memory and time. In this work, a graph partitioning 
separates different populations of pixels [12]. Applied 
separately on each partition, the Hough transform in this case 
needs only to detect the co-ordinates (a,b) of the center;  the 
radius is then calculated by taking into account the perimeter of 
the object . 

 

C. Application of the Hough Transforms 
For each pixel (xi,yi) of a given population of pixels, the 

Hough transform associates a circle  in the Hough space with 
the co-ordinates (xi,yi). The radius was calculated previously 
using the length of the edges; the radius is the perimeter 
divided by 2ñ. 

    At the same time, the intersections of the circles are 
counted in an accumulator, and one is added for each cell 
crossed.  

    At the end of this process, the Hough space is analyzed 
by looking for the points with the maximum number of 
intersections. Relatives maxima correspond to the circles 
detected.  

IV. RESULTS 

Applied to the image of the edges, as shown in Figure 6, the 
Hough accumulator is obtained, as shown in Figure 7. 

 

 

Figure 7.   Hough accumulator. 

   The decision must take into account the highest value 
cell, which corresponds to the biggest inclusion. Thus, the 
lowest peaks are eliminated, depending on the precision 
needed. For this example, a threshold equal to half of the 
maximum peak was chosen. After detecting the coordinates of 
the other relative maxima, the corresponding circles were 
presented on the same image (Figure 8). 

 

        

Figure 8. Detected  inclusions. 

1005



V. CONCLUSION 

    In this work, the Hough Transform, a classical tool for 
pattern recognition, was applied to automatically detect 
inclusions in a structure, which are characterized by their 
circular forms. 

   Graph partitioning, which involves separating different 
populations of pixels, allowed us to leave the radius out of the 
parameters to consider.  With a reduction to two parameters 
(the coordinates of the centre), the Hough space shows most of 
circles corresponding to inclusions. The overall result is 
promising.  

REFERENCES 
[1] B. Eriksson and T. Stepinski, Ultrasonic Characterization of Defects, 

Part 2.  Theoretical Studies, SKI Report 95:21, Swedish Nuclear Power 
Inspectorate 1995.  

[2] M. Krause ; B. Milmann; F. Mielentz et al. “ Ultrasonic imaging 
methods for investigation of post-tensioned concrete structures: A study 
of interfaces at artificial grouting faults and its verification . Journal of 
Nondestructive Evaluation”, vol. 27, issue 1-3, pp. 67-82 sept 2008. 

[3] K. Mayer; Karl-Joerg L.; M. Krause et al . “Characterization of reflector 
types by phase-sensitive ultrasonic data processing and imaging“. Vol. 
27, Issue 1-3, pp. 35-45, Sept. 2008. 

[4] T.Stepinsky, Data representations for eddy current and ultrasonic 
Applications. Thesis, Uppsala University, 2000. 

[5] C .H Chen . “Advanced Image Processing Methods for Ultrasonic NDE     
Research “. World Congress of  Non Destructive Testing, Proc. 
WCNDT 2004 , Aug. 30-Sep. 3,2004, pp. 39-43. Montreal, Canada. 

[6] H.Maitre, “Uun Panorama de la Transformée de Hough“.  Revue 
Traitement      du signal, vol. 2, n° 4 pp. 305-317, 1985. 

[7] T. Merazi Meksen and B.Boudraa, M. Boudraa , “Automatic crack 
detection and characterization during ultrasonic inspection”. Journal of 
Nondestructive Evaluation, Vol.29, n°38, pp. 169-174 Sept.2010.   

[8] J.Moysan ,G.Corneloup ,”Detection et dimensionnement de défauts en 
imagerie ultrasonore ‘’, proc. of XIII the colloque sur le traitement du 
signal et d’images, pp. 181-184, Juan les Pins, GRETSI, 1991                                                         

[9] J.Moysan, “Imagerie Ultrasonore pour la Detection Automatique de 
Défauts en Contrôle non Destructif“, thèse de l’institut national des 
sciences appliquées de Lyon 1992. 

[10] P.Bolland, Traitement d’images ultrasonores: Application de la 
transformée de Hough aux échos de diffraction. Thesis 1999. 

[11] D.Ioannou, W.Huda, Circle Recognition through a 2D Hough Transform 
and radius histograming, Image Vision Compt, 17, 1999, pp. 15–26. 

[12] A.Gupta, “Fast and Effective Algorithms for Graph Partitioning and 
Sparse Matrix”, IBM Journal of Research and Development,1996. 

1006



System Identification and Robust Anti-windup Control for a
Helium Liquifier

Jing Na, Guang Li, Ryuji Maekawa and Luigi Serio

Abstract— This paper addresses the system identification
and advanced control of a helium (He) liquifier supplying
cooling power at liquid helium (LHe) temperatures (-269 ◦C).
To study the dynamic response to heat load variation, a He
liquifier simulation model is utilized. The main focus is to
regulate the discharge pressure of the compressor station to
guarantee stable system operation. System identification is
first conducted to obtain plant models, and a two degree
of freedom H∞ controller is designed to achieve regulation.
Moreover, saturation of the control valve is compensated via
an anti-windup technique, which is suitable for regulation
problem with disturbance rejection. The effectiveness of
the proposed control designs is demonstrated by dynamical
simulations in EcosimPro (EA International) software.

Index Terms— Helium liquefier, anti-windup, robust con-
trol, disturbance rejection.

I. INTRODUCTION

ITER [1] that is now under construction at Cadarache,
South of France is designed to demonstrate the scientific
and technical feasibility of nuclear fusion as a primary
source of virtually inexhaustible energy. It is the biggest
fusion energy research project, and one of the most chal-
lenging and innovative scientific endeavors in the world
today [2]. The machine requires high magnetic fields to
confine and stabilize the plasma. For such a facility, a
cryogenic system will be employed to cool-down and
maintain the superconductivity state of the magnets. The
ITER cryogenic system [3], [4] will be one of the largest
cryogenic systems in the world with a refrigeration capacity
of 65 kW equivalent at 4.5 Kelvin.

In cryogenic systems, various components (e.g. heat
exchangers, valves, turbines, compressors, etc.) are em-
ployed, and the associated controllers are required. To
facilitate the control design, several dynamic simulators
have been developed, e.g. C-PREST for LHD [5], PROCOS
for LHC [6], [7]. Based on dynamic simulators, some
advanced control methods have also been presented, for
example, internal model control (IMC) [8], nonlinear model
predictive control (MPC) [9] and other methods [10], [11].
In these schemes, the discharge pressure of the compressor
station (CS) is regulated to guarantee the stable system
operation. In [8] and [10], system identification method is
also utilized. However, the modeling uncertainties are not
explicitly considered in the control design and the potential
control valve saturation is not studied.

To address the aforementioned issues, this paper pro-
poses an alternative system identification and advanced

J. Na, R. Maekawa and L. Serio are with ITER Organization, Route de
Vinon sur Verdon, 13115 Saint Paul Lez Durance, France. {Jing.Na,
Ryuji.Maekawa,Luigi.Serio}@iter.org

G. Li is with School of Engineering, Computing and Mathematics,
University of Exeter, Harrison Building, Streatham Campus, North Park
Road, Exeter, EX4 4QF, UK. g.li@exeter.ac.uk

control design method. A helium liquefier simulation model
originally designed in [12] is employed as the plant to
be controlled. However, to facilitate the control design,
modifications on the CS control configuration have been
done (will be explained in Section II). Moreover, to study
the dynamic response of the liquefier, time-varying heat
loads are applied in the reservoir. The major focus of this
study is to regulate the discharge pressure of CS under
dynamic heat loads to sustain the system stability.

The frequency-domain system identification is conducted
to obtain the mathematical models, which are supposed to
cover system dynamics in a wide frequency band com-
pared to those models from the time-domain identification.
Then a H∞ robust controller [13], [14] is designed to
accommodate the modeling uncertainties. Moreover, to
recover the control performance in the presence of the
control valve saturation, a robust disturbance rejection anti-
windup framework (DRAW) recently developed in [15] is
employed. The salient feature is that the modeling uncer-
tainties and the disturbance rejection can be incorporated
into the AW compensator design and synthesis. Simulation
results in a commercial software, EcosimPro [16], are
provided to illustrate the performance improvement over
alternative approaches. Hence the main contribution of
this paper is to provide a systematic robust anti-windup
control design procedure for CS pressure regulation of
He liquifier with dynamic heat loads, based on frequency
system identification and advanced control strategies.

II. HELIUM LIQUIFIER

Commercial modeling and simulation software, Ecosim-
Pro [16], has recently been used for cryogenic simulations.
With this software, a cyo-library has been developed by
researchers [6], [7], [8] at the European Organization for
Nuclear Research (CERN). In this library, various cryo-
genic component models are constructed based on the mass
flowrate and energy balance and the helium properties are
obtained from the helium library HEPAK [17].

A. Helium liquefier model

A helium liquefier designed by CERN [12] is adopted
in this study. The liquefier consists of a warm compressor
station (CS) and a cold-box (CB) including two expansion
turbines (TU), four heat exchangers (HX), a LHe reservoir
and connecting pipes and valves. The overall process and
instrument diagram (P &ID) is depicted in Fig.1. The CS
model and CB model and their associated control structure
simulated in EcosimPro are shown in Fig.2 and Fig.3. The
entire model contains 1799 differential and algebraic equa-
tions (DAEs) with 157 derivatives, 21 boundary variables
and 10 control loops.
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Fig. 1. P&ID of cryogenic system.

Fig. 2. Compressor station model.

The compressor station compresses helium from 0.1
MPa to 1.3 MPa providing mass flowrate 100 g/s. The
discharge pressure or high pressure (HP) is regulated by
two antagonist valves: the discharge valve (CV180) that
removes the high pressure He into the buffer and a charge
valve (CV189) that charges the low pressure from the
buffer. It should be pointed out that in the original model
proposed in [12], two separated PI controllers with differ-
ent setpoints are utilized for valves CV180 and CV189.
However, in this study the control configuration of CV180
and CV189 is modified to reduce the complexity of control
design and to improve the performance. As shown in the
left top of Fig.1, the HP is regulated by controlling a
split-range valve with a deadband between MV=45%-55%,
where the deadband takes the controller output as the input
and the corresponding stem positions of the discharge valve
CV180 and charge valve CV189 as the outputs. In this case,
only one controller (i.e. HP Control in Fig.2) is required
for operating the valves CV180 and CV189 simultaneously.
Moreover, the low pressure (LP) is regulated by a bypass
valve CV100 connecting HP and LP.

In the cold-box (Fig.3), the inlet valves of turbines (TU1,
TU2) are controlled based on their input pressures and
the output temperatures. The Joule-Thomson (J-T) valve is
controlled taking the inlet pressure as the control variable.
The LHe level in the reservoir is regulated by means of an
embedded electrical heater with a PI control.

B. Control problem formulation

To simulate the dynamic response of the liquifier (as
shown in Fig.1), the time-varying heat loads are directly
applied in the reservoir [10]. In this case, the pressure

Fig. 3. Cold-box model.

fluctuations caused by the LHe evaporation (due to the
heat loads) may deteriorate the system stability or even
trigger instability (e.g. turbine trips) in the worst case. To
sustain system stability and the LHe product, as explained
in [11], several conditions should be guaranteed: 1) the
HP and LP need to be regulated at the a prior designed
constants (or within fixed intervals) to ensure the reliability
of compressor; 2) the LHe level in the reservoir has to stay
within an acceptable level to avoid drying or overflow.

To fulfil the requirement 1), we propose an alternative
control design strategy for the liquifier (Fig.1) to regulate
the HP of CS under dynamic heat loads. In particular, the
control valve saturation is considered via an anit-windup
(AW) compensator. Other control loops in the cold box are
operated with PI controls guaranteeing also condition 2).

III. PLANT MODEL IDENTIFICATION

As shown in Fig.1, the HP regulation can be achieved
by controlling the sliding valve (CV180/CV189). The heat
load applied in the LHe reservoir is taken as the disturbance
d(t), the HP of CS is taken as the output y(t), and the
position of sliding valve (CV180/CV189) is taken as the
input u(t) which is constrained within [0,100] (i.e. valves
should be opened between 0% - 100%). Then the overall
system dynamics can be described as

Y (s) = Gu(s)U(s)+Gd(s)D(s) (1)

where Y (s),U(s) and D(s) are the Laplace transform of
y(t),u(t) and d(t), respectively. The transfer function Gu
denotes the dynamics from the control input u to output
y and Gd denotes the dynamics from the disturbance d to
output y.

Note there are some nonlinearities (e.g. deadband) in
the system (Fig.1). For ease of system identification and
control design, linear transfer function (1) is used to
represent the main system dynamics and the modeling
uncertainties will be considered in the control design in
terms of robust control scheme. To obtain models Gu(s)
and Gd(s) under wide operation conditions, a frequency
identification method based on the correction analysis [18]
is adopted. The identification procedure is briefly summa-
rized as follows:
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Fig. 4. Process model Gu(s) (2) validation.

1) Apply sinusoidal signals u(t) = a1 +b1sin(ωt) as the
system input and/or d(t) = a2 + b2sin(ωt) as the distur-
bance with ai > 0,bi > 0, and then record the output y(t);

2) Conduct the correlation analysis for data set
(u(t),y(t)), t ∈ [0,T ] to deduce the auto-correlation func-
tions Ru(ω), Rd(ω), Ry(ω) and cross-correlation functions
Ruy(ω), Rdy(ω). Then calculate the magnitude Hu(ω),
Hd(ω) and phase φu(ω), φd(ω) corresponding to frequency
ω by using Ru(ω), Rd(ω), Ry(ω) and Ruy(ω), Rdy(ω).

3) Change the frequency ω , and repeat calculations 2)
for a number of frequencies in the studied frequency band.

4) Plot the magnitude and phase responses
φi(ω),Hi(ω), i = u,d versus frequency ω .

5) Derive the mathematical models from the plotted
Bode diagrams via the curve fitting method.

In this study, the signal u(t) = 51 + 10sin(ωt) with
ω=0.0005∼0.8 rad/s is used as the input and d(t) = 200+
80sin(ωt) Watt with ω=0.0001∼0.3 rad/s is employed as
the disturbance. 45 group of data sets for (u(t),y(t)) and
37 group of data sets for (d(t),y(t)) are recorded. Then
following the above identification steps, we can derive the
process model as

Gu(s) = Ku
(s2 +2ξ1ωn1s+ω2

n1)
s(s2 +2ξ2ωn2s+ω2

n2)
(2)

with ξ1 = 0.2, ωn1 = 0.002, ξ2 = 0.4, ωn2 = 0.0027, Ku =
4.5×10−4, and the disturbance model as

Gd(s) = Kd
s(1+ 1

T1s )(1+ 1
T2s )

(s2 +2ξ ωns+ω2
n )(1+ 1

1+T3s )
(3)

with Kd = 1.995 × 10−5, T1 = 0.0008 ,T2 = 0.05, T3 =
0.007, ξ = 0.6, ωn = 0.003.

For comparison, Fig.4 and Fig.5 provide the magnitude
responses versus frequency of process model (2) and dis-
turbance model (3). It is shown that the derived models
can capture main dynamics of the liquifier among the
studied frequency band, which illustrates the validity of
the proposed identification results.

IV. H∞ CONTROL AND ANTI-WINDUP COMPENSATION

In practice, there are usually unavoidable modeling un-
certainties based on process model (2) and disturbance
model (3) (as shown in Fig. 4 and Fig. 5). To accommodate
unmodeled dynamics, H∞ synthesis method [13], [14] is
used to design a 2-degree-of-freedom (DOF) controller
K(s). Moreover, since the sliding valve (CV180/CV189)
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Fig. 5. Disturbance model Gd(s) (3) validation.
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Fig. 6. Block diagram of the H∞ control for liquifier

can only be opened between 0-100%, an anti-windup
compensator [15] is further incorporated to compensate for
the valve saturation.

A. H∞ controller design

The scheme for H∞ controller design of the liquifier
is illustrated in Fig. 6. In this case, the plant model is
supposed to be an input-multiplicative uncertainty model

G̃u(s) = Gu(s)(1+Wm(s)Δ(s)), (4)

where the uncertainty ‖Δ(s)‖∞ ≤ 1 and Wm(s) is a weight-
ing function. This uncertainty represents unmodeled dy-
namics from the control input to output (e.g. difference
between the blue line and red line in Fig. 4). The uncer-
tainties from the disturbance to output is not considered
in H∞ controller design, since this uncertainty does not
influence the robust stability of the feedback control sys-
tem. A 2-DOF controller K(s) = [Kd(s),Ke(s)] is designed,
where Kd(s) is the feedforward controller and Ke(s) is the
feedback controller. The controller K(s) aims to minimize
the mapping from w = [d,r]T to z = [ze,zu], represented by
Tzw. In Fig. 6, the following relations hold

y = Guq+GdWdd +Guu,

u = Kdd +Kee, e = Wrr− y,

ze = Wee, zu = Wuu,

p = Wmu, q = Δp.

From the above relations, we can derive the following
equation for H∞ control synthesis⎡⎢⎢⎢⎣

p
ze
zu
d
e

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
0 0 0 Wm

−WeGu −WeGdWd WeWr −WeGu
0 0 0 Wu
0 Wd 0 0

−Gu −GdWd Wr −Gu

⎤⎥⎥⎥⎦
⎡⎢⎣ q

d
r
u

⎤⎥⎦
(5)
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Here the uncertainty weighting function is chosen as
Wm = 2s+0.05

s+1 , which represents an increase of unmodelled
uncertainties from 5% at low frequency to 200% above
1 rad/s. The tracking performance weighting function is
We = 0.25(s+0.4)

s+2×10−5 . The input weighting function is Wu =
20(s+0.025)

s+1 ; the magnitude of the weight increases above
0.025 rad/s to limit the closed-loop bandwidth. Those
weighting functions should be chosen as a tradeoff between
the tracking performance and input magnitude. The dis-
turbance weighting function is chosen as Wd = s+1

s+0.005 to
describe the high amplitude of the disturbance below 0.005
rad/s. The reference weighting function is Wr = 1. Using
these weighting functions, an H∞ controller is synthesized
using the commercial routine hinfsyn in robust control
toolbox of MATLAB�.
B. Anti-windup (AW) compensator design

In order to recover the performance during the control
valve saturation (due to the valve hardware constraints), a
separate AW compensator is needed [19], [20]. The AW
compensator only provides compensation for the control
signal when saturation occurs. In this paper, the AW
approach recently proposed in [15] is adopted, which
can explicitly incorporate the plant uncertainties and dis-
turbance rejection into synthesis, and thus can make a
tradeoff between the robustness and performance. The AW
approach proposed in [15] is based on the framework
shown in Fig. 7. It is assumed that the model has an additive
uncertainty Δa which is related to (4) by

Wa = GuWm (6)

The plant is G = [Gd ,Gu +WaΔ] and the controller K is
the H∞ controller designed in the last section. Suppose the
right co-prime factorization of Gu(s) is N(s)M−1(s), then
the AW compensator takes the form of[

M(s)E − I
N(s)

]
∼

⎡⎣ Ap +BpF BpE
F E − I

Cp +DpF DpE

⎤⎦ (7)

Here Gu ∼ (Ap,Bp,Cp,Dp) with Ap ∈ Rnp×np . F ∈ R1×np

and E ∈ R are the variables to be designed by the AW
synthesis approach. The input of the AW compensator is
the difference between the input and output signals of the
saturation operator, and the AW compensator provides two
compensation signals, which are added to the input and
output signals of the feedback controller. The essential
concept of this AW approach to minimize the L2 gain of

1
γd

∥∥∥∥∥ W
1
2

y yd

W
1
2

r u

∥∥∥∥∥
2

− γd‖d‖2 ≤ 0 (8)

while incorporating the saturation nonlinearity into syn-
thesis. In (8), the L2 gains of the mapping from the
disturbance d to yd and the mapping from d to u should
be minimized simultaneously. The mapping from d to yd
reflects the performance: a smaller yd can bring a better
performance; the mapping from d to u reflects the robust-
ness: a smaller u leads to a larger margin for robustness. Wy
and Wr are weighting matrices, which are positive diagonal
and used to tradeoff the gains of the two mappings.
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Fig. 7. Anti-windup framework with additive uncertainty

For completeness, the main steps for this AW compen-
sation synthesis procedure is presented (see [15] for more
theoretical background and [21] for a real application case.)
1) Compute a disturbance filter

Pd := (I −KyGu)−1([Kd ,wd ]+Ke[Gd ,0])

whose state space realization is (Ad ,Bd ,Cd ,Dd) with
Ad ∈ Rnd×nd .

2) Given the matrix variable P = PT > 0, solve γ∗d :=
minγd > 0 subject to LMI-1 in (9) and LMI-2 in (10)
to yield P∗ and γ∗d .

LMI−1 :
[

PAo +AT
o P+PWA +W T

A P WC +PWB
W T

C +W T
B P WD

]
< 0 (9)

with

Ao =
[

Ap 0
0 Ad

]
WA =

[
0 BpCd
0 0

]
WB =

[
BpDd 0 −Bp

Bd 0 0

]
WC =

[
0 CT

p 0
0 CT

d̃ DT
p 0

]

WD =

⎡⎣−γdInw DT
d DT

p 0
DpDd −γdInyW

−1
y −Dp

0 −DT
p −Γ

⎤⎦
and

LMI−2 :

⎡⎣AT
d P22 +P22Ad P22Bd CT

d
BT

d P22 −γdInw DT
d

Cd Dd −γdW−1
r

⎤⎦ < 0

(10)
Here the variables are the scalar γd > 0, diagonal matrix
Γ = diag(γ1, . . . ,γnu) > 0, and P is a symmetric positive
definite matrix with a structure

P :=
[

P11 P12
PT

12 P22

]
∈ Rnp+nd (11)

3) Substituting P∗ and γ∗d with some chosen diagonal
positive definite W , solve the LMI:

Ψ+HT ΛG+GT ΛT H < 0 (12)

for Λ, with Λ :=
[
F E

]
and

Ψ =

⎡⎣ AT
o P+PAo PBo +CT

doW̃ CT
po

BT
o P+W̃Cdo W̃Ddo +DT

doW̃ − γd Ĩnw 0
Cpo 0 −γdIny

⎤⎦,

H =
[

BT
p 0 −1 0 DT

p
]
diag(P,W̃ , I),

G =
[

Inp 0 0 0np×1 0
0 0 1 0 0

]
,

where W̃ =
[
W 0
0 1

]
, and

Bo =
[

0np×1 0np×1
0nd×1 Bd

]
Cdo =

[
01×np Cd
01×np 0

]
Ddo =

[
0 Dd
0 0

]
Cpo =

[
Cp 0

]
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Fig. 8. HP regulation steady-sate performance.
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Fig. 9. HP regulation transient performance.

Note that the possible algebraic loop issue (in case E = 1)
can be resolved using the idea as in [15].

V. SIMULATION AND DISCUSSION

A. Simulation in EcosimPro

To verify the proposed control method, real-time simu-
lation results in the software EcosimPro are given. Several
cases are simulated:
• Time-varying disturbance: The simulation is

first conducted with a time-varying heat load d(t) =
80sin(0.005t)+ 200 applied in the reservoir. Several con-
trol methods, PI control (PI), feedforward control (FF),
internal model control (IMC) and the proposed H∞ control,
are tested. Comparative simulation results are provided in
Fig.8 and Fig.9. It is shown that the IMC can achieve best
steady-state performance (i.e. smallest regulation error) and
transient performance (i.e. fastest convergence speed). It is
reasonable since the plant model and its inverse model are
all directly utilized in the control implementation. Among
other approaches, the H∞ control gives smaller transient
overshoot as well as the steady-state regulation error. The
PI control has similar transient to FF control but gives
larger steady-state error.
• Turbine trip: To evaluate the compensation for

the windup effect, simulations are also performed with
a turbine trip between 550-650Sec as [8]. Comparative
regulation results are depicted in Fig.10, for which the
IMC controller allows disturbances rejection with a faster
recovery speed. However, the IMC imposes aggressive
control behavior, i.e. with valve stem position fluctuations,
which is shown in Fig.11. On the other hand, the proposed
H∞ control with AW gives smaller overshoot and steady-
state regulation error and smoother transient performance
compared to FF and PI. For more details, the corresponding
controller outputs are also given in Fig.12, which shows
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Fig. 10. HP regulation performance with a turbine trip.
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Fig. 11. Sliding valve position with a turbine trip.

that the proposed H∞ control with the AW compensation
almost avoids the saturation issue, i.e. the control output is
within [0,100].

B. Discussion

From above simulations, it can be seen that the PI, FF,
IMC and the proposed H∞ control with AW have their own
characteristics:

PI control: It has a simple control structure for im-
plementation, and no plant model is used. Although the
disturbance rejection can be improved with high gains, the
oscillated transient is obtained or even the stability may be
lost in the worst case. Moreover, the integral windup will
degrade the control performance in the presence of control
constraints.

FF control: The disturbance model and the plant model
inverse are superimposed in the feedback control as an
extra compensation for the disturbance. Consequently, the
improved steady-state regulation can be expected. The
problem is that the disturbances are assumed to be precisely
measurable, and the plant models are assumed to be exactly
known. Moreover, the robustness to modeling uncertainties
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Fig. 12. Control output with a turbine trip.
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are not considered.
IMC control: The plant model and its inverse are

employed. Note in this paper the inverse model with
a low pass filter is used as the feedback control, such
that the disturbance rejection is guaranteed without any
information on the disturbance measurement and its model.
The robustness can be theoretically studied. Best output
regulation performance has been achieved among the tested
controllers. The complexity of the control design and
implementation is moderate. However, the utilization of
the model inverse as the feedback control action may
introduce high gain and thus cause unexpected fluctuations
and oscillation in the control actions (see Fig.11). This may
be further remedied by redesigning the feedback control.

H∞ control with AW: The modeling uncertainties can
be explicitly considered in the H∞ control synthesis, and
2-DOF feedback control also allows for the disturbance
rejection with guaranteed robustness and performance. The
valve control saturation is specifically compensated, which
can further improve the transient performance when satu-
ration occurs. However, a control with relatively high order
may be derived following this synthesis, and the subsequent
order reduction is necessary in the practical applications.

VI. CONCLUSIONS

System identification and advanced robust control is
studied for a helium liquifier to regulate the discharge
pressure of compressor station. Time-varying heat loads
are applied in the reservoir to simulate dynamic responses.
An anti-windup framework is adopted to compensate for
the control valve saturation.

Comparative simulations conducted in the software
EcosimPro reveal that the proposed robust AW control
scheme works well in the presence of control valve sat-
uration. It gives designers more freedom to tradeoff the
robustness and performance (i.e. the modeling uncertainties
and disturbance rejection are explicitly considered in the
control synthesis). However, the control order reduction
needs to be studied before applying this control scheme
to actual system. On the other hand, among the tested
controllers (PI, FF, IMC and H∞), IMC can achieve good
regulation and disturbance rejection performance in terms
of transient and steady-state. Nevertheless, the possible
high gain control due to the model inverse may trigger the
valve saturation and thus result in aggressive control ac-
tions, which may be overcome by redesigning the feedback
control part. Moreover, the frequency-domain identification
approach provides fairly precise models that cover system
dynamics among a wide frequency band.
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Abstract: The control of exothermic chemical batch reactors 
has received much attention in literature over the years for 
their increasing importance in manufacturing industries and 
also the unique quality control challenges that they provide. 
However, most of the control schemes proposed to deal with 
these challenges make use of models that implicitly control the 
product quality. For example it is assumed that a control 
scheme that successfully regulates the reactor temperature 
along an apriori calculated optimal profile should imply 
satisfactory quality trajectory control. In this paper it is shown 
that this assumption is not robust enough to deal with some 
kinds of disturbances that may occur during the batch. It is 
also shown that product quality control can be greatly 
improved by proposing a new control scheme that makes use 
of NIR spectroscopic measurements as feedback information 
for a quality control system. The results of two controllers 
using this scheme are compared with a more widely used 
implicit control strategy in two test cases with unmeasurable 
system disturbances. 
Keywords: Batch process, Near Infrared Spectroscopy 

I. INTRODUCTION 
Batch and semi-batch processes are gaining increasing 
importance in manufacturing industries. Due to the flexibility 
they offer they are prevalent in the polymer, pharmaceutical 
and specialty chemicals industries where the focus is on the 
production of low-volume, high-value added products. An 
example of a batch process is the chemical batch reactor 
where the batch operation consists of charging the reactor, 
controlling the reactor temperature to meet some processing 
criterion, shutting down and then emptying the reactor. There 
is a steady increase of heat required during the initial phase of 
the batch to obtain the desired reaction temperature after 
which appropriate cooling is required to maintain the required 
temperature for the remainder of the batch [1, 2]. Previously 
not much attention was paid into how the reactor temperature 
reached the desired set points. However, due to work done on 
obtaining optimal reactor profiles so as to increase the yield of 
the desired product, research work subsequently focused on 
trajectory tracking control of batch reactors [3-5]. 
 
However, challenges occur when trying to implement reliable 
trajectory tracking control systems in batch processes due to 
the absence of steady state operation which requires the 
controller to track a highly transient profile within a short 
operating regime [6]. Some other unavoidable inherent 

characteristics include presence of time-varying and nonlinear 
dynamics, multitude of unmeasured disturbances such as 
concentrations of various raw materials, and the presence of 
irreversible behaviour which all inevitably affect the reliability 
of overall quality control [7]. There has been quite a bit of 
literature dedicated to improving the quality of control in this 
regard. For instance, the capability to track the optimal 
reference profile of the reactor temperature for various kinds 
of dual-mode controllers was compared in [1]. Also, a 
multivariate control strategy based on empirical dynamic PCA 
models for the trajectory tracking of the optimal profile was 
developed in [8]. 
 
All these publications however, have been based on the 
assumption that the successful regulation of the reactor 
temperature should result in good control of the quality of the 
desired product. However, even if the adequate temperature 
control system is in place and the reactor temperature does 
follow closely its reference profile, there is no guarantee that 
the final product will meet its specifications [9]. For example 
if a disturbance occurred that altered the dynamic relationship 
between the product quality and the reactor temperature, the 
production of the product quality will depreciate despite 
successful regulation of the reference temperature profile. 
Hence, the control objective should be focused on controlling 
variables that are more directly related to the product quality. 
 
In a quite a number of process industries, Near-infrared (NIR) 
spectroscopic measurements are widely used in providing a 
more direct quantification for the quality of the product. NIR 
spectroscopy is based on the absorption of electromagnetic 
radiation at wavelengths in the range 780–2500 nm [10]. This 
frequency range covers mainly overtones and combinations of 
the lower-energy fundamental molecular vibrations making 
the NIR intensities significantly weaker than the fundamental 
bands from which they originate [11]. Thus, the low molar 
absorptivity of NIR bands permits operation in the reflectance 
mode and hence the non-destructive recording of spectra of 
solid samples with minimal or no pre-treatment, thereby 
substantially increasing the throughput [12, 13]. Uses of NIR 
spectroscopy are widespread in the pharmaceutical industry to 
test raw materials, control product quality and monitor 
processes [12-15]. NIR analytical techniques have also found 
popularity in the food industry being routinely used for the 
compositional, functional and sensory analysis of food 
ingredients, process intermediates and final products [10]. 
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Hence, the integrity of the quality of information provided by 
the NIR spectra can be exploited as essential feedback 
information used by the control system to enable enhanced 
quality production.  
 
In this paper a quality control scheme that uses NIR 
spectroscopic measurements for the control of an exothermic 
batch reactor is proposed. In addressing the evident problem 
of dealing with the enormous amount of NIR spectra data two 
different controllers were designed and both compared with a 
conventional implicit reactor temperature controller using two 
different case studies. 
 

II. METHODLOGY 

A. Introducing NIR Measuring Point 
The most widely used method of controlling exothermic batch 
reactors involves regulating the reactor temperature along an 
optimal profile which has been calculated offline. The 
intention being that this optimal profile will help yield the 
product quality trajectory that maximises the conversion of the 
desired product. One of the most common forms of this 
implicit control scheme is the Temperature Cascaded Control 
(TCC) shown in Fig 1. TCC uses cascade control for the 
control of the reactor temperature. The slave controller 
controls the jacket temperature, whose setpoint is determined 
by the reactor temperature controller. 
 
It can be observed in Fig 1 that the control loop is closed with 
the reactor temperature and hence will only reject disturbances 
that occur within the loop (md1) i.e. on G1. An example of this 
disturbance could be a change in the heat transfer coefficient. 
However, when dealing with disturbances occurring outside 
this loop (md2), i.e. on G2, the regulation of the reactor 
temperature proves incapable of tracking the desired trajectory 
for product quality. The reason being that the disturbance md2 
changes the underlying relationship between TR and MABCD; 
hence the reactor temperature trajectory ought to change to 
yield the desired conversion of Mc. The best way of solving 
this problem is to introduce a new measuring point in the 
reactor that measures a variable that is directly related to the 
product quality, thus enabling the incorporation of another 
control loop using this new variable as feedback as  shown in 
Fig 2.  
This relationship ensures that the setpoint to the reactor 
temperature is dynamic, as opposed to the TCC scheme. In 
this paper the NIR spectroscopic measurements are used as 
this feedback information. 
 

 
Figure 1: Block diagram of Temperature Cascaded Control on Batch Process 
 
 

 
Figure 2: Block Diagram of Batch Process producing NIR Spectra 
 

B. Creation of Artificial NIR Spectra 
The measured NIR Spectra is constructed under the 
assumption of Beer-Lambert Law for low concentration 
absorption media. This law enables us to obtain the NIR 
Spectra as the weighted sum of the individual linear mappings 
of the concentrations through their respective ‘pure NIR 
spectra’ [16]. These individual linear spectral mappings 
represent the NIR spectra of each component. And their sum is 
the NIR spectra of the entire batch run. 
Assuming a matrix M � �Ú�¤ which contains m different 
compounds for N number of samples in a batch run and � � �k�¤�  as the pure spectra matrix for these compounds with A 
number of wave channels, then a complete batch of NIR 
Spectra (NIR ��Ú�k) can be calculated according to: 
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In order to obtain the pure spectra, an artificial spectra 
generator was designed to create pure spectra not related to 
any particular compound but sufficiently shaped to resemble 
forms of common pure spectra used in industry.  
It was observed with non-artificial pure spectra that quite often 
the ‘spectral peaks’ were very similar in shape to standard 
Gaussian distribution. This basic assumption was essential in 
developing the code that would produce reasonable pure NIR 
Spectra for the purposes of the case studies considered in this 
paper. 
Therefore in order to use this code in constructing a particular 
pure spectrum the following would need to be specified: the 
desired number of spectral channels (or wave numbers), the 
number of Gaussian distributions and the maximum and 
minimum widths (i.e. the width range) of these ‘bell-shaped’ 
Gaussian distributions. With randomly selected wave channels 
acting as mean centred positions (μ) and with standard 
deviations (�) also randomly chosen from the Gaussian width 
range, each Gaussian was generated on single a spectrum 
using the Gaussian function: 
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where x  represents the individual wave numbers.  
The normalised sum of all these spectra incorporates all the 
individual Gaussians and thus forms a single pure NIR 
Spectrum. This procedure is repeated for as many compounds 
are present in each specific simulation. An example of 
artificially generated pure spectra for four compounds is 
shown in Fig 3. 
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Figure 3: Sample of Artificially generated pure NIR Spectra 
 

C. Quality Control Methodology 
1) NIR Data Reduction for SISO Control 

The control scheme used to regulate the product quality is 
achieved by closing the loop at the new NIR spectra 
measuring point as shown in Fig 4. 
When closing the new control loop a new block Y is included 
because of the large amount of feedback information that is 
typical of NIR measurements. In this scheme block Y is used 
to reduce the number of variables that is fed back to the new 
quality controller Cq. In this paper, in which a SISO 
simulation is considered for the case study example, block Y 
represents two different data reduction techniques.  
 
The first method of data reduction is a wavenumber-selector in 
which the most appropriate wavenumber for control is used. 
The selection of the appropriate wavenumber is very 
important because a wrong selection will lead to very poor 
control. One way of selecting the most appropriate 
wavenumber to control is by selecting the peak amplitude 
occurring in an NIR sample. However, this approach is based 
on trial and error. In this paper, the wave number from the 
NIR reference spectra with the largest variance was used. The 
reason for this choice is that the highest varying wavenumber 
will contain the best qualitative information of G2 and also the 
highest amplitude does not necessarily imply the highest 
varying wavenumber as shown in Fig 5. 
The second data reduction technique used was making block Y 
a Principal Component Analysis (PCA) model. This reduces 
each fed back NIR spectrum into a specified number of latent 
PCA variables based on the extraction of the largest possible 
variance in the data set.  

 
Figure 4: Quality Controller implemented on Batch Process using NIR 
Spectral measurements 

 
Figure 5: Single NIR spectrum and variation spectrum of entire batch spectra 
 
In the case study of this paper, the results of controllers using 
these two choices of Y were compared with that of TCC.  
 

2) Deviation Control 
Finally, rather than tracking the selected NIR reference 
wavenumber or the corresponding PCA score trajectory the 
control requirement in this quality control loop is to minimise 
the deviation from the quality variable trajectory. This takes 
into account the advantage of possessing the nominal reactor 
temperature trajectory which is subsequently added to the 
setpoint of the quality controller. Quite often the Achilles heel 
of trajectory tracking control is the wide operating range that 
the process variables cover during the batch. 
By subtracting this dominant transient from the NIR spectrum 
before feedback the control requirement is in effect reduced to 
a less complex setpoint tracking and causes the speed of the 
controller’s response to increase. In other words the batch 
control problem becomes similar to a continuous control 
problem. 
 
 

III. CASE STUDY 

A. Specification of Model 
As a benchmark case to test the control scheme shown in Fig 
4 on, modifications were made to the nonlinear exothermic 
batch reactor model used by Cott and Macchietto [2] 
(schematically shown in Fig 6) to incorporate NIR Spectral 
measurements. This model has also been used by Aziz [1] and 
all of the model parameter values are the same as used in the 
latter paper except for the time constant of the jacket 
temperature TJ (�À) which is now 5mins as opposed to 3mins 
and the rate constant 1 for reaction 1 (k1

1) was changed from 
20.9057 to 20.8057. The sample time is 30s.  
The control objective in the initial papers that have used this 
model is to control the reactor temperature by adjusting the 
setpoint to the inlet jacket temperature. 
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Fig 6: Schematic of a chemical batch reactor [17] 
 
The reactions taking place are as follows: 

1R

A B C+ →            (3) 
2R

A C D+ →            (4) 
Where A and B are the raw materials, C is the desired product, 
D is the waste product and Ri is the reaction rate for reaction i. 
The dynamic equations of the process that form block G2 are: 
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R R
dt
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Where Mi (kmol) is the number of moles for component i, ki

j is 
rate constant j for reaction i and block G3 which converts raw 
materials and products into a combined NIR Spectra is as 
given in equation (1). 
The reader is referred to the original publications for a more 
complete description of the model which include the 
description of block G1. 
 

B. Test Case Description 
The evaluation of the performance of the three controllers will 
be carried out on two different test cases. The controllers to be 
compared are:  
a) TCC (PID)  
b) Wn-PID (i.e. Cq being a PID controlling a single wave 
number)  

c) Sc-PID (i.e. Cq being a PID controlling the first PCA score 
only). 
The two simulated test cases are to evaluate the controllers’ 
ability to reject disturbances occurring at G1 (md1) and G2 
(md2) respectively: 
 
TEST 1: A drop in the heat transfer coefficient, which occurs 
due to deterioration of the thermal jacket over a period of time 
and causes a change in the operating conditions. This will test 
the robustness of the controllers in reacting to a change in an 
unmeasured parameter. 
 
TEST 2: A 2% increase in the rate constant 1 for reaction 
1(k1

1). This causes a disturbance in the reaction rate of 
reaction 1 and therefore fundamentally changes the model 
relationship between the reactor temperature and the reactants 
(and hence products) for which the controllers were nominally 
designed for. 
 

C. Controller Assessment 
Performance Index (PI): Under most industrial applications 
constructing a PI using the measurement of MC is not feasible 
due to the extremely high cost of purchasing quality analysers. 
However, because a simulation example is being used it was 
convenient assessing the performance of the controllers using 
MC and at the same time easily adapting this PI to the NIR 
spectra as well.  
 
The MAE (mean absolute error) of the MC of each controller 
from the nominal trajectory was calculated as follows: 
 

( ) ( )C CN
iC

i iM M
NMAE −

�=              (13) 

 
The same was calculated for all the wavenumbers of the NIR 
spectra. And to combine these metrics into a singular measure 
(MAENIR) the square root of the sum of the squared scaled 
mean absolute errors was used. 
 

D. Results and discussion 
TEST 1: Fig 7 and Fig 8 show the responses of all three 
controllers to a change in the heat transfer coefficient. When 
the heat transfer coefficient decreases there is less flow of heat 
from the inlet jacket to the reactor which results in a rapid rise 
in the reactor temperature. The controllers are required to 
respond quickly to this change to avoid a large overshoot of 
the reactor temperature which would cause the off-
specification production of the desired product. In both Fig 7 
and Fig 8 it is observed that the quality controllers responded 
quicker to this change than the TCC. The extra control loop 
enables additional product quality-related feedback 
information to the jacket temperature and a quicker adjustment 
than that of the TCC.  
Also, of the two quality controllers Fig 7 and Fig 8 show that 
the Sc-PID reacts more rapidly to the disturbance when 
compared to the Wn-PID. This is due to Sc-PID using 
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information that more comprehensively represents the system 
dynamics of the reactor than the Wn-PID. This advantage is 
clearly represented in Fig 7b where the output of Sc-PID 
signals a further and quicker lowering of the jacket 
temperature than the Wn-PID. The effect of this as seen in Fig 
8a is a lower jacket temperature drop particularly at the end of 
the heating phase of the reactor, resulting in a lower reactor 
temperature overshoot and better tracking of the optimal 
profile. Overall, the effect of tracking the desired product 
trajectory is shown in Fig 8b to be significantly better when 
using Sc-PID and the performance indices in Table 1 show 
considerably lower values for the quality controllers –with Sc-
PID being the lowest –than that of the implicit TCC. 
 
TEST 2: Fig 9 and Fig 10 give the responses of all three 
controllers to a disturbance in the reaction rate due to an 
increase k1

1 responsible for producing C. With this disturbance 
occurring at G2 in Fig 4, the TCC lacks any essential feedback 
data informing it to adjust the reactor temperature to suit the 
new dynamic relationship. Therefore as shown in Fig 9a the 
TCC successfully tracks the now sub-optimal profile which 
results in very poor tracking of the desired product trajectory 
and a selected wavenumber (80) as show in Fig 10a and 10b. 
Using an implicit product quality control scheme (such as 
TCC) essentially loses the batch in such conditions. Whereas 
the product quality-related information supplied by the NIR 
spectroscopic measurements enables the quality controllers to 
create a new optimal trajectory for the reactor temperature as 
seen in Fig 9a. By reducing the overall temperature of the 
reactor in the presence of the disturbance there is a closer 
tracking of the quality variables as seen in Fig 10a and Fig 
10b.  
 
 

 
Figure 7: a) Responses to change in heat transfer coefficient in Reactor 
Temperature and b) Quality controller outputs 
 

 
 
Figure 8: a) Responses to change in heat transfer coefficient in Jacket 
Temperature and b) Deviation from nominal trajectory in MC 
 
 
However, a much better performance of the Sc-PID in 
comparison to the Wn-PID is again noticed. There is a much 
quicker and settled response to the presence of this disturbance 
from the Sc-PID when observing the quality controller outputs 
of Fig 9b. The reason for this once again is that the first PCA 
score, which reflects the entire NIR Spectra, contains a lot 
more system information than any single wave number even 
when it is the highest varying wavenumber used. 
These performances are again reflected in the MAE values of 
Table 1. The quality controllers far outperform the TCC, with 
the Sc-PID also proving to be better than the Wn-PID. It is 
worth noting that when the same test was carried out with Wn-
PID to control the peak wavenumber (i.e. Wn239) as opposed to 
the highest varying wavenumber (i.e. Wn80), the performance 
index values returned were MAEC = 0.7216 and MAENIR = 
0.4809 for Wn239. This very poor performance highlights the 
need to ensure the appropriate selection of a wavenumber. 
 

 
Figure 9: a) Responses to reaction rate disturbance in reactor temperature 
and b) Quality controller outputs 
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Figure 10: a) Responses to reaction rate disturbance in MC and b) 
Wavenumber 80 
 

IV. CONCLUSION 
This paper has investigated the use of NIR spectroscopic 
measurements as feedback for trajectory tracking of the 
product quality of exothermic batch reactors. This provides a 
more direct form of tracking the desired product quality as 
opposed to the implicit form of quality control quite often 
employed. 
Instead of the control objective being the trajectory control of 
the reactor temperature, the objective was modified to 
minimising the deviation of a product quality related variable 
from its nominal trajectory. This scheme not only enables the 
controller to respond to various disturbances affecting 
different components of the reactor dynamics, but also greatly 
increases the speed of the controller’s response as well. 
These were shown by comparing the results of a standard 
Temperature cascade control (TCC) scheme with two 
controllers that utilise NIR spectra as feedback information. 
The first of these two controllers is Wn-PID, which minimises 
the deviation of the highest varying wavenumber of the 
nominal NIR batch from its setpoint trajectory, and the second 
being Sc-PID, which minimises the deviation of the first PCA 
score from its nominal trajectory. The results of the two tests 
carried out reveal that the quality controllers far outperform 
the TCC. However, the Sc-PID consistently outperformed 
Wn-PID owing to the fact that the first PCA score contains 
significantly more information than any single wave number. 
 
Disturbance Type Controller MAEC MAENIR 

HTCC 

TCC 0.0459 0.0256 

Wn-PID 0.0197 0.0097 

Sc-PID 0.0038 0.0020 

RR-disturbance 

TCC 0.7103 0.4009 

Wn-PID 0.2802 0.1258 

Sc-PID 0.0778 0.0318 

 
Table 1: Table of Mean absolute errors (in MC and NIR) for the controllers 
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Abstract —The dynamics of large scale circulating fluidized bed 
(CFB) boiler power plant shows the behaves of large time delay, 
complex coupling and nonlinearities, which brings difficulties for 
controller design to improve the plant performance. This paper 
firstly introduces a well-established and validated nonlinear 
model of a 300MWe CFB power plant, and then the model is 
simplified through analysis and approximation which could show 
clearly the reason of difficulties associated with controller design. 
It is found that the coupling and nonlinearity mainly come from 
the opening of main steam governing valve under various load 
conditions, and it is hard to completely decouple the 
multivariable system. To avoid the difficulties of decoupling, a 
decentralized PID control system is finally proposed to control 
the unit power and main steam pressure after nonlinear model 
transformation. The simulation results show that the control 
system has improved dynamic performance in load reference 
tracking for a wide range of load changes, and also good 
disturbance rejection to the coal quality variation. The analysis 
and control in this paper provide the first step to move forward 
for future control quality improvement and advanced control 
strategy study.   

Keywords- CFB control; nonlinearity; decentralized control; 
PID controller 

I.  INTRODUCTION 
As one of the promising clean coal utilization technologies, 

the circulating fluidized bed (CFB) boiler has gained rapid 
development in recent years [1]. Compared with traditional 
pulverized coal-fired (PC) power plant, CFB power plant offers 
the distinct advantages such as more fuel flexibility, lower 
pollution emission, wider operation range and higher 
combustion efficiency. Meanwhile, the wider operation range 
and complicated combustion process brings more nonlinearities 
into the unit dynamics. Since the heat release of coal 
combustion goes through repetitious circulating, the time delay 
and inertia from fuel disturbance of CFB boiler to the unit load 
fluctuation is much longer than those of PC power plants. And 
similar to the PC power plant, both of the fuel feed flow rate 
and governor valve position of steam turbine have prominent 
influences on the main steam pressure and unit power output 
simultaneously. Thus, the control of a CFB boiler power plant 

is a more challenging task than that of PC power plant, 
especially for its coordinated control system. 

There are many advanced control strategies reported on the 
coordinated control of thermal power plants, such as active 
disturbance rejection control [2-3], nonlinear control based on 
approximate or exact feedback linearization [4-5], gain 
scheduling control [6], intelligent algorithm-based optimization 
control [7], etc. Most advanced control strategy simulation 
shows satisfactory control performance, but in fact it is hard to 
be implemented in the real power plant due to its complicated 
control design procedure or inconvenient tuning method. In 
addition, their applications to CFB power plants are rarely 
reported.  

PID control is the most widely used control strategy in real 
control engineering of thermal power plants, usually merged 
with some amelioration elements such as unit load feed-
forward compensations and nonlinear elements if necessary. In 
recent years, direct energy balance (DEB) control is very 
popular in coordinated control of thermal power plants in 
China. By integrating gain scheduling principle to eliminate the 
static gain nonlinearity [8], it can balance the turbine energy 
demand and boiler heat supply, and consequently improve the 
control performance under load variations. But the parameter 
tuning of DEB is of great dependence on engineers’ experience 
and it is time-consuming to obtain final energy balance [2]. 

Since there is currently no well-accepted coordinate control 
strategy for CFB power plants, it is important to test any new 
control strategy in simulation using a full-scale verified 
nonlinear dynamic CFB power plant model before it can be 
implemented in practice. Some nonlinear models have been 
developed for CFB power plant in the last twenty years, and 
they are valuable in understanding the complex mechanisms of 
CFB process. However, those models have given very limited 
contributions to control system design or control engineering 
practice. The main reason may be that the modeling motivation 
is not for control study so that its dynamics has not been 
validated in the full load operation range to reveal the 
characteristic of nonlinearity, coupling, large time delay and 
high order inertia quantitatively. In addition, large scale CFB 
power plant has just accomplished its demonstration several 
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years before, so its modeling and control problem is still under 
investigation.  

In this paper, a well-established nonlinear model of 
300MWe CFB power plant in [9] is introduced. The model was 
built up to facilitate the coordinated control field adjustment. 
After reasonable model structure selection and model 
parameters identification, the nonlinear model is validated by 
using various load operation data in a real 300MWe CFB 
power plant. Thus it can be used to explore the coordinated 
control design of large scale CFB power plants. 

The organization of this paper is as follows. In section II, 
we give an introduction to the nonlinear model of CFB power 
plant. In section III, the nonlinearity of CFB model is analyzed, 
followed with model approximation and reconstruction. In 
Section IV, the decentralized nonlinear control system is 
designed, and simulation results are presented in Section V to 
show its control ability on load reference tracking and coal 
quality disturbance rejection. Finally, the conclusion is given in 
section VI. 

II. A NONLINEAR MODEL OF 300 MWE CFB POWER UNIT  
Based on a nonlinear boiler-turbine model structure 

proposed in [10], a nonlinear boiler-turbine unit model for a 
300MWe CFB power plant is developed [9] in Simulink to 
facilitate field commissioning of coordinated control system. 
The model structure is shown in Fig.1, and Tab. 1 gives the 
symbol annotations. 
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Figure 1. Nonlinear model structure of 300MWe CFB power plant 

TABLE I.  SYMBOL ANNOTATION 

Symbol Annotation  

M  Fuel flow rate 

Tμ  Opening of steam turbine governing valve 

TP  Main steam pressure 

EN  Generator output power 

bD  Heat produced in boiler 

bP  Drum pressure 

tD  Steam flow rate generated by boiler 

TD  Inlet steam flow rate of turbine 

1P  First stage pressure of turbine 

Symbol Annotation  

210 ,, TTT  Time constants 

bC  Heat storage coefficient 

mC  Volume storage coefficient 

6,,1
),(
�=i

xfi  Nonlinear mapping functions  

321 ,, xxx  Intermediate state variables 
 

In Fig.1, nonlinear mapping function 6,,1),( �=ixfi  is 
used to depict the static gain nonlinearity with load condition 
changes. They are identified by using the full-scope operating 
data of a real 300MWe CFB power plant [9]. The time 
constants 210 ,, TTT and coefficients bC , mC  are also identified 
from operating data of the same power plant in transient 
processes. Their values can be found in Appendix Tab. II and 
III. 

Denote the system state X and output variable Y  as:   
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then the CFB model shown in Fig. 1 can be expressed as 
follows: 
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T
86 ],[ xxY =     (4) 

Obviously, it is a nonlinear model due to the involvement of 
six nonlinear gain functions 6,,1),( �=ixfi . 

To ensure that the power units can response quickly to grid 
load demand while maintaining the key parameters within their 
permitted limits, the coordinated system of a CFB boiler power 
plant should manipulate the control variable M  and Tμ to 
meet the following specifications:  

1020



(1) For a variable load reference, the unit load should 
follow load reference closely, and the main steam 
pressure fluctuation should be as small as possible. 

(2) For a fixed load reference, the internal disturbance 
from combustion system should have little influence 
on the main steam pressure and unit load.  

III. MODEL APPROXIMATION 
By plotting all the nonlinear mapping functions 

6,,1),( �=ixfi , it is noticed that the nonlinearities associated 
with 6,5,2,1),( =ixfi  are very close to linear relationship, so 
they can be linearized as:  

6,5,2,1,)( =≈ ixkxf ii ,   (5) 

where 6,5,2,1, =iki  are constant coefficients. In this way, the 
nonlinear model (3)(4) can be approximated as: 
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The simplified model is still a nonlinear model, and now 
the nonlinearity mainly comes from )()( 34 TT fPf μ , especially 
the opening of governor valve Tμ for the fixed pressure 
operation. 

We select a new control input TD  instead of Tμ  as:  

)()( 334 TT fxfD μ= ,    (8) 

and substitute (8) into (6), then we have 
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Thus the nonlinear model (6)(7) can be rewritten in a linear 
state space representation as follows: 
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[ ]TTDMU =     (14) 

IV. CONTROL SYSTEM DESIGN 
Both of the controllability matrix and observability matrix 

of system (10-14) have full rank, so the system is completely 
controllable and observable, a full-state feedback controller can 
be designed to move the initial states to any specified condition 
in a finite time interval without considering input constraints. 
Considering the motivation of control system implementation 
in the real CFB power plants, only PID controllers are adopted 
in this paper instead. 

For linear system (10-14), a two-input-two-output transfer 
matrix can be derived as follows: 
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It has a half-decoupled structure, so a local controller can 
be tuned separately for the second loop )(22 sg . Here a PID 
controller is employed for the sake of simplification: 
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so that the open-loop transfer function of second loop 
approximates as  

s
k

scsgsg p
o

2
2222 )()()( ≈=   (18) 

For the first loop, it is hard to compensate completely the 
disturbance from TD  to TP  owning to the realization 
difficulty of decoupling transfer function as well as input 
constraints. An approximately decoupling controller, such as P 
or PD controller can be designed to obtain partly decoupling if 
necessary. Here, a PI controller is designed for the first loop to 
explore the ability of decentralized control structure:  

s
k

ksc i
p

1
11 )( +=  ,   (19) 

The above two controller parameters are tuned as:  

501 =pk , 1.01 =ik , 12 =pk , 10=fT .   (20) 

The closed-loop control structure of CFB coordinated 
control system is shown in Fig. 2. Since the first loop output 

TP  is used to derive the second loop control action Tμ , so it is 
actually a partial decoupled control system even if it is 
represented in  a simple decentralized structure.  
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EN

TP

TD

0TP

E0N
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),( TT PDf Tμ)(2 sc

)(1 sc

 
Figure 2. Control structure of CFB unit control 

From the nonlinear mapping functions in Appendix, it is 
clear that nonlinear function )(),( 43 xfxf  are both monotone 

increasing functions with constraints, their inverse functions 
exist in region of interest. Then it is realizable to derive the real 
control action Tμ from TD  and TP  as follows: 

)](/[),( 4
1

3 TTTTT PfDfPDf −==μ   (21) 

V. SIMULATION RESULTS 

A. Change load reference  
Starting close-loop simulation from 210 MWe (70% load), 

at 1000 s the load reference increases to 250 MWe with a rate 
of 0.3 MWe/s, and at 5000 s the load reference decreases to 
170 MWe with a rate of 0.3 MWe/s. The dynamic responses of 
power output and main steam pressure are shown in Fig. 3(a)-
(b). It can be found that the load output can rapidly follow its 
reference closely, while keeps the disturbance on main steam 
pressure within a small range of ±1 MPa. The dynamics of fuel 
flow rate and valve opening are also given in Fig. 3(c)-(d), they 
behave relatively smooth.  
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Figure 3(a)  Load output response 
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Figure 3(b)  Main steam pressure response 
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Figure 3(c) Fuel Flow rate response 
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Figure 3(d)  Valve Opening response 

A simulation of larger load reference change is conducted, 
which is not shown in this paper for length limits. The 
simulation results indicates that the coordinated control system 
shows similarly good load following capacity without retuning 
the controller parameters for the situation that the manipulation 
of fuel flow rate and valve opening do not reach their limits.  

B. Dynamics at fuel flow rate disturbances  
The coal quality variation will influence the operation of 

power plant greatly by bringing uncertainty to control system. 
Here, the coal quality variation is treated as a fuel flow rate 
disturbance. Firstly a step fuel flow rate disturbance of -50 t/h 
at 1000 s is conducted, then followed with a step fuel flow rate 
disturbance of 100 t/h at 5000 s, Figure 4(a)-(d) illustrate the 
dynamic responses of unit load, main steam pressure, fuel flow 
rate and valve opening.  

It is obviously that the coal quality disturbance has no 
influence on load output owning to the rapid opposite direction 
manipulation of valve opening. Since the disturbance is added 
directly to the fuel flow rate, the main steam pressure shows 
obvious departure from setpoint value and has a positive 
correlation with the amplitude of fuel flow rate disturbance. 
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Figure 4(a) Load response at fuel flow disturbance 
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Figure 4(b) Main steam pressure response at fuel flow disturbance 
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Figure 4(c)  Fuel Flow disturbance 

0 2000 4000 6000 8000 10000
30

40

50

60

70

80

90

100
V

al
ve

 O
pe

n(
%

)

Time(s)  
Figure 4(d)  Valve Opening at fuel flow disturbance 

VI. CONCLUSION 
In this paper, a well-established and validated nonlinear 

model of a 300MWe CFB power plant is introduced and 
analyzed to reveal its control difficulty. It is found that the 
nonlinearity firstly comes from static gain changing with load, 
then from the opening of steam turbine governing valve. After 
some model approximation, it is still hard to fully decouple the 
two-input-two-output system. Then a decentralized PID control 
is designed to control the unit load and the main steam pressure 
by defining a new control variable and transforming the 
nonlinear model into a linear formula. Simulation results show 
that the control system has good performance in load reference 
tracking for a wide load change in operation conditions, and 
also good disturbance rejection for the coal quality variation. 
The analysis and control in this paper is the first step to move 
forward for future control quality improvement and advanced 
control strategy study. 
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APPENDIX I 

TABLE II.  NONLINEAR MAPPING FUNCTION PARAMETERS FOR A  300MWE CFB MODEL[9] 

Function Parameter Value 

)(1 xf  

)t/h(M  0 40 60 80 100 120 140 160 180 200 220 

)t/h(bD  0 127.3 202.9 295.8 405.5 496.1 583.2 664.3 763.6 858.4 915.1 

)(2 xf  
)MPa(Tb PP −  0 0.15 0.3 0.45 0.6 0.75 0.9 1.05 1.2 1.35 1.5 

)t/h(tD  0 160.7 280.4 410.1 509.4 578.5 641.1 720.1 796.3 859.7 907.5 

)(3 xf  
(%)Tμ  0 30 60 82 90       

y  0 0.2 0.9 1.12 1.2       

)(4 xf  
)MPa(TP  0 3.4 5.1 6.8 8.5 10.2 11.9 13.6 15.3 17  

)t/h(TD  0 285.3 340.0 394.2 446.9 495.2 544.6 610.8 705.13 811.6  

)(5 xf  
)t/h(TD  0 50 150 250 350 450 550 650 750 850 1000 

)MPa(1P  0 0.508 1.805 3.093 4.461 5.93 7.273 8.617 9.945 11.28 12.815 

)(6 xf  
)MPa(1P  0 2.0 3.0 4.5 6.0 7.0 8.5 10.0 11.5 13.0  

)MW(EN  0 38.1 66.3 107.9 151.3 179.8 218.9 261.9 300.4 328.4  

TABLE III.  TIME CONSTANTS AND COEFFICENTS OF A  300MWE CFB MODEL[9] 

Parameter 0T ,1T 2T bC mC

Value 23.57 1.77 0.75 35726.1 14101.5 
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Developing virtual laboratories for introductory
control

J.A. Rossiter and Y. B. Shokouhi
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Abstract—This paper focuses on student access to learning
opportunities and in particular those where students can learn
by trial and error, such as in laboratories. It is recognised
that regular student access to real equipment is a challenge for
many institutions and thus alternatives are required, such as
remote access laboratories. However, even remote laboratories
are non-trivial to make available and thus this paper focuses on
virtual laboratories. It demonstrates how these can be formulated
very efficiently, can be highly accessible and critically, enhance
the student learning experience. Several examples of virtual
laboratories are discussed.

Keywords: Web accessible laboratories, independent learn-
ing, authentic learning

I. INTRODUCTION

There has been a sizeable body of work in recent years
focussed on the laboratory experiences of students within
engineering and a reassertion of the long standing view that
laboratories form a key component of the student learning
experience Abdulwahed (2010). This view is also strongly
made by accreditation bodes Council (2011). Nevertheless,
it is recognised that laboratories are expensive (Hofstein and
Lunuetta, 2004) and indeed not necessarily efficient learning
activities. Consequently Universities must seek a balance be-
tween the benefits of students interacting with equipment and
the corresponding expense and inefficiency Lindsay and Good
(2005); Ma and Nickerson (2006).

A. Remote or web accessible laboratories

Many Universities have bought large scale into the concept
of remote laboratories, e.g. (RELOAD, 2010; Qiao et al.,
2010; LILA, 2010; Nagy and Agachi, 2004; Trevelyan, 2004).
These enable departments to overcome many of the constraints
associated to putting students into a laboratory room: typically
there are restrictions on the number of duplicate equipment
sets which means running the same activity numerous times
in order to allow the entire cohort to participate and thus puts
corresponding pressures on timetables. Consequently, most
undergraduate students may only gain access to equipment
about once a fortnight, with the exception perhaps of their
final year research project.

Remote laboratories overcome barriers such as the timetable
as the laboratory is then available 24/7. In principle, these
laboratories can also be much cheaper as duplicate sets are
not required and moreover, there is a not a requirement to find
space for students to access the equipment (many universities
now deploy space charges). With the right interface, especially

with a suitable webcam, it is clear to students using a remote
laboratory that it is real equipment and the data they are
receiving is authentic.

Nevertheless, remote laboratories also have significant fail-
ings. Where the activity has a relatively slow timescale, there
is still a need to allocate students specific access times. Even
when the activity has a fast timescale, students may still need
access for 5-10 min to complete their tests and this would be
a severe irritation to students in a queue for access. With large
class sizes, it is apparent that remote and web accessible need
not imply there is good accessibility, which in turn could lead
to student frustration.

B. Virtual Laboratories

One alternative to remote laboratories is a virtual laboratory
(Foss et al., 2006; Guzman et al., 2006; Khan and Vlacic,
2006), that is one which emulates real equipment and has
the appearance of being authentic, despite being in fact just
a simulation. Of course these have limitations (Engum et al.,
2003; Magin and Kanapathipillai, 2000) because they are not
the real thing, but nevertheless they can be highly authentic
if done well (Goodwin, 2010). Moreover, they can form
an invaluable component of an overall student activity set
Abdulwahed (2010); Callaghan et al. (2008) because they
provide activities which emulate much more closely than
paper exercises the actual equipment. More specifically, virtual
laboratories can form an invaluable preparation for access
to real equipment as they can encourage students to think
through the key concepts and tests that are required, and thus
enable much more efficient use of equipment. Recent work
in Southampton is also exploring how good quality video and
animation could similarly improve student preparation and this
has equally been denoted a virtual experiment (Memoli, 2011).

The main advantage of a virtual laboratory is that the access
is much improved over remote laboratories; in principle all
students can access simultaneously (unless there are license
restrictions on the associated software). This means students
have fewer obstacles to engagement and learning through trial
and error in an pseudo-authentic scenario.

C. Summary

This paper focuses on the role and development of virtual
laboratories. The role is largely to support student learning
and provide an accessible pseudo-authentic experience which
helps students relate lecture content to real life scenarios, and
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thus improve insight and understanding. However a secondary
and equally valid role can be to facilitate preparation for a
real experiment. The virtual laboratory can emulate activities
and concepts required for the actual laboratory (Abdulwahed,
2010; Memoli, 2011) and thus enable students to prepare
effectively.

The second contribution is to discuss the actual laboratories
developed and give some evaluation from students on their
views about these laboratories. The focus is on activities
which support the learning of fundamental control engineering
concepts.

II. SUPPORTING STUDENT LEARNING THROUGH
AUTHENTIC ACTIVITIES

The priority for the author’s department was to develop
activities to support large cross faculty modules in modules
related to control. Given the large size of the cohorts, access
to equipment is very difficult in practice and thus remote
activities were essential to give students access to more
authentic scenarios. The topics of most interest within this
paper are:

1) In year 1 students learn about modelling and system
behaviours with most focus on 1st and 2nd order dif-
ferential equation step responses. Some experimental
activities were wanted to reinforce the concepts covered
in lectures.

2) Also in year 1, students are introduced the concepts of
feedback and PI control. There was a desire for activities
that allow students to experiment with the PI parameters
in both an emulated environment and on real equipment.

The developments follow the TRILAB concept to some
extent.

• Students are introduced to the theory in lectures
• Students access a remote laboratory to test same ideas on

real equipment and also to understand the differences.
• Students have virtual laboratories to practise in a pseudo-

authentic environment.
Chronologically, the first two bullet points were developed

first and thus this section will discuss the theoretical back
ground and the remote equipment. The next section will focus
on the third bullet point, which in fact will ultimately become
the 2nd activity to help students prepare and thus is a key
pedagogical element in the overall learning experience.

A. Creating a remote laboratory

This paragraph is a summary of key points and is discussed
in more detail in (J.A.Rossiter et al., 2011). The development
of a web accessible laboratory is surprisingly easy and will be
summarised in the following steps.

1) Connect up the hardware to the computer with a com-
patible I/O card. The authors found National Instruments
cards easy to link into LabVIEW thus saving time.

2) Develop and test your LabVIEW virtual instrument (vi)
or programmes’ for communicating and controlling the
experiment. The Front Panel window of the LabVIEW

Figure 1. The DC servo equipment

will be displayed to the user and it can be designed in
a user friendly manner.

3) Once the experiment is working under a local computer
it is a one click operation to use the web publishing tool
to generate a web link for the vi and publish this link in
your website. Students can then control the equipment
via a web interface as if sitting next to the equipment.

4) There are some minor requirements on plug-ins for the
browser to display correctly, e.g. Vision Development
Module Run Time Engine and LabVIEW 2009 Run
Time Engine.

B. Activity 1 and equipment (J.A.Rossiter et al., 2011)

The first activity is focussed on reinforcing student un-
derstanding of first order dynamics. In lectures students are
taught to derive and analyse first order models and thus to
understand the links between model parameters and behaviour
as well as analogies between different systems. A laboratory
can reinforce this by demonstrating:

1) Real systems do indeed have responses that are closely
modelled by a first order response.

2) The system model parameters can be estimated reliably
from measured data.

3) Real responses differ slightly from ideal behaviour.
The main parameters in a first order model are gain and

time constant. Consequently the laboratory activity is split into
three parts: (i) estimate the gain; (ii) estimate the time constant
and (iii) compare the estimated model response with the actual
behaviour.

The equipment selected is a simple DC Servo motor kit
(see figure(1)) with analogue inputs and outputs. It consists
of 5 different units in addition to nonlinearities. The students
can see the axle rotation and the display showing angular
velocity. Within the experiment the only input used is the
input voltage as the response from voltage to angular velocity
is approximately first order.
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Figure 2. Interface for the stig equipment

The remote laboratory interface has three separate tabs. In
tab one students modify the input voltage directly to estimate
the steady state gain, positive dead-zone and negative dead-
zone of the DC servo motor. Gain is given as the gradient
of the input/output curve. In tab two, the time constant of the
system is estimated using responses to a square wave input. In
tab three, students enter their estimated gain and time constant
and produce an exact step response to compare with the plots
from tab two.

C. Activity 2 and equipment

The second activity (internally denoted as ’the stig’) is
designed to reinforce student understanding of PI control
and basic control concepts. The underlying objectives are for
students to investigate:

1) The impact of changing gain with no integral.
2) The effect of changing integral with no proportional.
3) The potential of using proportional and integral together.

The equipment consists a cart on 2 metre long rails. The cart is
moved by a motor. The underlying dynamics are such that in
the future the same equipment will be suitable for experiments
looking at 2nd order modelling and dynamics (e.g. under
damped responses) as well as an introduction to feedback.

The remote interface is very simple in form. Students are
able to choose a proportional term, an integral term and a set
point. The system begins moving and the final interface is a
button which allows them to stop the experiment at a point
of their choosing. The graphical display (figure 2) shows the
output position, the input signal, the output of the integral term
and the output of the proportional term for the entire runtime.

The interesting point to note here is that there is clearly
some stiction in the system so although, with patience, the
system will progress close to the desired steady-state, it never
quite gets there because the change in input needs to be large
enough to get the system moving again and then it tends to
jump. However, stiction aside, the expected behaviour does

ensue so the experiment gives students a good insight into
reality and the relevance of the theory covered in lectures.
Moreover, it allows them to see the role of the integral
term (blue line) and proportional term (orange line) in the
overall input signal (green line); this is particular important for
understanding the real system effects such as stiction because
students can see the cart stalls even when the input (and
integral term) is changing.

D. Laboratory design: pedagogy and learning outcomes

Access to the equipment itself is not, in general, enough
to support student learning. The authors have experienced
significant frustrations due to software and hardware crashes
which limit student access until the crash is noted and rectified
manually. Although some crashes can lead to an automatic
reboot J.A.Rossiter et al. (2011), this is not the case for all.

A second weakness of remote laboratories is that only one
student can access these at a time. With small cohorts this
may not be an issue, but with cohort sizes of 100 plus, the
likelihood is that students will have similar free periods and
will all try to access simultaneously. Consequently they may
have to wait a substantial period to come first in the queue,
and their position in the queue will not be obvious without
substantial increase in complexity of coding at the server end.
This weakness will limit their ability to learn by a large
number of trial and error experiments, something staff may
wish to encourage.

Consequently, the next section looks at how students can
spend time focussing on learning concepts and thus require
less time on the equipment to validate the authenticity of their
learning.

III. VIRTUAL LABORATORIES TO SUPPORT PREPARATION
FOR REMOTE LABORATORIES

The key aim of the virtual laboratories is to provide max-
imum accessibility for students to practise. One could argue
therefore that web interfaces such as (Khan and Vlacic, 2006;
Guzman et al., 2006) are ideal. However, the downside of
such laboratories is the skill and time required to develop
them, as well as the need for a maintenance of an appropriate
server. Consequently, the authors decided to follow a route
which minimised the staff skill and time requirement, as this
is pragmatic and increases the potential for more staff to
participate.

In summary, it was decided to use MATLAB/SIMULINK
as the base for virtual laboratories.

1) The relevant files can be distributed easily for students
to use anytime and anywhere.

2) MATLAB is available on the University network and
thus students have excellent access to the software.
Many students also purchase a student version for home
use or can get remote access to the University software
with the relevant ’access code’.

3) The software is well understood by most staff and widely
used, thus making resources easier to produce and share.
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4) The author’s department also has a well established
server system which students can access remotely to run
MATLAB files.

5) The GUIDE tool allows for relatively straightforward
production of GUIs which make interaction easy and
intuitive for students.

The virtual laboratories are designed as far as possible to
emulate the physical laboratories so students go through the
same steps and focus on the same concepts. This will allow
them to become familiar with the key observations expected
before accessing the equipment and moreover they are more
likely to notice the key differences between the theory and the
practice.

In terms of staff effort, each GUI took about half a day
to create which is much quicker than requirements with
alternative software choices.

A. Virtual Modelling laboratory

This laboratory was focussed on 1st order modelling. To
allow some non-linearity and add realism, the simulation is
based on a simulink model which has simple first order
dynamics but with some dead zones and measurement noise
also added. The virtual laboratory was produced as single GUI
(figure 3) which embodied all 3 activities of the experimental
equivalent and hence it required:

• Three axes, one for each activity.
• Buttons for changing the input voltage and saving data.
• Boxes to enter the estimates for gain and time constant.

The top right axis shows the steady-state vs the input, marked
by crosses, for different inputs and also a best estimate of
the slope; clearly the slope is an estimate of gain. The input
voltage is selected by a slider, a button requests a simulation
with this value and another button confirms the data should be
entered into the plot (so a student need not save all values).
The little circle in the top middle emulates the spinning of the
servo and rotates in real time on the GUI, as well as showing
the steady-state speed. The reader will note some stiction is
included in the simulation so there is no movement for small
voltage inputs. For completeness, figure 4 shows the equivalent
interface on the actual equipment. This has separate axis for
positive and negative input voltages but otherwise is seen to
have equivalent functionality: the webcam is used for students
to read the speed, there is box to enter this reading and another
button to add data to the axes - this data is also displayed in
numeric form. Students are also encouraged to identify the
dead zone and enter the observation into the relevant boxes.

The axis in the bottom left shows the responses to a square
wave, with the same input amplitude as for the first figure.
Some noise is added to encourage students to think about real
issues. This display can be used to estimate the time constant.

The axis in the bottom right is used to simulate a model
based on the gain and time constant estimates. Students must
enter their estimates into the boxes provided.

The main objective of the GUI was to allow students
to go through the same conceptual steps required for the

Figure 3. MATLAB GUI for 1st order modelling.

Figure 4. Interface for activity 1 on remote laboratory.

remote laboratory. That is practise changing the input voltage,
reading the steady-state output and then adding this data to
the axis (hence the need to a deliberate button press). The
remote laboratory will produce a similar figure containing
the crosses, although in that case students need to estimate
the slope themselves and then enter into a box. The bottom
axis gives a very similar plot to that students would see on
the real equipment, with a square wave response. From this,
in both cases, the activity required is an estimate of time
constant. Finally, the third activity in both cases is to use the
gain and phase estimates to from an ideal 1st order model
and simulate the step response. The intention is that students
would therefore find engagement with the remote laboratory
straightforward as well as being clear on the key learning
outcomes, understanding first order responses.

B. Virtual PI laboratory

This laboratory is based on position control of a cart
(carrying a passenger) along a track. The requirement was for
students to explore the impact of changing the PI parameters
on performance. Hence the chosen GUI was chosen to be very
simple in form as shown in Figure 5. There are simple sliders
for entering the choice of proportional and integral terms. The
top axis shows the target and output position curves (in figure
5 there is a steady-state offset as the integral is zero). The
bottom axis is an animation and students see the passenger
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Figure 5. MATLAB GUI for PI control of position.

Figure 6. MATLAB GUI for PI control of position.

moving but ultimately stopping short of the target. Figure 6
shows a simulation with a non-zero integral where clearly the
offset is removed.

For completeness, figure 2 shows the associated hardware
laboratory interface, accessible via the web. Again, students
need only set the PI parameters and while the same basic
observations will follow, it is clear that the behaviour is far
from ideal; this should give students something challenging to
ponder.

IV. STUDENT EVALUATION

It is known that remote laboratories can be beneficial
and hence the main focus of the evaluation here is on the
efficacy of the virtual laboratories for enhancing the overall
student learning experience. Students were asked a number
of questions and the responses are summarised in Tables 1
and 2. Table 1 is a smaller student group who had the virtual
laboratories paired with a hardware laboratory. Table 2 is a
much larger group (over 200) who had the virtual laboratories
solely for supporting learning, but not for assessment.

It is interesting to note that the second group were less
positive overall, but this is probably a reflection of their

TABLE I
STUDENT EVALUATION OF VIRTUAL LABORATORIES (ACS108).

Question
Strongly
agree or
agree

Neither
agree or
disagree

Disagree

Virtual Laboratories (MAT-
LAB GUIs) were easy to use
and access

89% 7% 4%

Virtual Laboratories helped me
prepare for the remote labora-
tories

75% 21% 4%

I felt more confident using the
remote laboratories having first
gone through the virtual labo-
ratories

50% 38% 12%

It was useful to see the dif-
ferences between a simulation
(ideal model of virtual lab) and
the responses on real equip-
ment.

89% 7% 4%

The modelling virtual labora-
tory helped me understand the
key parameters of gain and
time constant

75% 18% 7%

The STIG virtual laboratory
helped me understand the role
and impact of the key param-
eters of P and I

82% 14% 4%

I think the department should
produce more virtual laborato-
ries to support preparation ac-
tivities for laboratories.

92% 4% 4%

I think the department should
produce more virtual laborato-
ries to support learning of key
concepts.

96% 4% 0%

engagement being formative rather than summative and hence
many of this group will not have used the virtual laboratories
effectively, if at all (many students only put in effort if ’it
counts’). Indeed a question on an issue not related to this
paper showed that only about 50% of the class had engaged
with a key formative resource.

Where engagement was summative, that is for the ACS108
students, it is clear that the resources were useful for the
majority. The relatively poor response on preparation for the
actual remote laboratories is more likely a reflection of the
poor reliability of the remote laboratories so that accessibility
was poor and thus many students failed to do the hardware
laboratory; this latter issue is an ongoing priority for technical
staff.

V. CONCLUSIONS

This paper has looked at the provision of laboratory activi-
ties within engineering curricula and proposed that the role of
the virtual (and remote) laboratory has much more potential
than is being exploited in most institutions. Virtual laboratories
have the advantage of being accessible 24/7 and also allow
parallel access by a large number of students, sometimes the
whole cohort.

This paper has illustrated two simple uses of virtual labora-
tories. The most basic use is as a formative learning exercise,
to allow students to practise with key concepts and thus to
improve their understanding. A second and more integrated
use links the virtual laboratories with real equipment and
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TABLE II
STUDENT EVALUATION OF VIRTUAL LABORATORIES (ACS124).

Question
Strongly
agree or
agree

Neither
agree or
disagree

Disagree

The virtual laboratories helped
me understand the role of
modelling and simulation in
design.

84% 7% 9%

Virtual Laboratories helped me
prepare for the remote labora-
tories

75% 21% 4%

The virtual laboratories helped
me understand the role and im-
pact of the feedback parame-
ters P and I.

49% 35% 16%

I think the department should
produce more virtual laborato-
ries to support the learning of
key concepts.

72% 23% 5%

summative assessment. Virtual laboratories can be used to
emulate the activities, concepts and questions students will
face in an actual laboratory and thus provide a tool for
preparation so they get more out of valuable time on the
equipment. The combination of real and virtual laboratories
also draws students’ attention to the differences between
theory and practice. Student evaluation has reinforced the
efficacy of the approach.

The final contribution of the paper is to discuss practical
issues of developing virtual laboratories. This paper has pro-
posed the use of MATLAB/SIMULINK GUIs. The creation
of GUIs with very similar interfaces and inputs to the actual
hardware is a relatively straightforward coding exercise using
the GUIDE tool, especially as most systems and control
engineering staff have some proficiency with MATLAB. This
has the advantage that virtual laboratories can be created
relatively quickly. A second advantage of this proposal is that
many Universities provide site licenses and thus student access
is straightforward.
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Abstract—This paper describes two MATLAB GUIs that have 
been designed to improve student learning of frequency response 
methods. One GUI is focused on plotting using asymptotes and 
one on systems identification. The paper includes positive student 
feedback on how they felt these GUIs helped their understanding, 
and useful suggestions on how they can be improved. 

Keywords- Education, Frequency Response, Bode diagrams 

I.  INTRODUCTION  
A recent survey of Control curricula[1] in the UK 

reaffirmed that Frequency Response methods were an integral 
part of the degree, typically taught as part of the second course 
in control. In the past, as shown by books such as Atkinson[2], 
much emphasis was given to the calculations for plotting and 
designing using Bode and Nyquist diagrams. Nowadays, 
programs such as MATLAB can do much of the work for 
students, but there is the danger that students do not fully 
understand what is happening. In [1] specific views are given: 

“Today however the scenario is different. Students need to 
have an understanding of how to sketch Bode and Nyquist 
plots and root-loci, but need to have less concern for 
computing the numerical details; software can be used.” 

 “I think there is great value in teaching the theory of Bode 
diagrams and Nyquist plots. This provides the basis of 
understanding the plant dynamics and the effects of closed loop 
control and the controller settings.  However, although I think 
students should understand the mechanics of calculating the 
frequency response of a system, the use of MATLAB should 
enable the calculations to be done quickly so that time can be 
devoted to controller design. It would also allow higher order 
systems to be investigated.” 

“Computer assessment using MATLAB looks interesting 
… though still have a hankering after asymptotic Bode 
sketches as a first start - confirm with MATLAB once or twice 
then leave it to computer.” 

This year, after a teaching review, a System Identification 
and Control module was formed, for which the author gave ten 
lectures and two assignments on frequency response methods. 
These covered plotting Bode and Nyquist diagrams, and the 
design of controllers and identification of linear systems using 
frequency domain data.  

This paper describes the assignments set, to students taking 
Cybernetics, Robotics and Electronic Engineering degrees at 
Reading, including the use of two MATLAB GUIs developed 
to assist students to learn about the plotting and identification, 
and the associated programming of controllers. 

These GUIs involve the use of asymptotes, as they help the 
understanding of Bode diagrams, for which the author has 
developed extra asymptotes to help as regards phase plots. 
These extra asymptotes are also described. 

The paper is organized as follows. In the next section, some 
comments are made as regards frequency response, asymptotes 
and identification using Bode plots. Section III describes the 
GUI used for plotting asymptotes and Section IV the GUI for 
identification. Section V contains details of the assignments, 
and in section VI student feedback on the GUIs is given. 
Section VII has the author’s reflections on the feedback, and 
then concluding remarks are made. 

II. ON FREQUENCY RESPONSE 
The frequency response of a system is the variation of its 

gain and phase as the angular frequency Ó of its sinusoidal 
input is varied. The results can be plotted on Bode diagrams, 
where log(gain) and phase are plotted separately against 
log(Ó), or on a Nyquist diagram, where the gain and phase 
provide the polar coordinates of the locus. In this paper, Bode 
plots are considered, which are used to plot the ‘open loop’ 
transfer function (that round the feedback loop), to assess 
stability, design controllers and for identification. 

Here, linear systems are modeled as a series of single or 
quadratic poles or zeros, operating around corner frequencies. 
Knowing these corner frequencies, it is possible to calculate 
values so as to sketch the Bode plots. Similarly, the corner 
frequencies can be estimated from the Bode plots of a system.  
In both processes one considers what happens at low 
frequencies and then at each corner frequency in turn, until the 
highest corner frequency has been processed. It is thus appro-
priate to develop computer based systems for both the plotting 
of Bode plots and system identification from Bode plots.   

In Thorne[3], laboratory practicals are described in which 
students learn to identity systems comprising multiple 
quadratic poles only. Thorne also believes that identification 
helps students in the understanding of Bode plots. 
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Bode plots can be approximated by straight lines, the 
asymptotes, which can be derived from Bode’s fundamental 
work[4]. For a stable minimum phase system with transfer 
function P(jÓ), its phase at Óc is given by (1): u = ln(Ó/Óc) 

             
c

d P(j ) u1P(j ) = ln coth du
du 2

ω
ω

π
∞


−∞
∠  (1) 

By assuming that the gain is constant around Óc, the 
derivative tern can be brought outside the integral. The 
remaining integral evaluates as ½ ñ2. Changing the derivative 
variable from u to Ó, (1) can be rewritten as: 

                   cc
d P(j )

P(j )  
d 2ω

ω πω ω
ω

∠ ≈ ∗
 

(2) 

Hence the Bode gain plot can be approximated as straight 
lines, between the corner frequencies of P(jÓ), whose gradients 
are integers, and the phase plot can be approximated as 
constant integer multiples of ½ ñ radians (or 90O).  

Sketches of gain plots start and end on the first and last 
asymptotes, and can be close to all the asymptotes, depending 
on the proximity of the system corner frequencies. This is less 
true of the phase, due to step changes of the asymptotes at the 
corner frequencies. As such, books like Dorf and Bishop[5] or 
Nise[6] suggest that these phase asymptotes should be joined 
by ‘diagonal’ asymptotes between one tenth of and ten times 
the associated corner frequency, that is over a range of 100 
rad/s. The author has developed a better approach, where the 
range for such diagonal asymptotes is set so that their slope 
equals that of the phase plot at the corner frequency. For a 
single pole or zero, this range is eñ  23rad/s. For a quadratic 
pole or zero with damping ratio ÷, the range is e÷ñ = 4.8 rad/s if 
÷ = 0.5 or 2.2 rad/s if ÷ = 0.25. These values and the approach 
are justified in the appendix, and used in the GUIs. 

Consider the following system which illustrates these extra 
asymptotes, and the approach for plotting and identification. 
The system being analysed is 

 
2 2

50(1 + s/2)

(1 + s/0.07)(1 + s/0.4)(s /20  + 0.6s/20 + 1)
 (3) 

By inspection the corner frequencies are 0.07, 0.4, 2 and 20 
rad/s. The gain asymptote has value 50 and slope 0 until 0.07 
rad/s, the slope is -1 until 0.4 rad/s, -2 until 2 rad/s, -1 until 20 
rad/s and -3 thereafter. In these ranges, the phase asymptotes 
have values 0, -90, -180, -90 and -270 degrees. The range of 
the extra phase asymptotes around each corner frequency is 23 
rad/s except at 20 rad/s where it is 2.6 rad/s. These can be seen 
in Fig 1, where the actual Bode plot is also superimposed. The 
gain plot is easy to sketch from the asymptotes. The extra 
phase asymptotes make it easier to sketch the phase plot. 

As regards identification, the shape of the phase plot here 
could be used. As the phase moves from 0O past -90O it is 
apparent that there are two low frequency poles. The phase 
then rises, suggesting a zero, and then the phase decreases 
more rapidly towards -270O suggesting a quadratic pole: the 
steepness of the plot at this point, which is consistent with the 
diagonal asymptote, suggests that the pole is underdamped.  
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Figure 1 Bode plot of example system including asymptotes 

In this example, the corner frequencies are well spaced, 
making sketching and identification easier as each pole or zero 
has a relatively small impact on the others. In the GUI 
described later, it is shown how closer poles and zeroes are 
addressed, for instance, by identifying two such poles by a 
quadratic pole, or a pole near a zero by a lead-lag element. 
First, however, the GUI for plotting is described. 

III. GUI FOR PLOTTING 
The first GUI is aimed at helping students to understand the 

frequency response, by drawing the asymptotes for the Bode 
gain and phase plots. In the lectures various transfer functions 
are discussed and the corner frequencies identified. It is stated 
that the slope of the gain asymptotes are integers and that the 
phase asymptotes constant values being that slope multiplied 
by 90O. It is explained that, for example, when the corner 
frequency is that of a single pole, the slope decreases by 1, and 
hence there is thereafter an extra 90O phase lag. In the past, the 
emphasis has been on sketching gain asymptotes 
approximately using these integer slopes. However, in the 
author’s experience, even some of the better students did not 
appreciate what was happening: this is consistent with[1]. 

The GUI was therefore designed to require the students to 
inspect a transfer function and enter each corner frequency in 
turn and relevant information about the gain and phase.  

Initially it was planned that the students would enter the 
slope of the gain plot and the asymptotic phase immediately 
after each corner frequency. However, as phase is the gain 
slope times 90O it was perhaps redundant to require both. The 
author thought that students would learn more if they had to 
enter at the corner frequency the asymptotic gain there as well 
as the asymptotic phase. Thus if the gain was G at corner 
frequency Ó1, after which the slope was s, then at the next 
corner frequency Ó2 they would have to calculate the gain as 

  2
1

G * 
sω

ω
� �
	 �

 �

 (4) 
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Figure 2 Plotter GUI after student has used system 

Overall, when given a transfer function, the student first has 
to enter a suitable range of frequencies for the plot, being 
before the first and after the last corner frequencies. The 
student then enters for this first frequency, each corner 
frequency in turn, and the last frequency, the gain of the 
asymptote there, and the asymptotic phase after that frequency. 
If the extra diagonal asymptotes are used, the student has to 
enter the range of the phase asymptote around that frequency. 

As each frequency is added, the asymptotes up to and 
including this frequency are shown. The student can move to 
the next corner frequency, or ‘undo’ the last entry. 

At the end, the actual Bode plots are superimposed on top 
of the asymptotes, and the student can assess how well they 
have entered the data. As an example, suppose the system is 

 20
(1 + s/3)(1 + s/25)

 (5) 

The corner frequencies are 3 and 25 rad/s, and so a suitable 
range of frequencies is 1 to 100 rad/s. The student should then 
enter the following (the last column being needed for the extra 
phase asymptotes) 

Ó  Gain Phase Range 
1  20 0 0 
3  20 -90 23 
25 2.4 -180 23 
100 0.15 -180 0 

Figure 2 shows the GUI after these data have been input. 

The GUI has a variety of systems built into it which the 
student can be tested upon. In addition, as the GUI is used as 
part of marked coursework, potential plagiarism needs to be 
addressed. Thus the GUI can also be invoked with systems 
whose structure is fixed, but whose corner frequencies are 
calculated from the student’s unique student number. 

IV. GUI FOR IDENTIFICATION 
For identification, the process is straightforward, with the 

result being built up as a series of elements starting at low 
frequencies, and continuing until after the last corner frequency 
is found. The user selects that the next element is a constant 
gain, an integrator, a single pole or zero, a quadratic pole or 
zero, or a lead-lag element. 

For any system to be identified, three arrays are provided, 
having a series of angular frequencies and the gain and the 
phase at each of these frequencies. In the identification process, 
two more gain and phase arrays are calculated: one set has the 
gain and phase of the identified model, and one has the gain 
and phase of the model that is still to be identified. The former 
set is initialised with gains of 1 and phases of 0; the latter set is 
initialised with the original gain and phase arrays provided. 

 Once an element of the system model is estimated, the gain 
and phase of that element are calculated at each of the angular 
frequencies. The ‘already identified’ gain array is multiplied by 
the gain found, and its phase array has the new phase values 
added. The ‘to-be-identified’ gain array is divided by the gain 
found and its phase array has the new phase values subtracted.  

Two Bode plots are provided. One shows the frequency 
response data provided, superimposed on to which is the 
estimate of the system so far. The other has the response yet to 
be identified. The user interacting with the system should see 
the identified system following the original plot at lower 
frequencies. Deviations of the to-be-identified plot from its low 
frequency response are used to identify the next element.  

As used this year, in the GUI the user specifies the type of 
element, and the system automatically estimates the 
parameter(s) associated with that element, such as gains or time 
constants, which the user can accept, modify or reject. In the 
final section of the paper consideration is given as to how the 
user could be required to calculate these parameters. 
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Figure 3 Part way through identification of two pole system 

 
When the user selects the type of the next element, the plots 

are updated and the user is shown the value of any estimated 
parameter. The user can then modify that value, perhaps on the 
basis that a subsequent element is affecting this one. The user 
can then accept the element and value, or cancel, which could 
happen if the wrong type of element had been selected. 

The system estimates the gain of an element from the first 
value in the gain array. For a pole or zero, the user specifies 
whether its time constant is found using the gain or phase 
array. If the former, the time constant is the reciprocal of the 
angular frequency where the gain is a factor 0.707 away from 
the low frequency gain; if the latter the frequency where the 
phase is ±45O is used. For quadratic poles or zeros, the 
frequency where the phase is ±90O gives the estimate of Ón and 
this value and the gain there give an estimate of ÷. If ÷ > 1, the 
result is shown as two time constants. This allows the user to 
identify two close poles or two close zeros as one element. 
When a pole and a zero are close, a lead-lag element can be 
identified: the frequency where the phase is a local minimum 
or maximum, and the value of that phase are used to find the 
time constants. 

Fig 3 shows the GUI part way through the identification of 
a system with two poles. Here the gain was first estimated, as 
8.9973, the actual value is 9. Then the time constant of the first 
pole was found, estimated at 24.895: it should have been 25. 
The graphs on the left show that this model accurately follows 
the actual plot at low frequencies. The graphs on the right 
indicate that a further pole needs to be identified. 

At the end, the student presses the reveal button and the 
actual transfer function is given. The student can then see how 
well the process has worked by comparing the actual and 
estimated transfer functions and Bode plots. 

Fig 4 shows part of the GUI at the end of identifying the 
two pole system. The second pole should have had a time 
constant of 5, but the estimate was 4.65. The remainder plots 
are not quite horizontal lines showing that there have been 
small (but expected) errors in the estimates of the parameters. 

 
Figure 4 At the end of identification of two pole system 
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V. ASSIGNMENTS 
These GUIs were used in two assignments. The first was 

aimed at familiarizing the student with frequency response 
plots. It comprised tasks set after lectures 2, 3 and 4, including 
the use of the GUI to plot various systems, and to design a 
simple controller and assess its performance. Formative 
feedback only was provided for this part. 

The first task was to call the m file provided which 
generated a system based on the student’s username: the 
numerator and denominator polynomials were displayed 
symbolically, as shown at the top of Fig 2. Students then noted 
the corner frequencies of that system, and used MATLAB to 
calculate the gain and phase at those frequencies. In the second 
task, students used the GUI to plot a few different systems, 
including one based on their username. Finally, the students 
used MATLAB to design a proportional controller to achieve a 
phase margin specification, plot the step response and calculate 
key values such as overshoot and time to peak. 

Students were provided with a word document into which 
results were to be pasted, with questions asking the student to 
reflect on their answers, provide the lecturer with feedback on 
the GUI and say whether they felt it useful to teach asymptotes. 
Built into this document were options for formative assessment 
of the work – such as the section was missing, wrong, partially 
correct or correct. The marker could quickly circle the 
appropriate assessment and, with more detailed comments, 
provided rapid and relevant formative feedback on this part of 
the assignment, which are known to be beneficial [7], [8]. 

The second assignment included more plotting, of systems 
with second order poles, the use of the identification GUI, and 
the design of Phase Lead, P+I and PID controllers using 
frequency domain data. For the design, students were provided 
with an m file with functions provided for defining systems, for 
plotting graphs, and empty functions for controller design 
which the students had to complete. Again results, and code, 
were pasted into a word document, but this now had a marking 
scheme instead of comments like ‘wrong’. Students were also 
asked to comment on the GUI. 

VI. EVALUATION 
The 20 students on the module generally did the first 

assignment well: the two who did not cited difficulties 
understanding the GUI. Most answered the questions asked. 

The first question asked was: ‘Has the GUI helped/hindered 
you to understand asymptotes/Bode plots”. Almost all students 
said it had. Some specific quotes are given below: 

“At first I felt the GUI was hindering me as I could not 
work out how to get the correct asymptotes, however the GUI 
started to encourage me to research and learn the theory … 
Looking back on the learning process I feel it was very useful 
for understanding the concepts of asymptotes and Bode plots”. 

“The GUI has vastly improved my understanding of Bode 
plots, mainly due to it being a focused exercise towards 
improving sketching Bodes that includes being able to check 
answers against the actual plots of the system”. 

The second question asked if it would have been better if 
they had been asked to specify the gain slopes rather than the 
value of the asymptotic gain at the corner frequencies. Many 
students said that would have been easier, but they would not 
have learnt as much. Some specific quotes are given below. 

“I have previously used the method ‘slope specification’ 
when plotting by hand so it is useful to have another method.” 

“I feel if I had learnt both and tried both on a similar style 
GUI I would have learnt far more. It would have been useful to 
practice both methods so that we could work out which method 
suited us individually.” 

“I don’t think that I would have learnt so much if I had to 
only enter the slopes” 

The third question was whether it was useful to teach 
asymptotes . All who expressed a preference believed it was. 

“It is very useful teaching about asymptotes because the 
process of plotting them enables one to understand how the 
various terms of a transfer function relate to the system’s gain, 
phase and corner frequencies. Without the manual plotting of 
asymptotes I don’t believe that my understanding of Bode plots 
… would be nearly as in depth” 

“[Definitely] as it offers a basis for Bode plots without 
having to do thousands of calculations.  … It helped me a lot in 
understanding Bode plots.” 

Students were also asked to make suggestions for 
improving the GUI. On-line help was requested, and there were 
specific comments on the entry of data at each corner 
frequency in the plotting GUI. These will be used next year. 

For the second GUI students were asked if it helped/ 
hindered understanding. Again almost all students felt it did. 

“I found the GUI extremely helpful as I was able to see 
what is happening with the frequency response of the system 
when different terms to the transfer function are added. [Now] I 
definitely feel more confident about Bode plots” 

“The System Id GUI has helped most of all in 
understanding the estimation of the composition of transfer 
functions …. The values of each of the elements of the transfer 
function, which are generally estimable via the analysis of the 
angular frequency at which changes in the bode plot occur, 
were an element … that the author had not fully appreciated in 
the past. Being able to, at a glance, agree or disagree with the 
value presented in the estimation was helpful” 

VII. REFLECTION 
The students believe that both GUIs have helped them 

understand the material, and they agreed that teaching 
asymptotes was beneficial. Although the GUIs were 
demonstrated in lectures, some difficulties were found, so more 
help will be given next year as regards the use of both GUIs. 

It was interesting to see the comment that it would be more 
useful to have initially been asked to specify the slope of the 
gain after the corner frequencies and in later examples to give 
the value of the gain asymptote at the corner frequency. The 
first method could be used in familiarization.  
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Reflecting on this the author realized that for the 
identification GUI students specified an element type and the 
system automatically calculated the associated element 
parameter(s), whereas the plotting GUI expected the student to 
do relevant calculations. This was inconsistent.  

Hence for next year, for the plotting GUI, initially users 
will enter slopes to specify gain, and later the asymptotic gain 
at the corner frequencies. Also, the identification GUI will have 
two modes, one where the parameters are found automatically, 
and one where a hint is given and the user has to then calculate 
the parameter. For instance, for a lead-lag element the hint will 
give data where the phase is a local maximum/minimum using 
which the student will calculate the two time constants.  

VIII. CONCLUSION 
Two useful GUIs have been produced which the students 

believe have helped their understanding of frequency response 
methods. Student feedback is also influencing the development 
of the GUIs so that next year there will be a better combination 
of automatic and student-based calculations. 
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APPENDIX 
This appendix contains the derivation of the range of 

frequencies around the corner frequency for the extra 
‘diagonal’ phase asymptotes. Conventionally this range is 
recommended as 100 rad/s [5], and Fig 5 shows these, and the 
actual phase, for both a single pole and a quadratic pole with 
damping ratio 0.5. 

For a single pole, this approach is quite good, as the area of 
the region on one side of the asymptote is approximately equal 
to that on the other. However for a quadratic pole the areas are 
quite different. A better approach, advocated here, is for the 
slope of the diagonal asymptote to equal that of the slope of a 
pole or zero at the corner frequency.  
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Figure 5. Phase and Asymptotes for Single and Quadratic Pole 

As regards, finding the diagonal asymptote, let r be the 
range over which the diagonal asymptote spans, centred on the 
corner frequency, ÓCF, of a single or a quadratic pole or zero, 
which changes the phase by nñ. If ù is the phase of such an 
element, plotted against log(Ó), the slope of the asymptote is 
set by the slope of the element evaluated at ÓCF, so 

 CF CF
nñ d d = = 

log(r) dlog( ) log(e) dω ω
ϕ ω ϕ

ω ω
 (6) 

This can be rearranged to give 

 
CF

nñ
d
dr = e

ω
ϕω
ω  (7) 

For a single pole or zero, with time constant T, n = ± 0.5 
and ù = ±tan-1(ÓT),  

 1CF
T

2 2
d T 1 =    =  
d 21+ T

ω
ϕ ωω
ω ω

± ±  (8) 

 ñr  =  e  (9) 

For a quadratic pole or zero with corner frequency Ón and 
damping ratio ÷, for which n = ±1, it can be shown that 

( )
( )CF n

2 2
n n
22 2 2 2 2

n n

 2d 1 = = 
d

4
ω ω

ω ζω ω ωϕω
ω ζ

ω ω ζ ω ω

+
± ±

− +

(10) 

 ñr  =  e ζ  (11) 

Fig 6 shows the phase and these asymptotes for a single and 
quadratic pole, using these values of r. The phase is easier to 
sketch than the conventional approach. Instead of crossing the 
diagonal asymptote and then intersecting with it at the corner 
frequency, the actual phase moves smoothly between the 
horizontal asymptote before or after the corner frequency (at 
some integer * ½ ñ) and the diagonal asymptote. The gain 
curve moves between asymptotes in a similar manner. 
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Figure 6 Better Phase Asymptotes for Single and Quadratic Pole 
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 Abstract-Teaching engineering concepts using 
demonstrations and experiments on real hardware is 
always engaging and well received by students. This 
paper provides reference materials (both theoretical and 
test results), to be used in Control teaching and 
assessment using a laboratory experiment, with a real-
time single board computer based robotic vehicle 
(National Instruments Robotics Starter Kit). This robotic 
vehicle is programmed using a graphical programming 
environment. The Adaptive Cruise Control (ACC) 
algorithm based on Proportional-Integral (PI) and 
Proportional – Integral – Derivative (PID) Control are 
deployed on a field programmable gate array (FPGA), 
included in the robot’s architecture. The robot model 
(based on a given second order transfer function) is 
controlled using the same method. The results obtained 
are compared for the simulation model and a real robot. 
The performance comparison demonstrates a good 
correlation between theory and implementation, whilst 
demonstrating problems and discrepancies introduced by 
a real system. 

Keywords: System modelling, Adaptive Cruise Control 
(ACC), PID Controller, Educational robotics, Real-time 
implementation, Single board computer, FPGA 
programming.

I. INTRODUCTION 

    Lately, Engineering at Kingston University London has 
been running a project to develop new Electronics and 
Control teaching methods. As a result, simulation is not the 
tool of choice for this task any more. The applied approach to 
teaching and learning, using latest technology is gaining 
popularity and interest in the faculty. 

   This paper proposes an experimental method for teaching 
control concepts to senior undergraduate engineering students 
and then assessing the learning by setting a group assignment 
with the objective to design and implement the software to 

control the performance of a robotic vehicle with on board 
Adaptive Cruise Control (ACC), implemented using a PI and 
a PID loop. Graphical programming language (LabVIEW) 
was used for code implementation, as it does not deter from 
the main learning goal by enabling a quick completion of the 
programming task, allowing students to focus on tuning and 
testing. The target hardware was a Starter Kit Robot from 
National Instruments; where two robots were used as ‘the 
leader’ and ‘the follower’. ACC [1], [2] was used to maintain 
a set distance between them. These experiments not only 
illustrate the theoretical concepts but also offer an excellent 
opportunity for students to programme a real-time, single 
board computer by directly accessing on-board FPGA, which 
is likely to open new opportunities for final year project 
implementation. 

   The teaching methodology, overall teaching plan (including 
the formal lectures on control design for distance tracking 
based on the classical controllers [3], hands-on exercises, and 
associated assessment task) are presented in Section II. The 
rest of the paper provides all of the information required by 
instructors for course delivery, including the solution of the 
assessment, as follows. Section III describes the hardware and 
associated system transfer function (given to students), while 
Section IV deals with the theoretical concepts required. 
Section V deals with system test, offering all of the results 
required by the instructor. Section VI discusses the design, 
tuning and testing of a performance of classical controllers, 
implemented in ACC. Overall, it verifies the correlation 
between theoretical expectations and real-life system 
performance. 

II. UNDERLYING TEACHING STRATEGY

   This course is aimed at senior undergraduates, who have 
moved on from the ‘system approach’ used in first year to 
more ‘discrete’ learning. In year two they study particular 
concepts, in order to acquire sufficient knowledge in a range 
of disciplines (programming, electronics and control). They 
can then amalgamate these concepts and work for the first 
time with a complex system, applying this knowledge and re-
enforcing understanding through implementation. 

   Students are given a set of formal lectures, covering 
relevant control concepts as shown in Table I: 
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TABLE I 

LECTURE SCHEDULE AND MILESTONES 

Week Milestones 

1 Introduction to modelling of dynamic 
systems 

2 Use of Laplace transform and transfer 
functions 

3 Time and feedback domain analysis 

4 Frequency domain analysis 

5 Introduction to PI and PID control 
including PID loop tuning 

6 ACC and switching rules 

   This is followed by a set of tutorials and laboratory 
exercises as shown in Table II. 

TABLE II 

LABORATORY SCHEDULE, MILESTONES AND MODE

   Introduction to the software and hardware is done 
individually to ensure that every student gets the chance to 
learn the software and become equipped to work 
independently. However collaborative learning used in later 
weeks is highly beneficial when new complex concepts are to 
be adopted.  

   Student assessment task aims to: 

1. Design an Adaptive cruise control algorithm using 
MATLAB/SIMULINK using the dynamic model of the 
robot (given) and obtain optimised solution using PI and 
PID strategy, in order to perform ‘the leader’ and ‘the 

follower’ action (maintain a certain distance between 
the leader and follower). 

2. Investigate the construction and operation of the real 
robot, including the incorporated sensors and actuators.  

3. Investigate a programming method for a real-time 
embedded FPGA based system. 

4. Apply the Adaptive cruise control strategy developed in 
1, to a real robot. 

5. Compare system performance in order to discuss the 
correlation between theory and implementation in terms 
of PID tuning. 

6. Compare the system performance to discuss the 
correlation between the performance of the robot model 
and a real robot. Discuss the problems and discrepancies 
introduced by a real system. 

  In addition to the written report including the graphs (similar 
to the ones shown in Sections IV and V), a demo and a viva 
are also introduced as part of the assessment, to identify the 
level of learning for individuals and curb plagiarism. 
Additional benefits of this assessment task are development 
of ’soft skills’ including teamwork, project management and 
public speaking, with the added benefit of peer support. 

III. HARDWARE CHARACTERISTICS AND SYSTEM 

TRANSFER FUNCTION

   The LabVIEW starter kit robot (Fig. 1) is based on a NI 
single- board RIO, with Ethernet connectivity. The robot 
‘follower’ uses ultrasonic sensors for velocity and distance 
tracking of the ‘leader’ (2cm - 3m sensor range) and two 
12V DC brushed motors, (linear velocity of approximately 
0.9 [m/s]). The robots can be programmed either by using 
the high-level LabVIEW robotic starter kit API or by using 
the LabVIEW FPGA module [4]. 

   The robot model transfer function approximated through 
the model identification process can be presented as:   

148.0
1
2 ++

=
ssv

v

sp

                
(1) 

where v  and spv  respectively denote the robot’s velocity 
and velocity setpoint. Units are in [m/s]. 

Mode
Individual

Individual

Individual

Group (3)

Group (3)5 - 6 Implementation and testing (work
on group assignment)

3 Introduction to LabVIEW and
FPGA toolbox

4 Introduction to hardware, ‘walk-
through’ exercises (NI single board 
RIO including FPGA module)

Introduction to control concepts
d i l i i l b2 PID tuning using Matlab 

Week Milestones
1
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Fig.1. NI LabVIEW starter kit robot [4]

IV. CONTROL DESIGN

    The Adaptive Cruise Control is based on tw
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point speed. The gains of the PID control are
default; therefore the set-point speed will be d
the DC motor. In this work, we design our
calculate the set-point speed which can fulfil th
of the ACC system. 
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TABLE III 

DISCRETE TIME PID CONTROLLERS’ GAINS

pk ik dk
Default PID controller 0 0 0 
Distance Tracking (ACC) 0.9 0.5 0 
Velocity Tracking (CC) 0.2 0.48 0.2 

   
   The closed-loop responses of the system given by Eq.1 are 
presented in Fig. 4. The responses of the closed-loop system 
in both continuous-time and discrete-time have been 
compared. The control action (velocity setpoint spv ) has to 
be constrained between [0,0.9], reflecting the physical 
limitation of the system i.e. motor velocity. The results 
obtained by saturating the control output have been 
compared to those without saturation, as illustrated in Fig. 4. 
Fig. 4. (b) shows that the control action initially violates the 
upper bound limit if it is not constrained. In most of the 
system, saturation can degrade the performance, especially 
when using the PID controller. 

   This is due to a phenomenon called “integrator windup” 
which causes a large overshoot in response. To solve this, an 
anti-windup can be used. Since there was not any serious 
issue in our design, we did not use anti-windup.  

(a) 

(b) 

Fig.4 (a) the closed-loop responses of the system given by Eq.1 (b) using 
continuous-time and discrete-time PID controllers, (b) the control actions 

B. ACC switching rules – distance (ACC) and velocity 
(CC) tracking 

   ACC systems operate in two different modes depending on 
the situation in the front - distance tracking or velocity 
tracking. If the ultrasonic sensor of the follower (ACC 
equipped) detects any obstacle, or a slower moving robot in 
front, the controller adjusts the velocity to maintain the 
clearance inter-distance (desired distance). If the inter-
distance measured by the ultrasonic sensor is greater than the 
desired distance, it will switch to velocity tracking mode, 
known as cruise control (CC) mode, to track the desired 
velocity.�

   The switching logic was devised to implement automated 
switching between the two modes of operation for the ACC 
system, i.e. velocity tracking (CC) and distance tracking [3], 
[6], [7]. The switching rules for transition between CC and 
ACC modes are illustrated in Table IV.  

TABLE IV 

LOGICAL RULE FOR SWITCHING BETWEEN CC AND ACC (Shakouri, Ordys 
and Laila, et al. 2011) 

vf < vdes vf ? vdes

d < ddes ACC CC 

d º ddes CC CC 

   A schematic block diagram of this switching algorithm is 
underlined in close-up of the switching logic CC/ACC in 
Fig. 5. 

Fig. 5. A schematic block diagram of an ACC system developed in the 
simulation including a PI control for distance tracking and a PID control 
velocity tracking.
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   The desired headway distance ddes can be computed using 
the equation (2), assuming that the follower and leader robot 
have the same speed (vf = vl), known as Constant-Time 
Headway policy [8], [9]: 

fh

d

sdes vTdld ++= ���
0

               
(2) 

l- robot length, ds - additional distance between two robots,  
vf  - follower robot’s velocity and Th is the constant-time 
headway (approximates system reaction time) [s]. 
   Distance between real robots is measured by an ultrasonic 
sensor. In simulation, the distance is determined by taking 
the integral of their relative velocity: 

( ) −=
t

lf dtvvd
0

         
(3) 

   The Schematic block diagram from Fig 5, implementing 
ACC in LabVIEW is shown on Fig. 6. 

Fig. 6. The configuration of the LabVIEW block functions for implementing 
the ACC on a robot

V. TESTING AND RESULTS

   The ACC system was developed and tested using Matlab 
for PID tuning and LabVIEW for hardware implementation. 
The programming of the controller has been implemented in 
LabVIEW MathScript Node. The ACC system was designed 
and tested in the simulation and implemented on the robot’s 
LabVIEW FPGA module, for comparison. In the initial 
experiment the leader robot is virtualised, the sinusoidal 
signal represents the leader robot’s velocity and the distance 
between robots can be calculated from Eq. 8. The final stage 
of the test used two test robots; and the distance between 
them is measured by an ultrasonic sensor. The program 
developed in LabVIEW for real-time implementation is 
depicted in Fig. 6.  

   Fig. 7 illustrates the results for distance tracking (ACC) 
mode for the test executed by using the PID controller. The 
initial distance between the robots was setup at 0.1 [m]; both 
robots start from zero velocity. Based on the test, the 
minimum safe distance do and time-constant headway Th

were chosen to be 0.1 [m] and 1.3 [s], respectively. Some 
slight undulations in the results on the desired distance curve 
are due to the desired distance being a function of the 
follower robot velocity; therefore its variation depends on 
the velocity. However, the ACC system operates very well 
for distance tracking. 

a) 

(b) 

(c) 

Fig. 7. Distance tracking (ACC) mode using PI control- (a) The inter-
distance between the robots using test robot, (b) the inter-distance between 
the robots from simulation, (c) the velocities obtained during distance 
tracking using test robot and from simulation implementation 

   Fig. 8 shows the results for velocity tracking (CC) mode 
accomplished by PID Control with the same initial 
conditions. However, the desired cruising speed has been 
selected as a step form; from 0-20 [s], the value of the 
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desired speed is 0.3 [m/s], its value reduces to 0 [m/s] 
between 20-40 [s] and then it reverts to 0.3 [m/s] from 40 [s] 
onward. Since the actual distance is far away from the 
desired distance, the ACC system operates in CC mode, so 
that the follower robot’s velocity tracks the desired cruising 
speed (see Fig. 8.c), rather than tracking the desired distance. 
Consequently, it causes the distance between the robots to be 
increased (see Fig. 8.a-b).  

(a) 

(b) 

(c) 

Fig. 8. Velocity tracking (CC) using PID control- (a) The inter-distance 
between the robots using test robot, (b) the inter-distance between the robots 
from simulation implementation, (c) the velocities obtained during distance 
tracking using test robot and from simulation implementation 

VI. CONCLUSIONS

   The experiment described here delivers a range of robotics 
and control concepts, and control strategies, including PI and 
PID, PID tuning and switching strategies. It requires students 
to program these strategies and to implement in a real device 
a target real-time microcontroller board that has been 
configured as a robot, which is an excellent target system, 
capturing students’ interest and imagination. This paper 
proposes an assessment brief for the experiment to contain: 

1. System modelling and simulation. 
2. Implementation in hardware. 
3. Testing of the ACC system.  

   This paper deals with the implementation of only one type 
of control algorithm and there is scope to implement others 
e.g. fuzzy logic, or even Model Predictive Control, which 
can be used for post graduate level teaching. There is also 
potential for system hardware enhancement/expansion, to 
include further sensors, for example global positioning 
systems (GPS), inertial navigation systems (INS), camera 
etc. (all presently available off the shelf for the specified 
target board), opening a range of additional opportunities for 
further control feedback but also experiments and 
assignments in the field of digital imaging, signal processing, 
system fusion, robotics, autonomous driving and more. 

   The teaching materials described in this paper can be made 
available on request to the conference participants. 
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Abstract— Advancement in computer system hardware makes it 

difficult to meet the demands of teaching computer architecture 

and organization. Visualization of different architectures 

enhances the learning process among students by using 

simulators. This paper attempts to give a survey on the following 

simulators (1) Electrical Numerical Integrator and Computer 

(ENIAC) was the first electronic digital universal computer built 

at Pennsylvania University in 1944-1946., (2) The Visible Virtual 

Machine (VVM) based on Little Man Computer (LMC) which is 

general for von Newmann computer architecture, (3) MARS an 

Education-Oriented MIPS Assembly Language Simulator, (4) 

Logisim for simulating digital logic circuits and (5) SPIM for 

MIPS Assembly Language Simulator  that are going to be taught 

in the course Computer Architecture and Organization by the 

faculty members. Also, evaluate the selected simulators according 

to the criteria established in the course meetings. 

Keywords-component Computer Architecture and 

Organization; Simulation; Evaluation; Electrical Numerical 

Integrator and Computer; The Visible Virtual Machine; MARS; 

LOGISIM; SPIM;  

I.  INTRODUCTION 

Computer-based graphical simulators are widely used in 
universities to support the teaching of computer architecture 
[1].These range from relatively simple, visual simulators to 
advanced, complex simulators for research and product 
development. One area where software simulators have 
become almost indispensable is in undergraduate computing 
courses [2].These simulators are often used to aid student’s 
understanding of complex technologies which are difficult to 
conceptualize and visualize without the help of graphical 
animations that the modern simulators can offer [1]. 

Advancement in computer system hardware makes it 
difficult to meet the demands of teaching computer architecture 
and organization. Visualization of different architectures 
enhances the learning process among students by using 
simulators. Rather making a comprehensive simulator that can 
cater the requirement for the course, available simulators can 
serve the purpose as they can save time resource, ease of use, 
capacity to learn the concepts to fullest which are delivered in 

the course, can be accessed anywhere and anytime by the 
students. Finding the appropriate simulator for the course is a 
difficult task. Similar study was also conducted [3]. 

The paper describes the evaluation process followed before 
the induction of simulators in the course. The paper is 
organized as follows: Section II gives the teaching strategy 
followed in the course. Section III describes the criteria for 
which the simulators were selected. Section IV introduces the 
evaluation process. Section V describes the questionnaire 
design. Section VI concludes the results and Section V 
concludes the paper. 

II. THE TEACHING STRATEGY 

There was a lack of giving students the exposure of 
different architectures visualization through graphical 
representation. Instead, they receive the theoretical aspect of 
internal structure and components of the computer, how the 
instruction are being executed and handled by different 
architectures. This problem can be handled by the use of 
simulators. 

For the batch 2010, currently enrolled in their 5
th
 Semester, 

the course Computer Architecture and Organization was 
restructured to two hours of lectures and two hours of 
laboratory work per week whereas before it was only three 
hours of lectures per week. This way the gap between 
theoretical and practical work was removed. 

III. CRITERIA FOR SELECTING SIMULATORS 

As advised by Chairman Computer Engineering 
Department Dr. Syed Misbahuddin of Sir Syed University of 
Engineering & Technology the simulators that need to be the 
part of the course should possess certain properties and should 
be tested by the instructors before it is included in the 
laboratory work. The characteristics that a simulator should 
possess are usability, availability and topics covered in the 
lectures. 
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IV. EVALUATION PROCESS 

Although simulator imitates a device near to reality but it is 
necessary to evaluate its effectiveness to which it can be 
inducted into the course as a teaching aid and to support the 
learning of the students. 

A. Methodology 

 The evaluation of the simulators was based on the criteria 
discussed earlier. For evaluation both qualitative and 
quantitative methods was used. For qualitative method Opinion 
survey using 5-point Likert scale and having open ended 
questions as well. For quantitative method describing the data 
numerically measure of center and location technique was used 
to interpret the data gathered from the survey. 

B. Participants 

The participants were composed of eight faculty members 
teaching the course of Computer Architecture and organization. 
Among eight, two were Assistant Professors and two were 
Lecturers who are responsible to give lectures in the lecture 
room. Two Research Assistant and Junior Lecturer assisting 
any one of the above in the Laboratory was also included in the 
survey. 

V. QUESTIONNAIRE DESIGN 

The opinion survey questionnaire was given to the faculty 
members (Sample Size N=8). Each survey was conducted for 
each simulator making it five surveys consists of four parts. 
Part A consists of the information about the participant’s 
profile; Part B consists of the information for the simulator 
usability and the recommendations was taken from []. Part C 
consists of the information for the simulator availability. Part D 
consists of the information relevance to the course contents 
covered by the simulator which was further divided into four 
sub categories: Fundamentals of Computer Architecture, 
Memory System Hierarchy, Communication and Interfacing 
and Processor System Design. Values for likert scale in the 
questionnaire used is as follows 1= Strongly Agree (value = 2)     
2= Agree (value = 1)    3= Not Sure/Not Applicable (value = 0)     4= 
Disagree (value = -1)     5= Strongly Disagree (value = -2) 

In the first part, questions 1 to 5 focus on the profile of the 
respondents. As the respondents type was homogenous so the 
profile was drawn with close ended questions. 

In the second part, questions 6 to 19 focus on the simulator 
usability. This part of the questionnaire is to achieve the 
usability of the simulator that needs to be included in the 
course. To achieve information about the simulator usability 
the faculty members were asked to evaluate from 1 to 5 their 
satisfaction and the simplicity about the simulator. 

In the third part, questions 20 to 22 focus on the simulator 
availability. This part of the questionnaire is to find out that the 
simulator can be used anywhere anytime and on different 
platforms. To achieve information about the simulator 
availability the faculty members were asked to evaluate from 1 
to 5 their satisfaction. 

In the fourth part, it is divided in four categories related to 
the course contents and the topics that the simulator covers. 
First category Fundamentals of Computer Architecture, 
questions 23 to 28 focus on the fundamental concepts of 
computer architecture. To achieve information about these, 
faculty members were asked to evaluate from 1 to 5 their 
satisfaction. Second category Memory System Hierarchy, 
questions 29 to 36 focus on the performance issues. To achieve 
information about these faculty members were asked to 
evaluate from 1 to 5 their satisfaction. Third category 
Communication and Interfacing, questions 37 to 40 focus on 
the communication between the peripherals and interaction 
between the components. To achieve information about these 
faculty members were asked to evaluate from 1 to 5 their 
satisfaction. Fourth category Processor System Design, 
questions 41 to 45 focus on the substrate of processor logic 
implementation. To achieve information about these faculty 
members were asked to evaluate from 1 to 5 their satisfaction. 

VI. RESULTS 

Below are the summary of the evaluation based on the 
opinion survey: 

A. Qualitative Analysis 

Five opinion surveys were conducted. All before the start of 
the semester and total of eight faculty members participated in 
the survey. Figure 1 shows the criteria on which the survey was 
conducted. The strongly agree/agree and the strongly 
disagree/disagree results are aggregated and the results are 
presented below 

Figure 1.   

The survey indicates that the usability and availability was 
high for the simulators under examination. Different simulators 
cover different architectures and depending upon the 
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architecture they cover few concepts high as compared to 
others. As logisim is a specific for simulating digital logic 
circuits so it has low percentages in Part D as it covers fewer 
concepts related to the course as compared to the others. The 
survey indicates overall, faculty members agreed of the above 
simulators to be fulfilling the criteria to be included into the 
course. 

B. Quantitative Analysis 

Qualitative analysis givens an opinion of the faculty 
members about the simulators usability, availability and the 
relevance of contents covered in the course. As the 
questionnaire consists of ordinal data in likert scale and the 
result was aggregated in percentage upon the members agreed 
upon and disagreed upon. To check the discrepancies with the 
parts of the questionnaire measure of center and location 
technique was used such as mean, median and mode. Due to 
the nature of the data collect was ordinal median gives the best 
measure of the middle. Due to the range of scale used for the 
data collection was between -2 to 2 so the mean values came in 
negative range. Below are the values 

Figure 2.   

The values of corresponds correctly to the percentage of the 
qualitative analysis. It was seen that the aggregate percentage 
of strongly disagree/ disagree increases made the effect of the 
quantitative values towards negative. The value of median in 
decimal was calculated as there are two median values so 

adding the both values and divided by two. Rest of the 
percentage of the qualitative analysis correspond the values of 
median for the quantitative analysis. 

VII. CONCLUSION & FUTURE WORK 

Use of simulators in studying Computer Architecture and 

Organization help the students in understanding the concepts 

delivered in the classroom. The strategy adapted in the study 

discussed the usability, availability and the course contents 

covered by different simulators before inducting them into the 

laboratory work. Survey was conducted between faculty 

members and evaluated using qualitative and quantitative 

analysis. 

The evaluation, based on the criteria laid by the faculty 

members and also the input from the department chairman, as 

no simulator covers all topics so combination of simulators 

were surveyed depending upon different architecture and the 

topics covered in class room. The overall result was 

satisfactory and it was decided to include all of the simulators 

in the laboratory work. 

In future, survey on simulators would be conducted and see 

what are the difficulties faced by the students and what 

students benefited from use of simulators. 

Later evaluation will be conducted on the knowledge 
grasped by students from the use of simulators by comparing 
the past results of students when there was no laboratory work 
conducted in comparision to the current result of the students 
and will see if there is any significant difference in the behavior 
of the students learning process. 
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Abstract—This paper aims to address the robust control
problem of rigid spacecraft attitude maneuvers in the presence
of inertia matrix uncertainty and external disturbance. A back-
stepping based adaptive sliding mode control (B-ASMC) design is
proposed as a solution, where the upper bounds of the paramet-
ric uncertainty and disturbance are not required in advance.
Compared to current adaptive sliding mode control (ASMC)
design, the B-ASMC design has two advantages. Theoretically,
the asymptotical stability of the attitude states rather than the
sliding function is guaranteed. Practically, the over-adaptation
problem in current ASMC design is alleviated and the system
performance is improved. Detailed design principle and rigorous
closed-loop system stability analysis are provided. A large angle
attitude maneuver is employed in the numerical simulation to
verify the effectiveness of the proposed algorithm.

Index Terms—attitude maneuver, adaptive sliding mode con-
trol, backstepping, over-adaptation.

I. INTRODUCTION

With the development of aerospace technologies, more
and more space missions require that the involved spacecraft
implements attitude maneuvers with large angles. Design of
an attitude control system for such case poses a challenging
problem, including the nonlinear characteristics in the attitude
dynamics & kinematics, modeling uncertainty and unexpected
external disturbances. Thus, in order to guarantee the control
performance, it is necessary to employ nonlinear robust control
methods. Sliding mode control (SMC) is a powerful nonlinear
control method that is well known for its strong robustness.
SMC can provide many good properties, such as insensitivity
to model uncertainty, disturbance rejection, and fast dynamic
response, which make it a welcome approach for spacecraft
attitude control [1]–[4].

According to the equivalent control concept, current SMC
algorithms generally consist of two parts, the continuous
equivalent control component and the discontinuous switching
control component. In order to satisfy the reaching condition,
the switching gain should be larger than the upper bounds
of the model uncertainty and disturbance. However, those
bounds are hard to find in many practical situations. Therefore,
conservative design is generally adopted, where the switching
gain is selected sufficiently large, such as those in [1]–[4].
Nonetheless, a large switching control component may aggra-
vate the chattering problem which could excite the unmodelled
dynamics and may lead to instability.

To eliminate the need of uncertainty and disturbance

bounds, adaptive scheme is integrated into SMC design, which
is known as the ASMC technique. At the initial stage, it
is assumed that the lumped uncertainty was bounded by a
linear function of the state-norm. Correspondingly, adaptive
laws were designed for the linear function coefficients, as
suggested in [5]–[7]. In particular, in [7], an ASMC algorithm
was proposed for the attitude stabilization of a rigid spacecraft,
where the lumped uncertainty is assumed to be bounded
by a linear function of the norms of angular velocity and
quaternion. Subsequently, the lumped uncertainty was assumed
to be bounded by an unknown constant and consequently
a simple adaptive law was proposed for the switching gain
calculation in [8]. Subsequent results can be found in many
applications such as internal combustion engines [9], induction
servomotor [10], planetary gear-type inverted-pendulum [11],
etc. However, on the basis of Barbalat lemma, all the ASMC
algorithms mentioned above can only guarantee that the sliding
function is asymptotically stable but not the system states. And
the system performance has not been taken into account.

On the other hand, the backstepping design technique has
been widely used to control nonlinear systems with matched
or unmatched uncertainties in recent years (see [12] and
references therein). The key feature of backstepping design
is that it stabilizes the system states through a step-by-
step recursive process. Once the final step is completed, the
stability of the entire system is guaranteed naturally. However,
conventional backstepping design mainly assume that the
lumped uncertainty is constant or slowly changing. When the
derivative of the lumped uncertainty cannot be regarded as
zero, backstepping design with integral adaptive laws are no
longer applicable. Recently, there has been continuous efforts
to combine the backstepping technique with the SMC method,
such as [13]–[15]. Unfortunately, a prior knowledge of the
lumped uncertainty bound is required.

Considering the characteristics of both the ASMC method
and the backstepping technique, it is natural to combine
those two design methodologies to preserve their advantages
and at the same time overcome their drawbacks mentioned
above, which leads to the proposed B-ASMC design. In this
paper, we focus on the robust attitude control for a rigid
spacecraft, where the inertia matrix uncertainty and external
disturbance are considered. Noticing the cascade structure of
the attitude control system, the attitude controller is designed
in the backstepping framework, where the ASMC algorithm is
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designed in the final step to deal with the lumped uncertainty.
By virtue of the backstepping design procedure, the proposed
B-ASMC algorithm can guarantee the asymptotical stability of
the closed-loop system not just the sliding function. Moreover,
the system performance can be improved by the proposed
algorithm.

II. PRELIMINARIES

A. Mathematical Model

Consider a thruster control rigid spacecraft, whose attitude
dynamics is governed by the following equation:

Jω̇b + S(ωb)Jωb = Tb + Td (1)

where J ∈ R
3×3 is the spacecraft inertia matrix, ωb ∈ R

3

denotes the angular velocity vector of FB , the body-fixed
frame, with respect to FI , the inertia frame. S(·) is the skew-
symmetric matrix operator, which is operated as follows:

S(α)β = α× β

where α and β are the vectors in R
3. Tb ∈ R

3 is the vector of
control torque provided by the thrusters, Td ∈ R

3 is the time-
varying external disturbance vector, including environmental
and non-environmental disturbance torques. Furthermore, the
inertia matrix uncertainty is considered. Let J = Ĵ+ΔJ with
ΔJ the uncertainty caused by the change in mass properties
and Ĵ = diag(J1, J2, J3) the nominal inertia matrix. Then (1)
is described as:

Ĵ ω̇b + S(ωb)Ĵωb = Tb + Td −ΔJω̇b − S(ωb)ΔJωb (2)

According to the structural feature in (2), one can merge all
the elements caused by inertia matrix uncertainty and external
disturbance as the lumped uncertainty, i.e., let d = Td −
ΔJω̇b − S(ωb)ΔJωb. Correspondingly, the attitude dynamics
is rewritten as:

Ĵ ω̇b + S(ωb)Ĵωb = Tb + d (3)

From (3), it is clear that the lumped uncertainty is matched
to the system. Without loss of generality, it is assumed that d
is smooth and satisfies ‖d‖∞ < dmax with dmax the unknown
upper bound and ‖ · ‖∞ the vector infinity-norm.

As for the attitude representation, quaternion and modi-
fied Rodrigues parameters (MRPs) are the two most popular
parameters. Quaternion is characterized by its global non-
singularity. However, the use of quaternion requires an extra
parameter, which leads to a non-minimal parameterization [4].
For the attitude maneuver whose principal angle is within
(−2π, 2π), MRPs can provide a nonsingular minimal attitude
description. Moreover, by introducing the shadow MRPs and
a switching mechanism, MRPs turn out to be a nonsingular,
bounded, minimal attitude representation. Therefore, MRPs
are utilized in this paper, whose kinematics is:

σ̇b = M(σb)ωb (4)

where σb ∈ R
3 denotes the inertial MRPs vector of FB with

respect to FI . M(σb) is the Jacobian matrix in the form of

M(σb) =
(1− ‖σb‖2)I3 + 2S(σb) + 2σbσ

T
b

4
with ‖ · ‖ the

vector 2-norm and I3 the 3 × 3 identity matrix. Moreover,
MT (σb)M(σb) = m(σb)I3 with m(σb) = (1 + ‖σb‖2)2/16.
The transition matrix from FI to FB in terms of σb is:

R(σb) = I3 +
8S(σb)S(σb)− 4(1− ‖σb‖2)S(σb)

(1 + ‖σb‖2)2 (5)

In this paper, the attitude reorientation control problem is
considered. Our goal is reorienting the spacecraft from an
arbitrary stationary attitude to a desired attitude with zero
angular velocity. Denoting the attitude variables of FD, the
desired frame, as σd ∈ R

3 and ωd ∈ R
3, the error attitude

variables are defined as follows:

σe =σb ⊕ σ∗
d (6)

ωe =ωb −R(σe)ωd (7)

where σe ∈ R
3 is the error MRPs, ⊕ is the MRPs produc-

tion operator, characterizing the successive rotations. For two
MRPs expressed in their corresponding frames, e.g., σ1 ∈ R

3

and σ2 ∈ R
3, it is operated as follows:

σ1 ⊕ σ2 =
(1− ‖σ2‖2)σ1 + (1− ‖σ1‖2)σ2 − 2S(σ1)σ2

1 + ‖σ2‖2‖σ1‖2 − 2σT
2
σ1

σ∗
d is the inverse of σd, which is extracted from R−1(σd) and

σ∗
d = −σd, R(σe) and R(σd) are the transition matrices from
FD to FB and from FI to FD, and their expressions in terms
of σe and σd can be obtained by replacing σb by σe and σd

in (5). As ωd = 0, one has ωe = ωb. Therefore, the error
attitude dynamics is expressed same as (3). As mentioned in
[17], if the attitude variables pairs (σb, ωb) and (σd, ωd) satisfy
the MRPs kinematics formulation described in (4), then the
error attitude variables pair (σe, ωe) also satisfies the MRPs
kinematics formulation. Then, the attitude control system is
governed by the following equations:{

Ĵ ω̇b + S(ωb)Ĵωb = Tb + d

σ̇e = M(σe)ωb

(8)

B. Problem Statement

The control objective can be summarized as follows: design
a robust control algorithm to steer the attitude variables pair
(σb, ωb) from (σb(0), 0) to (σd, 0) (or equivalently render
lim
t→∞σe = lim

t→∞ωb = 0) when the lumped uncertainty upper
bound dmax is unknown in advance.

III. MAIN RESULTS

A. Conventional ASMC Algorithm Design

In this section, the ASMC algorithm is applied to the
attitude control problem under consideration and its major
drawback will be revealed. First, define the following nonlinear
sliding function s ∈ R

3:

s = ωb + λ
MT (σe)

m(σe)
σe (9)
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where λ > 0 is the sliding function gain and m(σe) can be
obtained by replacing σb in (4) by σe.

According to the design principle presented in [8], following
ASMC algorithm can be obtained:

Tb = S(ωb)Ĵωb − λĴ
4M(σe)− 2σeσ

T
e

1 + ‖σe‖2 ωb − d̂sgn(s) (10a)

with d̂ the estimation of dmax which is given by

d̂ = c

∫ t

0

‖s‖1dτ (10b)

where c > 0 is the adaptive gain, sgn(·) is the sign function
and ‖s‖1 = sT sgn(s) denotes the vector 1-norm of s.

By selecting the Lyapunov candidate function in the form
of

V =
1

2
sT Ĵs+

1

2c
d̃2

where d̃ = d̂− dmax denotes the estimation error, it is easy to
obtain that the time derivative of the above Lyapunov function
is

V̇ = sT d− dmaxs
T sgn(s)

≤ −η‖s‖1
(11)

where η = dmax−‖d‖∞. On the basis of the Barbalat lemma,
one can conclude that lim

t→∞ s = 0.
There are two major problems of the above ASMC algo-

rithm. Theoretically speaking, lim
t→∞ s = 0 cannot rigorously

guarantee lim
t→∞ωb = lim

t→∞σe = 0, i.e., the asymptotic stability
of the closed-loop system is not actually achieved. Practically
speaking, the ASMC algorithm does not consider the dynamics
of the reaching phase, which may arise an over-adaptation
of the switching gain with respect to the lumped uncertainty
bound and lead to an undesirable system performance. In the
following, we try to address those problems by combining the
ASMC technique with the backstepping design and present
the B-ASMC algorithm.

B. B-ASMC Algorithm Design

As demonstrated in [18], an important property of the
system in (8) is that it describes the attitude control system
in a cascade interconnection, which accords with the strict
feedback form in backstepping design. With this in mind, it is
possible to design the ASMC algorithm in the backstepping
framework and use its key feature to guarantee the stability of
the closed-loop system.

First, in the attitude kinematics subsystem, treat the angular
velocity as an independent input, then there exists a state
feedback stabilizing control law ω∗

b (σe) in the form of

ω∗
b (σe) = −kσM

T (σe)

m(σe)
σe = −kσ 4

1 + ‖σe‖2σe (12)

with kσ > 0. Now, consider a Lyapunov candidate function
for the attitude kinematics subsystem with the form of Vσ =
‖σe‖2/2 = σT

e σe/2. From (8) and (12), the derivative of the
above Lyapunov candidate is

V̇σ = −kσσT
e σe ≤ 0 (13)

If the angular velocity ωb is identical to ω∗
b (σe), the attitude

kinematics subsystem response is characterized by

σe = exp(−kσ(t− ti))σe(ti) (14)

with ti the time when ωb = ω∗
b (σe), which implies a good

error MRPs response would be achieved.
Then, in order to guarantee ωb can track ω∗

b (σe), a coordi-
nated transformation is utilized. Let z = ωb−ω∗

b (σe) ∈ R
3, the

attitude control system described by σe and z is represented
as:{
Ĵ ż = Tb − S (ω∗

b (σe) + z) Ĵ (ω∗
b (σe) + z) + d− Ĵ ω̇∗

b (σe)

σ̇e = M(σe)z +M(σe)ω
∗
b (σe)

(15)
where ω̇∗

b (σe) can be analytically expressed as

ω̇∗
b (σe) = −kσ 4M(σe)− 2σeσ

T
e

1 + ‖σe‖2 (ω∗
b (σe) + z)

Here, using the ASMC methodology, the attitude control
law for the attitude dynamics subsystem is designed as:

Tb =S (ω∗
b (σe) + z) Ĵ (ω∗

b (σe) + z) + Ĵ ω̇∗
b (σe)

− kωĴz − d̂sgn(z)
(16a)

with

d̂ = c

t∫
0

‖z‖1dτ (16b)

Consider a Lyapunov candidate function for the attitude
dynamics subsystem in the form of

Vω =
1

2
zT Ĵz +

1

2c
d̃2 (17)

According to (16a) and (16b), the derivative of the above
Lyapunov function is

V̇ω = −kωzT Ĵz + zT
[
d− d̂sgn(z)

]
+ (d̂− dmax)z

T sgn(z)

= −kωzT Ĵz + zT d− dmaxz
T sgn(z)

≤ −kωzT Ĵz − η‖z‖1 ≤ −kωzT Ĵz
In order to obtain the control law for the entire system, we

should explore the interconnection between the virtual control
law in (12) and the attitude control law in (16a) and (16b).
Thus, the B-ASMC algorithm is presented as:

Tb =S (ω∗
b (σe) + z) Ĵ (ω∗

b (σe) + z) + Ĵ ω̇∗
b (σe)

−MT (σe)σe − kωĴz − d̂sgn(z)
(18a)

with

d̂ = c

t∫
0

‖z‖1dτ (18b)

Now, we are ready to state the following theorem:
Theorem 1: For the attitude control system described in

(8), the B-ASMC algorithm in (18a) and (18b) can globally
asymptotically stabilize the closed-loop system in the presence
that the lumped uncertainty upper bound dmax is unknown in
advance.
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Proof 1: Chose the Lyapunov function for the entire system
as

V = Vσ + Vω (19)

By taking the time derivative along the system trajectory,
one has:

V̇ =σT
e M(σe)z + σT

e M(σe)ω
∗
b (σe)

− kωz
T Ĵz − zTMT (σe)σe + zT [d− dmaxsgn(z)]

=− kσσ
T
e σe − kωz

T Ĵz + zT d− dmaxz
T sgn(z)

≤− kσσ
T
e σe − kωz

T Ĵz − η‖z‖1
≤− kσσ

T
e σe − kωz

T Ĵz

where we have used the fact that σT
e M(σe)z = zTMT (σe)σe

and ‖d‖∞ < dmax.
Let χ = kσσ

T
e σe+kωz

T Ĵz. It is obvious that χ is uniformly
continuous. By integrating the above equation from zero to t,
one has: ∫ t

0

V̇ dτ ≤ −
∫ t

0

χdτ ⇒ V (0) ≥
∫ t

0

χdτ (20)

Taking the limits as t→∞ on both sides of (20) gives

∞ > V (0) ≥ lim
t→∞

t∫
0

χdτ (21)

On the basis of Barbalat lemma, we can obtain lim
t→∞χ = 0,

which implies that lim
t→∞σe = lim

t→∞ z = 0. As lim
t→∞σe = 0, one

has lim
t→∞ω∗

b (σe) = 0. According to the definition of z, it is
easy to obtain that lim

t→∞ωb = 0. As V is radially unbounded,
then we can obtain the conclusion.

C. Discussions

Here are some remarks:
Remark 1: By comparing the ASMC algorithm with the B-

ASMC algorithm, one can find that the transformed variable
z is actually the sliding function s. Therefore, if we rewrite
the B-ASMC algorithm in terms of σe and s, there are two
additional terms of the B-ASMC algorithm as compared to the
ASMC algorithm, −kωĴs and −MT (σe)σe.

The first term is used to improve the system performance
by specifying dynamics in the reaching phase. Such a strategy
belongs to the so called the reaching law method, which was
presented in [19]. The reaching law is a differential equation
which specifies the dynamics of the sliding function. When
it is used in the ASMC design, additional benefit can be
shown, which has not been fully explored in the literature.
For this case, the sliding function dynamics is governed by
Ĵ ṡ = −kωĴs − d̂sgn(s). As the initial value of d̂ is zero,
before the adaptation scheme can produce a large enough d̂
to satisfy the reaching condition, the term −kωĴs provides
a necessary damping to speed up the reaching phase. On
the other hand, it is well known that the basic idea of the
ASMC method lies in that the switching gain can be adjusted
by the departure from the sliding surface. However, from the
adaptive law in (10b), one can see that the integral action starts

from the very beginning and any departure from the sliding
surface will results in an increase of the switching gain d̂.
Therefore, if the initial system error is large, or equivalently
the initial system trajectory is located far from the sliding
surface, the resulting d̂ generated by the ASMC algorithm is
much larger than the necessary value. Due to the fact that
the chattering level is directly determined by the switching
gain, the chattering phenomenon is serious in current ASMC
design. However, by virtue of −kωĴs, such an over adaptation
problem would be weakened due to the fact that part of role
of impelling the system trajectory to the sliding surface has
been transferred from the −d̂sgn(s) term to the −kωĴs term.
The parameter kω serves as a tuning parameter dealing with
the trade-off between the chattering level and control torque
amplitude.

The second term, −MT (σe)σe, is used to guarantee the
asymptotical stability of the closed-loop system, which has
already been verified in the above proof.

Remark 2: In [20], the sliding motion with an infinite
frequency of the control switching is defined as the ideal
sliding. In ideal sliding, the system trajectory is strictly con-
strained on the sliding surface. Whereas, due to the switching
imperfection, i.e., the switching frequency is finite, sliding
motion only takes place in a small neighborhood of the sliding
surface, which is defined as the real sliding. Recalling the
adaptive law in (18b), the switching gain will converge to a
bounded value only in ideal sliding. However, in real sliding,
as the sliding function is not identically equal to zero, d̂
will become unbounded. For implementation in practice, the
adaptive law has to be modified to get a bounded switching
gain, such as the so-called σ-modification in [6]. In this paper,
the approach proposed in [20] will be used, where the adaptive
law in (18b) is modified as:

d̂ =

{
c
∫ t

0
‖s‖1sgn(‖s‖1 − ε)dτ if d̂ > μ∫ t

0
μdτ if d̂ ≤ μ

(22)

where μ > 0 is a very small scalar to ensure d̂ is positive
and ε > 0 is carefully chosen to deal with the trade-off in
control accuracy and bounded switching gain. Further details
on ε tuning can refer to [20].

IV. NUMERICAL SIMULATION

In this section, a large angle attitude maneuver is employed
to verify the effectiveness of the proposed B-ASMC algorithm
by comparing it with the ASMC algorithm.

The spacecraft inertia matrix for the controller design is
Ĵ = diag(48, 25, 61.8) (kg.m) and the uncertainty is 10% of
the nominal value. Td = [sin(0.2t), 2 cos(0.3t), 3 sin(0.4t)]

T×
10−1 (N.m) is the external disturbance. The initial attitude
variables of the spacecraft are σb(0) = [−0.2, 0.3, 0.1]T
and ωb(0) = [0, 0, 0]

T
(rad/s). The desired attitude is

σd = [0.1, 0.2,−0.3]T with the desired angular velocity ωd =
[0, 0, 0]

T
(rad/s). The B-ASMC parameters are kσ = 0.2,

kω = 0.6 and the adaptive gain is selected as c = 1. For
comparison, the ASMC parameter is λ = 0.2 = kσ and the
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adaptive gain is also selected as c = 1. The simulation results
are shown in Fig.1–Fig.5, where the superscripts x, y, z denote
the triaxial components of related vectors.
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Fig.1 and Fig.2 illustrate the evolutions of the reorientation
maneuver controlled by the ASMC algorithm and the B-
ASMC algorithm in terms of error MRPs and angular velocity,
with the corresponding control torque compared in Fig.3. From
Fig.1, we can see that the convergence of the error MRPs
controlled by the B-ASMC algorithm is faster than the ASMC
algorithm. The fact is that the control torque computed by
the ASMC algorithm is zero at the initial time according to
(10a) and (10b). Therefore, the convergence is very slow at
the beginning.

Fig.3 illustrates the control torque comparison, where the
chattering problem in the ASMC algorithm is more serious
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than the B-ASMC algorithm. By examining the switching
gains generated by the two control algorithms, as shown in
Fig.4, it is clear that the resulting d̂ updated by the B-ASMC
algorithm is much smaller than the ASMC algorithm, which
verifies that the B-ASMC algorithm can weaken the over
adaptation problem in the ASMC algorithm and the chattering
phenomena is correspondingly reduced. Moreover, d̂ generated
by the B-ASMC algorithm with different kω is illustrated in
Fig.5, from which we can see that the larger the kω is, the
smaller the d̂ will be and consequently the lower chattering
phenomena. However, it should be pointed out that large kω
will result in a large initial control torque, as shown in Fig.3.

V. CONCLUSION

This paper presents a B-ASMC design for the spacecraft
attitude control problem. The proposed algorithm solves the
theoretical inadequacy in current ASMC design, where the
asymptotical stabilities of the sliding function and the entire
closed-loop system are achieved. The system performance is
improved by virtue of two additional terms in the control law
as compared to current ASMC algorithms. Moreover, the over
adaptation problem in ASMC design is also considered and a
lower-chattering control signal is achieved. The issue of large
initial control torque requirement in B-ASMC will be a topic
of in the future work.
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Control Design, New York: Wiley, 1995.

[13] G. Bartolini, A. Ferrara, L. Giacomini, E. Usai, “A combined backstep-
ping/second order sliding mode approach to control a class of nonlinear
systems”, in Proc. 1996 IEEE Workshop on Variable Structure Systems,
Tokyo, Japan, pp. 205–210, 1996.

[14] G. Bartolini, A. Ferrara, L. Giacomini, E. Usai, “Properties of a
Combined Adaptive/Second-Order Sliding Mode Control Algorithm for
some Classes of Uncertain Nonlinear Systems”, IEEE Transactions on
Automatic Control, vol.45, no. 7, pp. 1334–1341, 2000.

[15] C.C. Peng, W.T. Hsue Alber, C.L. Chen, “Variable structure based
robust backstepping controller design for nonlinear systems”, Nonlinear
Dynamics, vol. 63, pp. 253-262, 2011.

[16] H. Schaub, J.L. Junkins, Analytical Mechanics of Space Systems, AIAA,
Virginia, 2009.

[17] J.T.-Y. Wen, K. Kreutz-Delgado, “The attitude control problem”, IEEE
Transactions on Automatic Control, vol. 36, no. 10, pp. 1148–1162,
1991.

[18] P. Tsiotras, “Further passivity results for the attitude control problem”,
IEEE Transactions on Automatic Control, vol. 43, no. 11, pp. 1597–
1600, 1998.

[19] W.B. Gao, J.C. Hung, “Variable Structure Control of Nonlinear Systems:
A new Approach,”, IEEE Transactions on Industrial Electronics, vol. 40,
no. 1, pp. 45–55, 1993.

[20] F. Plestan, Y. Shtessel, et al, “New methodologies for adaptive sliding
mode control”, International Journal of Control, vol. 83, no. 9, pp.
1907–1919, 2010.

[21] A. Lavant, “Sliding order and sliding accuracy in sliding mode control”,
International Journal of Control, vol. 58, no.6, pp. 1247–1263, 1993.

1051



 

 

Necessary and Sufficient Conditions for Consensus of 
Multi-Agent Systems with Nonlinear Dynamics and 

Variable Topology 
 

Lijing Dong, Senchun Chai, Baihai Zhang 
School of Automation 

Beijing Institute of Technology 
Beijing, China 

yangyang304@bit.edu.cn 
 
 

Abstract—This paper studies some necessary and sufficient 
conditions for consensus of continuous multi-agent systems 
with nonlinear node dynamics and variable topology. The 
multi-agent systems are under variable topology. Basic 
theoretical analysis is carried out for the case where for 
each agent the nonlinear dynamics are governed by the 
position terms of the neighbor nodes. A necessary and 
sufficient condition associated with eigenvalues is given to 
ensure consensus of the nonlinear multi-agent system. 
Based on this result, a simulation example is given to verify 
the theoretical analysis. 

Keywords- Nonlinear Multi-agent system; Consensus; Variable 
Topology 

I. INTRODUCTION 
Since consensus of multi-agent systems (MAS) is a 

fundamental problem in the MAS research area, it has attracted 
increasing attention of researchers from various disciplines of 
engineering, biology and science. In networks of agents, 
consensus means to reach an agreement regarding a certain 
quantity of interest that depends on the state of all agents. A 
consensus algorithm is an interaction rule that specifies the 
information exchange between an agent and all of its neighbors 
on the network. Such problems have been formulated as 
consensus of leaderless problems or leader-following problems 
[1-3]. For a cooperative multi-agent system, leaderless 
consensus means that each agent updates its state based on 
local information of its neighbors such that all agents 
eventually reach an agreement on a common value, while 
leader-following consensus means that there exists a virtual 
leader which specifies an objective for all agents to follow. 

In the past few years, the multi-agent systems with integer 
dynamics [4-6] or invariant topology [1, 4, 5] have been widely 
studied by many researchers due to its simple construction and 
convenience to analyze. Certainly, there are some researchers 
spend efforts on multi-agent system with nonlinear dynamics 
[1, 7] or switching topologies [2, 6, 8], and there have been 
some outcomes. In [1] a pinning control algorithm was 
proposed to achieve leader-following consensus in a network 

of agents with nonlinear second-order dynamics. [7] proposed 
an adaptive distributed controller with a disturbance estimator 
to solve the consensus problem under fix topology. By using a 
common Lyapunov function, [2] extended leader-following 
consensus control for multi-agent systems, which ensured 
strong mean square consensus the result, to the switching 
topology case. In [6], the sampled control protocols are induced 
from continuous-time linear consensus protocol by using 
periodic sampling technology and zero-order hold circuit. 
Nevertheless, since consensus problem of multi-agent 
associated with both nonlinear dynamics and variable topology 
is extremely difficult and complicated, people rarely discuss it.  

However, considering the fact that almost all the physical 
plants contain nonlinearity and the communication topology 
may change from time to time for that the velocity of each 
agent is time-varying and the communication radius is finite, 
nonlinear dynamics associated with variable topology 
consensus is of vital necessity. In order to overcome this 
problem, some knowledge of complex dynamical network is 
employed. Broadly speaking, the first-order nonlinear 
consensus problem of multi-agent systems can be treated as a 
special case of the synchronization problem of complex 
dynamical networks, which has been extensively studied in the 
past few decades [9-11]. [9] presents a sufficient and necessary 
condition of synchronization criteria for a time-varying 
complex dynamical network, which is cited as Lemma1 in this 
paper. Based on the author’s work in [9], a necessary and 
sufficient condition associated with eigenvalues, which is 
briefer and easier to verify, is given to ensure consensus of the 
nonlinear multi-agent system with variable topology.  

The paper is organized as follows. Some preliminaries of 
graph theory are briefly reviewed in Section 2. Main results are 
given in Section 3. To illustrate the proposed theoretical 
results, a numerical simulation is provided in Section 4. And 
finally, conclusions are drawn in Section 5. 
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A. Notations 

This work was supported by National Natural Science Foundation of
Youth Science Fund(No. 61104086)  the Key Technology Support Program of
Scientific Research Base in Beijing Institute of Technology
(No.2011CX02010), Excellent Young Scholars Research Fund of Beijing
Institute of Technology(No. 2011CX04031) and Research Foundation of
Beijing Institute of Technology(No. 20100642007) 

1052

UKACC International Conference on Control 2012 
Cardiff, UK, 3-5 September 2012 

978-1-4673-1560-9/12/$31.00 ©2012 IEEE



 

 

Some mathematical notations are used throughout this 
paper. Denote N N

NI ×∈� as an N-dimensional identity matrix, 

[ ]1 1,1, ,1 T N
N = ∈� � as a vector of all ones. Let TA and 1A− be 

the transpose and the inverse of matrix A , respectively. 
( )max Aλ denotes the maximal eigenvalue of matrix A . 

� denotes Euclidean norm. 

B. Preliminaries in graph theory 
A directed graph, denoted by { }, ,G v Aε=  be a weighted 

digraph with a node set { }1,2, ,v N= �  an edge set 

v vε ⊆ ×  and a weighted adjacency matrix ( )ij N N
A a

×
= with 

nonnegative elements [12].We consider that ( ),i j ε∈ if and 
only if vertex (node) i can send its information to vertex j . If 

( ),i i eÎ , we say that vertex i has self-loop. In this paper, it is 
assumed that no self-loop exists. The set of neighbors of 
vertex i is denoted by ( ){ }, ,iN j j v j i e= Î Î , where ij N∉ , 
which means there is no information flow from vertex j  to 
vertex i , then 0ija = , otherwise 0ija > . The in-degree and out-
degree of node i are, respectively, defined as [13]. 

( ) ( )
1, 1,

deg , deg
N N

in ij out ji
j j i j j i

i a i a
= ≠ = ≠

= =� �  

A digraph is called balanced if ( ) ( )deg deg ,in outi i=  
i v∀ ∈  [12]. 

Denote ( ) ( ) ( ){ }deg 1 ,deg 2 , ,degin in inD diag N� � . Then 

the Laplacian matrix L of the graph G  is defined as L D A−� . 

C. Equations 
The system to be considered in this paper is a multi-agent 

system composed of N nonlinear coupled agents, labeled from 
1to N, which means { }1,2, ,v N�= . The multi-agent system 
with variable topology is assumed to have the following 
dynamics: 

( ) ( )( ) ( ) ,i i ix t f x t u t i ν= + ∈�       (1) 

With control protocol  

( ) ( ) ( ) ( )( )
( )

( ) ( ) ( )( ) ,
i

N

i ij i j
j t

i i

u t a t x t x t

b t x t s t i ν
∈Ν

= − +

− ∈

�
    (2) 

where ix ∈� and iu ∈�  are the state and control input of 
agent i , respectively, ( )if x ∈� is a nonlinear continuous 

function to describe the self-dynamics of agent i . ( )ija t is 

the( ),i j -th entry of the adjacency matrix ( ) N NA t ×∈� at time 
t , where s ∈� is the state of the virtual leader for multi-agent 

system (1), which is an isolated agent described 
by ( ) ( )( )s t f s t=� . ( )ib t  indicates the accessibility of ( )s t by 

agent i  at time t . ( ) 0ib t > indicates the case that ( )s t is 

accessible by agent i , and ( ) 0ib t =  indicates the case that 

( )s t is not accessible by agent i .  

Let 

( ) ( ) ( ) ( ){ }1 2, , , NB t diag b t b t b t= �  

( ) ( ) ( ) ( ){ }1 2, , , Nb t col b t b t b t�= . 

Definition 1: The multi-agent system (1) is said to achieve 
synchronization if ( ) ( )lim 0,it

x t s t i υ
→∞

− = ∈ for any initial 
condition. 

Denote { }, ,G v Aε= as the graph considering ( )s t  into G . 

Denote ( ) ( ) ( )L t L t B t= + as the Laplacian matrices of G  at 
time t .  

III. MAIN RESULTS 
This section presents necessary and sufficient conditions for 

nonlinear multi-agent system with variable topology. 

Define  

( ) ( ) ( ) ( ){ }1 2, , , Nx t col x t x t x t= �
 

( ) ( ) ( ) ( ){ }, , ,S t col s t s t s t= �
 

With the fact that 1 0NL = and 1NB b= , we can rewrite the 
multi-agent system (1) as 

( ) ( )( ) ( ) ( )( ) ( ) ( ) ( )
( )( ) ( ) ( )( ) ( ) ( )( )

1Nx t f x t L t B t x t B t s t

f x t L t B t x t S t

= + + −

= + + −

�
  (3) 

Define  

( ) ( ) ( ) ( ){ }1 2, , , Nt col t t tξ ξ ξ ξ= � with ( ) ( ) ( )i it x t s tξ = − .  

Then the error closed-loop system can be deduced, 

( ) ( ) ( )( ) ( )( ) ( ) ( )( ) ( )t f t s t f s t L t B t tξ ξ ξ= + − + +�   (4) 

Lemma1[9]: Suppose that ( )( )Df s t , which is the Jacobian 

of f evaluated at ( )s t  , is bounded. There exists a real matrix 

( )tφ , nonsingular for all t , such that 

( ) ( ) ( )( ) ( ) ( ) ( ) ( ){ }1
1 2, , ,

T
Nt L t B t t diag t t tφ φ λ λ λ− + = � and 

( ) ( ) ( ) ( ) ( ){ }1
1 2, , , Nt t diag t t tφ φ β β β− =� � . The control 

protocol (2) solves the consensus problem of nonlinear multi-
agent system with variable topology is stable if and only if the 
linear time-varying systems 
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( ) ( )( ) ( ) ( ) ( )
1,2, ,

k k k kw t Df s t t t w t

k N

λ β� �= + −� �
=

�

�
   (5) 

are stable. 

For linear continuous time-varying system given by 

( ) ( ) ( ) ( )0 0,y t A t y t y t y� = =     (6) 

with ( ) ny t ∈� , it is assumed that ( )A t is continuous in t . The 
following classical notation of stability, known as stability in 
sense of Lyapunov is recalled. 

Definition 2: Let 0t be any real number. If for all 0δ > , 

there exists ( )0 , 0r t δ >  such that ( ) ( )0 0 ,y t r t δ<  implies 

( )y t δ< for all 0t t≥ , then the system (6) is stable in the 
sense of Lyapunov. 

Define  

( ) ( ) ( ) ( ){ }1 2, , , Nw t col w t w t w t= �  

System (5) can be rewritten as  

( ) ( ) ( ) ( )0 0,w t t w t w t w= Λ =�          (7) 

with 

( ) ( )( ) ( ) ( ) ( )( ) ( ){ ( )
( )( ) ( ) ( )}

1 1 2 2,

, , N N

t diag Df s t t t Df s t t t

Df s t t t

λ β λ β

λ β

Λ = + − + −

+ −�

Consider the following sets 

{ }2 2
0 0 0 0 0: , 0nw w ρ ρΩ = ∈ ≤ >�    (8) 

and 

( ) ( ) ( ){ }2 2
0: , 0,n

tE w w t t t t tρ ρ= ∈ ≤ > ∀ ≥�   (9) 

with 0 0tEΩ ⊆ , then the following results can be deduced. 

Theorem 1: Consider the linear time-varying system (7) 
and suppose that ( )0 0 0w t w= ∈ Ω  . Then ( ) tw t E∈ for 
all 0t t≥ if and only if 

( ) ( ) ( )( )0 max 0,t t t tρ ρ ρ λ≥ = Φ�     (10) 

where ( )0,t tΦ is the state transition matrix of linear time-
varying system (7). 

Proof  

Sufficiency: Consider the following optimization problem 
for a given instant of time t  

( ) ( ) ( )
0

2
0 0 0 0

2
0 0 0

max , ,TT

w

T

t w t t t t w

w w

ρ

ρ

� = Φ Φ�
�
� ≤�

   (11) 

The Lagrangian of this optimization problem is 

( ) ( ) ( ) ( )2
0 0 0 0 0 0 0 0, , ,TT TL w w t t t t w w wγ γ ρ= Φ Φ + −   (12) 

with 0γ ≤ . The optimal condition
0

0L
w

∂ =
∂

yields 

( ) ( )0 0 0 02 , , 2 0Tt t t t w wγΦ Φ + =     (13) 

Considering the reversibility of state transition 
matrix ( )0,t tΦ ,(13) can be rewritten as 

( ) ( ) ( )( ) ( )1
0 0 0 0 02 , , , , 0T Tt t t t t t I t t wγ γ −Φ Φ Φ + Φ =   (14) 

The optimal condition 0L
γ

∂ =
∂

yields 

2
0 0 0 0Tw w ρ− =       (15) 

Multiplying (13) on the left by 0
Tw , (16) is obtained, 

( ) ( )0 0 0 0 0 0, , 0TT Tw t t t t w w wγΦ Φ + =    (16) 

and considering (11) and (15), it yields that 

( )2 2
0 0,t t tρ ρ γ= − ∀ ≥      (17) 

To obtain a solution 0 0w ≠ satisfying condition (14)and 
(15), it must have 

( ) ( )( )1
0 0det , , 0Tt t t t Iγ −Φ Φ + =     (18) 

which implies that 1γ −− is an eigenvalue of matrix 

( ) ( )0 0, ,Tt t t tΦ Φ . Then, from (17) and the reversibility of state 
transition matrix ( )0,t tΦ , it follows that 

( ) ( )
( ) ( )( )

2 2

2
0 max 0 0

max

, ,T

t t

t t t t

ρ ρ

ρ λ

=

= Φ Φ

�
     (19) 

In this paper, the state matrix of system (7) , ( )tΛ , is 
diagonal, then the state transition matrix ( )0,t tΦ is also 
diagonal, which results that 

( ) ( )( ) ( )( )2
max 0 0 max 0, , ,Tt t t t t tλ λΦ Φ = Φ

 
Namely that 

( ) ( )( )max 0,t t tρ λ= Φ�      (20) 

If ( ) ( )t tρ ρ≥ � for all 0t t≥ , the state of the system is 
confined in the family of sets tE .  

Necessity: Suppose ( ) tw t E∈ and that for 0t t> , 

( ) ( )t tρ ρ< � . This implies that there exist both 0 0w ∈ Ω and 
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0t t> such that ( )w t does not belong to the ellipsoid tE , which 
leads to a contradiction. The proof is completed. 

For the multi-agent system (1) with nonlinear dynamics and 
variable topology { }, ,G v Aε= , the necessary and sufficient 
conditions of the protocol (2) solving the consensus problem 
will be presented as follows. 

Theorem 2: Consider the nonlinear multi-agent system (1) 
with variable topology { }, ,G v Aε= . Then the control protocol 
(2) solves the consensus problem if and only if 

( )( ){ }
0

0 max 0max ,M t t
t tρ ρ λ

≥
= Φ < ∞  

where ( )0,t tΦ is the state transition matrix of linear time-
varying system (7). 

Proof. According to Lemma1, it is apparent that we just 
need to proof the stability of system (7) if we want to proof the 
stability of system (1). 

Sufficiency: According to Theorem1, we know that for 
initial condition 2 2

0 0w ρ≤ , it yields ( ) ( )2 2w t tρ≤ . 

Associated with equation (17) ( )2 2
0 0,t t tρ ρ γ= − ∀ ≥ , 

choose 
( )( )

2

max 0,t t
δγ

λ
� �

− = 	 �	 �Φ
 �
 , where 0δ > is an arbitrary 

scalar. 

Consider the set 

{ }2 2
0 0 0:nw w r∈ ≤�        (21) 

with ( )( )
0

1 0
0 max 0min ,

t t
M

r t t
δρδλ
ρ

−

≥
= Φ ≤  

For all time 0t t≥ , (21) presents the set of initial conditions 

such that ( ) 2 2w t δ≤ . 

Then, for all 0δ > , there exists 0

M

r
δρ
ρ

= such that 0w r<  

which results in ( ) ,w t δ<  0t t∀ ≥ provided that Mρ < ∞ . 
Then, according to Definition2, the system (7) is stable in sense 
of Lyapunov. This completes the proof of sufficiency. 

Necessity: Theorem1 defines in the state space a tube 
containing all the trajectories of the system (7) under 0t t∀ ≥ . 
Then, there exists t t=

�
corresponding to the ( )tρ� such that 

( ) 2 2
Mw t ρ= . If the system (7) is stable, Mρ must be finite, 

which yields the fact that r is independent of the initial 
time 0 0t t≥
�

. This completes the proof of necessity. 

According to the above, we can obtain that the condition 

( )( ){ }
0

0 max 0max ,M t t
t tρ ρ λ

≥
= Φ < ∞ ensures the stability of 

system (7). From Lemma1, the protocol (2) solves the 
consensus problem of nonlinear multi-agent system (1) with 
variable topology if and only if Mρ < ∞ . This completes the 
prove. 

IV. NUMERICAL EXAMPLE 
In this section, a numerical example is given to illustrate the 

Theorem2 with network (1) under control protocol (2). 
Consider the nonlinear multi-agent system with variable 
topology: 

( ) ( )( ) ( ) ( )( ) ( ) ( )( )arctan 1Nx t x t L t B t x t s t= − + + −�  (22) 

with ( ) ( )( )arctans t s t= −� , ( ) ( ) ( ) ( )1 2 3, ,x t x t x t x t= � �� � and

3N = .Then the Jacobian matrix is ( )( )
( )2

1
1

Df s t
s t

= −
+

. 

Assume that the coupling matrix of system (22) is

------------------------------------------------------------------------------------------------------------------------------------------------------------- 

( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

2 2

2 2 2 2 2
2

2 2

1 arctan 1 2 arctan arctan
1 2 1 arctan 2 1 2 arctan 2 arctan

2 1
3 1 arctan 3 1 2arctan 3 arctan

e th t e t e th t e t e e th t e t

L t B t e th t e t e th t e t e e th t e t
e e

e th t t e th t t e e th t t

� �− + − − − +
	 �
	 �+ = − + − − − +
	 �− −
	 �− + − − − +
 �

 

------------------------------------------------------------------------------------------------------------------------------------------------------------- 

It is easy to verify that there exists a nonlinear real matrix 

( )
( ) ( )

( ) ( )

( ) ( )

1 sin2 2

1 sin
2

1 sin2 2

3 2 1
1 1 3 1 2

2 1
2

tt

tt

tt

e e e e

t e e e e
e e

e e e e e e

φ

+

+

+

� �− − −
	 �
	 �= − −
	 �− −
	 �− − −

 �  

Such that 

( ) ( ) ( )( ) ( ) ( ) ( ){ }1 0, , arctan
T

t L t B t t diag th t tf f- + = - -  

and ( ) ( ) ( ){ }1 0, 1, cost t diag t�f f- = - -  

Thus, system (7) is developed as (23) for instantiation. 

( ) ( ) ( )w t t w t
�

� = L      (23) 
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with 

( ) ( ) ( ) ( )

( ) ( ) ( )

2 2

2

1 1, 1,
1 1

1 cos arctan
1

t diag th t
s t s t

t t
s t

� ìïL = - - - +í
ï + +î

üï- + - ý
ï+ þ

 

The state transition matrix is 

( ) ( )
( )
( )

( )
( )

( ) ( )
2

2 22 0 00

11 cos arctan
1 11 , ,

t tt

t tt

s t
th t dt t t dtdt

s t s ts tt diag e e e
�

æ ö æ öç ÷ ç ÷- - + -- ç ÷ ç ÷ç ÷ ç ÷+ ++ è ø è ø

ì üò òòï ïï ïF = í ý
ï ï
ï ïî þ

It is obvious that ( )( ){ }
0

0 max 0max ,
t t

t tρ λ
≥

Φ < ∞ . Therefore, from 

Theorem2, we know that the consensus of nonlinear multi-
agent system (22) with variable topology and control protocol 
(2) is achieved. 

Fig. 1 describes the errors of three followers with the leader 
in the multi-agent system under the initial condition ( )0 1,s =  

( ) [ ]0 0.2 0.5 2x = − . 

From Fig. 1, we can see the errors of the three following 
agents with the leader agent tend to zero as time goes on, which 
means the multi-agent system (22) reaches an absolute 
consensus on the state x . This verified that the necessary and 
sufficient conditions can solve the consensus problem of multi-
agent system with both nonlinear dynamics and variable 
topology effectively. 

 
Figure 1.   Errors of agents with the leader 

V. CONCLUSIONS 
A necessary and sufficient condition associated with 

eigenvalues has been given to ensure consensus of the 
nonlinear multi-agent system with variable topology. The 
condition merges the work of [9], which studied controlled 
synchronization criteria of complex dynamical networks, and 
some stability theory on linear time-varying system. The 
necessary and sufficient condition is expressed in a brief way 
and it is easy to verify.  

In the future, second-order consensus problem will be 
studied based on the work in this paper. Second-order multi-
agent system better confirms to the actual situation than the 
first-order. Therefore, the extension of consensus algorithms 
from first-order to second-order is non-trivial. The second-
order consensus problem is more complicated and challenging. 
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Abstract—This paper deals with the multi-agent consensus
problem subject to communication constrains. Two types of
communication constrains are discussed in this paper: i) each
agent can only exchange quantized data with its neighbors and
ii) each agent can only obtain the delayed information from its
neighbors. Solutions of the resulting system are defined in the
Filippov sense. For the consensus protocol which only considers
quantization effect, we prove that Filippov solutions converge to a
practical consensus set in a finite time. For the consensus protocol
considering quantization and time delay simultaneously, it is
shown that Filippov solutions converge to a practical consensus
set asymptotically. Moreover, we also present how initial state
of the agents, time delay and quantization parameter affect the
final practical consensus set. Numerical examples are provided to
demonstrate the effectiveness of the obtained theoretical results.

Index Terms—Multi-agent networks, consensus, time delay,
quantization.

I. INTRODUCTION

The concept of consensus originates from the cooperative
control, which means all agents reach an agreement on certain
quantities of interest. Recently, consensus control has become
one of the most focused problems in distributed coordination
control of multi-agent networks due to its broad applications
in the fields of unmanned aerial vehicles(UAVs), clusters of
satellites, automated highway systems and congestion control
in communication networks (see, e.g., [1]–[5]).

Due to the physical location, communication bandwidth
and unavoidable information losses, only limited information
can be sent, transmitted and received by agents in real sys-
tems. Hence, consideration of the communication constrains
is necessary and important for the design of control strategy
or algorithm (see, e.g., [6]–[11]). Two important phenomena
in communication are signal quantization and time delay.
Unlike the error-free information exchange, the signals in real-
world systems are required to be quantized before transmission
when high data rate are not available. Some related results
about network control system with quantized data have been
reported in [8], [11]. In [8], robust 𝐻∞ estimation problems
for uncertain systems subject to quantization are investigated.
In [11], 𝐻∞ filter is designed for a class of nonlinear discrete
time-varying stochastic systems with quantization effects. On
the other hand, consensus problems with quantized data are

also challenging and desired to be investigated. Discrete-time
consensus protocols with quantization have been extensively
studied (see [7], [9], [10], [12]–[14]).

Besides quantization, another significant communication
constraint in multi-agent networks is the time delay, which is
usually caused by an agent waiting to send out message via a
busy channel, or by a signal processing and propagation [15]–
[17]. It has been shown that conventional consensus protocol
with time delay may lead to unexpected results [16].

From the viewpoint of both mathematics and engineering, it
is worth noting that the quantization will lead to a system with
no solutions in classical sense. Hence, considering solutions
in a more general sense is necessary. A ground work have
been laid in [18], which extend the quantized consensus model
to the continuous-time case and quantized consensus results
have been obtained for the network model. In this paper,
we shall further extend the previous results of [18] by using
different methods. Moreover, we shall address the consensus
problems with consideration of the time delay and quantization
simultaneously.

The main contributions of this paper are presented as
follows:

∙ Two consensus protocols considering different communi-
cation constraints are proposed in this paper. The conver-
gence analysis of the proposed protocols are discussed in
detail.

∙ The effect of the time delay and quantization on the
practical consensus set is obtained in this work.

The organization of the remaining part is given as follows.
In Section II, some preliminaries about algebra graph theory
and discontinuous differential equations are summarized. In
Section III and IV, consensus analysis of the proposed protocol
are presented in detail. In Section V, two numerical simulation
examples are given to show the effectiveness of the theoretical
results. In Section VI, concluding remarks are drawn.
𝑁𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑠 : The standard notations will be used in this

paper. Throughout this paper, ℝ𝑛 and ℝ𝑚×𝑛 represent 𝑛-
dimensional Euclidean space and the set of 𝑚×𝑛 real matrices,
respectively. ℤ denotes a set containing all integer numbers.
The superscript “𝑇” represents the transpose. ⌊⋅⌋ denotes the
lower integer function. [𝑎, 𝑏] means the closed interval with
endpoints 𝑎 and 𝑏. Let 𝒞([−𝜏, 0]; ℝ) denote the family of all
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continuous ℝ-valued functions 𝑔(𝑠) on [−𝜏, 0] with the norm
∥𝑔(.)∥ = 𝑠𝑢𝑝−𝜏≤𝑠≤0∣𝑔(𝑠)∣.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Basic graph theory

Let 𝒢(𝒱, ℰ , 𝒜) be a weighted directed graph with the set of
nodes 𝒱 = {𝑣1, 𝑣2, . . . , 𝑣𝑁}, the set of edges ℰ ⊂ 𝒱×𝒱 and
a weighted adjacency matrix 𝒜 = [�̄�𝑖𝑗 ] with nonnegative adja-
cency elements �̄�𝑖𝑗 . An edge of 𝒢 is denoted by 𝑒𝑖𝑗 = (𝑣𝑖, 𝑣𝑗),
where 𝑣𝑖 and 𝑣𝑗 are called the parent and child vertices, respec-
tively. For adjacency matrix 𝒜, (𝑣𝑖, 𝑣𝑗) ∈ ℰ ⇐⇒ �̄�𝑗𝑖 > 0. For
the undirected graph, one has �̄�𝑖𝑗 = �̄�𝑗𝑖. The set of neighbors
of 𝑣𝑖 in 𝒢 is denoted by 𝒩𝑖(𝑣𝑖) = {𝑣𝑗 : (𝑣𝑗 , 𝑣𝑖) ∈ ℰ}. Let
𝐴 = 𝒜 − Δ = [𝑎𝑖𝑗 ], where Δ = [Δ𝑖𝑗 ]𝑁×𝑁 is a diagonal
matrix with Δ𝑖𝑖 =

∑𝑁
𝑗=1

𝑎𝑖𝑗 . Then, we have 𝑎𝑖𝑗 = �̄�𝑖𝑗 ≥ 0

for 𝑖 ∕= 𝑗 and 𝑎𝑖𝑖 = −
𝑁∑

𝑗=1, 𝑗 ∕=𝑖

𝑎𝑖𝑗 . The matrix −𝐴 is called

the Laplacian of the directed graph. A path in a digraph is
an ordered sequence of vertices such that any two consecutive
vertices are an directed edge of the digraph. A directed graph
𝒢 is strongly connected if there is a path for any pair of distinct
vertices in 𝒢.

B. Discontinuous differential equations

For differential equations with discontinuous right-hand
sides we understand the solutions in terms of differential
inclusions following Filippov (1988).

Now we introduce the concept of Filippov solution. Con-
sider the following system

𝑑x(𝑡)
𝑑𝑡

= 𝑓(x(𝑡)), (1)

where x ∈ ℝ𝑛, 𝑓 : ℝ𝑛 → ℝ𝑛 is Lebesgue measurable and
locally essentially bounded.

Definition 1: A set-valued map is defined as

𝒦(𝑓(x)) =
∩
𝛿>0

∩
𝜇(𝑁)=0

𝑐𝑜[𝑓(𝐵(x, 𝛿) ∖𝑁)], (2)

where 𝑐𝑜(Ω) is the closure of the convex hull of set Ω,
𝐵(x, 𝛿) = {𝑦 : ∥𝑦− x∥ ≤ 𝛿}, and 𝜇(𝑁) is Lebesgue measure
of set 𝑁 . A solution in the sense of Filippov of the Cauchy
problem for equation (1) with initial condition x(0) = x0 is an
absolutely continuous function x(𝑡), 𝑡 ∈ [0, 𝑇 ], which satisfies
x(0) = x0 and differential inclusion:

𝑑x
𝑑𝑡

∈ 𝒦(𝑓(x)), 𝑎.𝑒. 𝑡 ∈ [0, 𝑇 ], (3)

where 𝒦(𝑓(x)) = (𝒦[𝑓1(x)], ⋅ ⋅ ⋅ ,𝒦[𝑓𝑛(x)]).
Let ℎ : ℝ𝑛 → ℝ be a locally Lipschitz function and

𝑆ℎ be the set of points where ℎ fails to be differentiable.
Clarke generalized gradient of ℎ at x is the set ∂𝑐ℎ(x) =
𝑐𝑜{ lim

𝑖→+∞
∇ℎ(x(𝑖)) : x(𝑖) → x, x(𝑖) ∕∈ 𝑆 ∪ 𝑆ℎ}, where 𝑆 can

be any set of zero measure [19]. A Filippov solution to (3) is
a maximal solution if it cannot be extended further in time.

III. FINITE-TIME PRACTICAL CONSENSUS UNDER THE

EFFECTS OF QUANTIZATION

Consider the following multi-agent system with dynamics

�̇�𝑖(𝑡) = 𝑢𝑖(𝑡), 𝑖 = 1, . . . , 𝑁,

where 𝑥𝑖(𝑡) ∈ 𝑅 is the state of the agent 𝑖, and 𝑢𝑖(𝑡) is called
the consensus protocol. The following consensus protocol

𝑢𝑖(𝑡) =
∑
𝑗∈𝒩𝑖

𝑎𝑖𝑗(𝑥𝑗(𝑡)− 𝑥𝑖(𝑡)), 𝑖 = 1, . . . , 𝑁, (4)

has been proposed in [1], which requires that each agent
receives information from its neighbors timely and accurately.

Due to the communication bandwidth constraints in many
real multi-agent networks, the agents can only use the quan-
tized information of the neighboring agents. The following
consensus protocol will be studied in this part.

𝑑𝑥𝑖(𝑡)

𝑑𝑡
=

∑
𝑗∈𝒩𝑖

𝑎𝑖𝑗 [𝑞𝜇(𝑥𝑗(𝑡))− 𝑞𝜇(𝑥𝑖(𝑡))],

𝑖 = 1, . . . , 𝑁, (5)

where 𝑞𝜇(𝑧) denotes one-parameter family of uniform quantiz-
ers defined by 𝑞𝜇(𝑧) = ⌊ 𝑧

Δ𝜇 +
1

2
⌋𝜇. Here, 𝜇 and Δ are called

the quantization parameters and error bound of the quantizer,
respectively. Moreover, if x = (𝑥1, 𝑥2, ..., 𝑥𝑁 )𝑇 ∈ ℝ𝑁 , we
denote 𝑞𝜇(x) = (𝑞𝜇(𝑥1), 𝑞𝜇(𝑥2), ..., 𝑞𝜇(𝑥𝑁 ))𝑇 .

We know that system (5) may not have the global solution
in the sense of 𝐶𝑎𝑟𝑎𝑡ℎ𝑒𝑜𝑑𝑜𝑟𝑦 due to the discontinuous of
function 𝑞𝜇(.) [18]. Hence, we shall consider solutions in
a more general sense, i.e, the Filippov solution of system
(5). The concept of the Filippov solution to the differential
equation (5) is as follows:

Definition 2: A absolutely continuous function x :
[0, 𝑇 ) → 𝑅𝑁 is a solution in the sense of Filippov for the
discontinuous system (5) if x(t) satisfy that

𝑑𝑥𝑖(𝑡)

𝑑𝑡
∈ 𝒦[

∑
𝑗∈𝒩𝑖

𝑎𝑖𝑗(𝑞𝜇(𝑥𝑗(𝑡))− 𝑞𝜇(𝑥𝑖(𝑡)))], 𝑖 = 1, . . . , 𝑁.

Based on the measurable selection theorem of set-valued
function (see [20], p. 308, Th. 8.1.3), if x(𝑡) is a Filippov
solution of system (5), then there exists a measurable function
𝛾(𝑡) ∈ 𝒦[𝑞𝜇(x(𝑡)))] such that for almost all 𝑡 ∈ [0, 𝑇 ), the
following equation is true:

𝑑𝑥𝑖(𝑡)

𝑑𝑡
=

𝑁∑
𝑗=1, 𝑗 ∕=𝑖

𝑎𝑖𝑗(𝛾𝑗(𝑡)− 𝛾𝑖(𝑡)),

𝑖 = 1, . . . , 𝑁. (6)

Any function 𝛾 as in (6) is called an output associated to the
solution x.

Remark 1: Due to the introduction of the quantization ef-
fect, complete consensus cannot be ensured by the proposed
protocol, but only practical consensus can be achieved. That
is, the final consensus values lie within an interval, so called
practical consensus set, as discussed in [18] and [21].
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Lemma 1: Suppose 𝑥(𝑡) be a Filippov solution to (5). Let
𝒩 = {1, . . . , 𝑁}, 𝑀(𝑡) = max

𝑖∈𝒩
𝑥𝑖(𝑡) and 𝑚(𝑡) = min

𝑖∈𝒩
𝑥𝑖(𝑡).

Then, 𝑀(𝑡) is a non-increasing function for 𝑡 and 𝑚(𝑡) is a
non-decreasing function for 𝑡.

Proof: The proof is similar to the one of Lemma 3, [22].
We omit here due to the length limit.

Let 𝜉 = {𝜉1, 𝜉2, . . . , 𝜉𝑁} be the normalized left eigenvec-
tor of matrix 𝐴 with respect to the zero eigenvalue satisfying
𝑁∑
𝑖=1

𝜉𝑖 = 1. It can be obtained that 𝜉𝑖 > 0 from Perron-

Frobenius theorem (see [23]). Denote 𝒩 = {1, . . . , 𝑁} in
the following part.

Theorem 1: Consider the multi-agent network (5) with a
strongly connected graph 𝐺. The initial conditions associ-
ated with (5) are given as 𝑥𝑖(0), (𝑖 = 1, 2, . . . , 𝑁). Let

𝑘 = ⌊
∑𝑁

𝑖=1
𝜉𝑖𝑥𝑖(0)

𝜇Δ + 1

2
⌋. Then 𝑥𝑖(𝑡) will converge to the set

𝒟 = [(𝑘− 1

2
)Δ𝜇, (𝑘+ 1

2
)𝜇Δ] for any 𝑖 ∈ 𝒩 in a finite time,

where 𝜇 and Δ are quantization parameters and error bound
of the quantizer.

Proof: The proof of Theorem 1 is divided into two parts.
Part (I) we shall take three steps to prove that each agent in

the network will converge to a set [(𝑘 − 1

2
)𝜇Δ, (𝑘 + 1

2
)𝜇Δ]

in finite time.
Step 1. Consider the Lyapunov functional as

𝑉 (𝑡) =
𝑁∑
𝑖=1

𝜉𝑖

∫ 𝑥𝑖(𝑡)

0

𝑞𝜇(𝑠)𝑑𝑠. (7)

Note that 𝑐𝑞𝜇(𝑐) ≥ 0 for any 𝑐 ∈ ℝ, we have 𝑉 (𝑡) ≥ 0.
Notice that for 𝑝𝑖(𝑠) =

∫ 𝑠

0
𝑞𝜇(𝑢)𝑑𝑢, we have ∂𝑝𝑖(𝑠) = {𝑣 ∈

ℝ : 𝑞−𝜇 (𝑠) ≤ 𝑣 ≤ 𝑞+𝜇 (𝑠)}. Based on the chain rule (for details,
see Proposition 6, [24]), 𝑉 (𝑡) is differentiable for a.e. 𝑡 ≥ 0.
Differentiating 𝑉 (𝑡) along the solution of (6) gives that

𝑑𝑉 (𝑡)

𝑑𝑡
=

𝑁∑
𝑖=1

𝜉𝑖𝛾𝑖(𝑡)

𝑁∑
𝑗=1, 𝑗 ∕=𝑖

𝑎𝑖𝑗 [𝛾𝑗(𝑡)− 𝛾𝑖(𝑡)]

=
1

2

𝑁∑
𝑖=1

𝑁∑
𝑗=1, 𝑗 ∕=𝑖

𝜉𝑖𝑎𝑖𝑗 [2𝛾𝑖(𝑡)𝛾𝑗(𝑡)− 2𝛾2𝑖 (𝑡)]. (8)

Notice that

𝑁∑
𝑖=1

𝑁∑
𝑗=1, 𝑗 ∕=𝑖

𝜉𝑖𝑎𝑖𝑗𝛾
2

𝑖 (𝑡) =
𝑁∑
𝑖=1

(−𝑎𝑖𝑖)𝜉𝑖𝛾2𝑖 (𝑡)

=
𝑁∑
𝑗=1

(−𝑎𝑗𝑗)𝜉𝑗𝛾2𝑗 (𝑡) =
𝑁∑
𝑗=1

𝑁∑
𝑖=1, 𝑖∕=𝑗

𝜉𝑖𝑎𝑖𝑗𝛾
2

𝑗 (𝑡)

=
𝑁∑
𝑖=1

𝑁∑
𝑗=1, 𝑗 ∕=𝑖

𝜉𝑖𝑎𝑖𝑗𝛾
2

𝑗 (𝑡), (9)

we have

𝑑𝑉 (𝑡)

𝑑𝑡
= −1

2

𝑁∑
𝑖=1

𝑁∑
𝑗=1, 𝑗 ∕=𝑖

𝜉𝑖𝑎𝑖𝑗(𝛾𝑖(𝑡)− 𝛾𝑗(𝑡))
2. (10)

Step 2. Let Φ = {x(𝑡) ∈ ℝ𝑁 : ∣ 𝛾𝑖(𝑡) − 𝛾𝑗(𝑡) ∣<
𝜇

𝑁+1
, ∀𝑖, 𝑗 ∈ 𝒩 , 𝑖 ∕= 𝑗, 𝑎𝑖𝑗 ∕= 0}. We claim that the agents

in the network converge to the set Φ in finite time.
Let 𝐽 = {𝑡 ≥ 0 : x(𝑡) /∈ Φ}. For x(𝑡) ∈ ℝ𝑁 and 𝑡 ∈ 𝐽 ,

there exist 𝑖, 𝑗 ∈ {1, 2, . . . , 𝑁}, 𝑖 ∕= 𝑗 and 𝑎𝑖𝑗 ∕= 0 such that
∣ 𝛾𝑖(𝑡)− 𝛾𝑗(𝑡) ∣≥ 𝜇

𝑁+1
. Hence, for 𝑎.𝑒. 𝑡 ∈ 𝐽

�̇� (𝑡) ≤ −1
2
𝜉𝑖𝑎𝑖𝑗(

𝜇

𝑁 + 1
)2

≤ −1
2
𝜁𝜇2, (11)

where 𝜁 = min
1≤𝑖, 𝑗≤𝑁, 𝑎𝑖𝑗>0

[(
1

𝑁 + 1
)2𝑎𝑖𝑗𝜉𝑖]. Further, we can

obtain

0 ≤ 𝑉 (𝑡)

≤ 𝑉 (0)− 1
2
𝜁𝜇2𝑡, 𝑡 ≥ 0. (12)

It follows from 𝑉 (0) ≥ 0 that (12) holds if and only if 𝑡 ≤
2𝑉 (0)

𝜁𝜇2 . Therefore, x(𝑡) will arrive to the set Φ in finite time.
Step 3. we shall prove that there exists 𝑘 ∈ ℝ such that 𝑥𝑖(𝑡)

will converge to the set [(𝑘− 1

2
)𝜇Δ, (𝑘+ 1

2
)𝜇Δ] in finite time

for every 𝑖 ∈ 𝒩 .
Note that 𝛾𝑖(𝑡) ∈ 𝒦[𝑞𝜇(𝑥𝑖(𝑡))] and 𝛾𝑗(𝑡) ∈ 𝒦[𝑞𝜇(𝑥𝑗(𝑡)],

we can get that there exist 𝑘𝑖𝑗 ∈ ℝ such that 𝑥𝑖(𝑡) and 𝑥𝑗(𝑡)
belong to the set [(𝑘𝑖𝑗 − 1

2
)𝜇Δ, (𝑘𝑖𝑗 +

1

2
)𝜇Δ] if ∣ 𝛾𝑖(𝑡) −

𝛾𝑗(𝑡) ∣< 𝜇
𝑁+1

. Hence, based on the proof of step 2, there
exists a 𝑇0 ≥ 0 such that ∀𝑖, 𝑗 ∈ 𝒩 , 𝑖 ∕= 𝑗, 𝑎𝑖𝑗 ∕= 0, 𝑥𝑖(𝑇0)
and 𝑥𝑗(𝑇0) belong to the set [(𝑘𝑖𝑗− 1

2
)𝜇Δ, (𝑘𝑖𝑗+

1

2
)𝜇Δ]. Due

to the network is strongly connected, there exists a 𝑘 ∈ ℝ such
that 𝑘𝑖𝑗 = 𝑘.

It follows from Lemma 1 that 𝑥𝑖(𝑡) ∈ [(𝑘 − 1

2
)𝜇Δ, (𝑘 +

1

2
)𝜇Δ] for ∀𝑖 ∈ 𝒩 , 𝑡 ≥ 𝑇0.
Part (II) Estimate the value of 𝑘.
Up till now, we have proved the first part of the Theorem

1. Next, we shall give the value of 𝑘 which is shown to be
depending on the initial values of the multi-agent network. Let
𝜂(𝑡) =

∑𝑁
𝑖=1

𝜉𝑖𝑥𝑖(𝑡). We can calculate the derivative of 𝜂(𝑡)
as follows:

�̇�(𝑡) =

𝑁∑
𝑖=1

𝜉𝑖

𝑁∑
𝑗=1, 𝑗 ∕=𝑖

𝑎𝑖𝑗 [𝛾𝑗(𝑡)− 𝛾𝑖(𝑡)]

=
𝑁∑

𝑖=1, 𝑖∕=𝑗

𝜉𝑖𝑎𝑖𝑗

𝑁∑
𝑗=1

𝛾𝑗(𝑡)−
𝑁∑
𝑖=1

𝜉𝑖𝛾𝑖(𝑡)

𝑁∑
𝑗=1, 𝑗 ∕=𝑖

𝑎𝑖𝑗

= −
𝑁∑
𝑗=1

𝜉𝑗𝑎𝑗𝑗𝛾𝑗(𝑡) +

𝑁∑
𝑖=1

𝜉𝑖𝑎𝑖𝑖𝛾𝑖(𝑡)

= 0.

Due to �̇�(𝑡) = 0 for a.e. 𝑡 ∈ [0, ∞) and the continuity of
𝜂(𝑡), it can be easily obtained that 𝜂(𝑡) is a constant. That is,
𝜂(𝑡) = 𝜂(0) =

∑𝑁
𝑖=1

𝜉𝑖𝑥𝑖(0).
Next, we need to estimate the value of 𝑘. Let 𝒟 = [(𝑘 −

1

2
)𝜇Δ, (𝑘+ 1

2
)𝜇Δ], we have proved that there exists a 𝑇0 such

that 𝑥𝑖(𝑡) ∈ 𝒟, ∀𝑡 ≥ 𝑇0, ∀𝑖 ∈ 𝒩 .
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It follows from
∑𝑁

𝑖=1
𝜉𝑖 = 1 that

∑𝑁
𝑖=1

𝜉𝑖𝑥𝑖(𝑡) ∈ 𝒟, ∀𝑡 ≥
𝑇0. Thus,

∑𝑁
𝑖=1

𝜉𝑖𝑥𝑖(0) ∈ [(𝑘 − 1

2
)𝜇Δ, (𝑘 + 1

2
)𝜇Δ].

We consider the following two cases:
Case 1: If there exists a 𝑘0 ∈ ℤ such that

∑𝑁
𝑖=1

𝜉𝑖𝑥𝑖(0) =
(𝑘0 − 1

2
)𝜇Δ, then 𝑘 = 𝑘0 or 𝑘0 − 1. Since 𝑥𝑖(𝑡) ∈ 𝒟, ∀𝑡 ≥

𝑇0, ∀𝑖 ∈ 𝒩 , we have 𝑥𝑖(𝑡) = (𝑘0− 1

2
)𝜇Δ, ∀𝑡 ≥ 𝑇0. In this

case, we can select 𝑘 = 𝑘0. That is, 𝑘 = 1

𝜇Δ

∑𝑁
𝑖=1

𝜉𝑖𝑥𝑖(0) +
1

2
= ⌊ 1

𝜇Δ

∑𝑁
𝑖=1

𝜉𝑖𝑥𝑖(0) +
1

2
⌋.

Case 2: If
∑𝑁

𝑖=1
𝜉𝑖𝑥𝑖(0) ∕= (𝑘0 − 1

2
)𝜇Δ for any 𝑘 ∈ ℤ,

then,
∑𝑁

𝑖=1
𝜉𝑖𝑥𝑖(0) ∈ ((𝑘 − 1

2
)𝜇Δ, (𝑘 + 1

2
)𝜇Δ). Hence, 𝑘 =

⌊ 1

𝜇Δ

∑𝑁
𝑖=1

𝜉𝑖𝑥𝑖(0) +
1

2
⌋.

Therefore, 𝑘 = ⌊ 1

𝜇Δ

∑𝑁
𝑖=1

𝜉𝑖𝑥𝑖(0)+
1

2
⌋. This completes the

proof of this theorem.
Remark 2: As discussed in the Theorem 2 and Proposition

4 of [18], the practical consensus results for the model (5)
with Δ = 1 are investigated via LaSalle invariance principle
of differential inclusions. While in this paper, using different
methods, we extend the previous results from the following
three aspects:

∙ We do not assume the network is undirected or balanced.
∙ We show that the Filippov solutions of (5) reach set 𝒟 =
[(𝑘 − 1

2
)𝜇, (𝑘 + 1

2
)𝜇] in a finite time even if 𝑥𝑎𝑣𝑒(0) =

1

𝑁

∑𝑁
𝑖=1

𝑥𝑖(0) = (𝑘0 +
1

2
)𝜇 for some 𝑘0 ∈ ℤ.

∙ We present an explicit relationship between the practical
consensus set and initial conditions.

Corollary 1: Consider the multi-agent network (5) with a
strongly connected graph 𝐺. The initial conditions associ-
ated with (5) are given as 𝑥𝑖(0), (𝑖 = 1, 2, . . . , 𝑁). Let
𝑘 = ⌊ 1

𝜇Δ

∑𝑁
𝑖=1

𝜉𝑖𝑥𝑖(0) +
1

2
⌋. Then 𝑥𝑖(𝑡) will converge to

the set Ω = [
∑𝑁

𝑖=1
𝜉𝑖𝑥𝑖(0) − 𝜇Δ,

∑𝑁
𝑖=1

𝜉𝑖𝑥𝑖(0) + 𝜇Δ] in a
finite time, where 𝜇 and Δ are quantization parameters and
error bound of the quantizer.

Proof: According to Theorem 1, 𝑥𝑖(𝑡) converges to
the set [(𝑘 − 1

2
)𝜇Δ, (𝑘 + 1

2
)𝜇Δ] in a finite time, where

𝑘 = ⌊ 1

𝜇Δ

∑𝑁
𝑖=1

𝜉𝑖𝑥𝑖(0) +
1

2
⌋. It follows from

∑𝑁
𝑖=1

𝜉𝑖𝑥𝑖(0)−
1

2
𝜇Δ ≤ 𝑘𝜇Δ ≤∑𝑁

𝑖=1
𝜉𝑖𝑥𝑖(0) +

1

2
𝜇Δ that 𝑥(𝑡) will converge

to the set Ω = [
∑𝑁

𝑖=1
𝜉𝑖𝑥𝑖(0) − 𝜇Δ,

∑𝑁
𝑖=1

𝜉𝑖𝑥𝑖(0) + 𝜇Δ] in
a finite time.

Remark 3: From Corollary 1, how the initial condition of
the agents and quantization parameter 𝜇 affect the practical
consensus set Ω can be observed explicitly. It is interesting to
observe that the size of the practical consensus set can be made
arbitrarily small by decreasing the quantization parameter 𝜇.

IV. PRACTICAL CONSENSUS UNDER QUANTIZATION AND

TIME DELAY

Considering time delay as another very important commu-
nication constraint in the process of information exchange, we
propose the following practical consensus protocol:

𝑑𝑥𝑖(𝑡)

𝑑𝑡
=

∑
𝑗∈𝒩𝑖

𝑎𝑖𝑗 [𝑞𝜇(𝑥𝑗(𝑡− 𝜏))− 𝑞𝜇(𝑥𝑖(𝑡))],

𝑖 = 1, . . . , 𝑁, (13)

where 𝜏 is the communication delay from agent 𝑗 to agent
𝑖 and 𝑞(.) is the same as in model (5). The initial condi-
tions associated with (13) are given as 𝑥𝑖(𝑠) = 𝜙𝑖(𝑠) ∈
𝒞([−𝜏, 0], 𝑅) (𝑖 = 1, 2, . . . , 𝑁).

Next, we will present the the Filippov solution of system
(13).

Definition 3: A function x : [−𝜏, 𝑇 ) → 𝑅𝑁 (𝑇 might be
∞) is a solution in the sense of Filippov for the discontinuous
system (13) on [−𝜏, 𝑇 ), if

1) x is continuous on [−𝜏, 𝑇 ) and absolutely continuous
on [0, 𝑇 );

2) x(t) satisfy that

𝑑𝑥𝑖(𝑡)

𝑑𝑡
∈ 𝒦[

∑
𝑗∈𝒩𝑖

𝑎𝑖𝑗(𝑞𝜇(𝑥𝑗(𝑡− 𝜏))− 𝑞𝜇(𝑥𝑖(𝑡)))],

𝑖 = 1, . . . , 𝑁. (14)

It follows from Theorem 1 in [25] that

𝒦[
∑
𝑗∈𝒩𝑖

𝑎𝑖𝑗(𝑞𝜇(𝑥𝑗(𝑡− 𝜏))− 𝑞𝜇(𝑥𝑖(𝑡)))]

⊆
∑
𝑗∈𝒩𝑖

𝑎𝑖𝑗(𝒦[𝑞𝜇(𝑥𝑗(𝑡− 𝜏))]−𝒦[𝑞𝜇(𝑥𝑖(𝑡))]). (15)

Similar to (6), if x(𝑡) is the solution of system (13), then
there exists a measurable function 𝛾(𝑡) ∈ 𝒦[𝑞𝜇(x(𝑡)))] such
that for a.e. 𝑡 ∈ [0, 𝑇 ), the following equation is true:

𝑑𝑥𝑖(𝑡)

𝑑𝑡
=

𝑁∑
𝑗=1

𝑎𝑖𝑗(𝛾𝑗(𝑡− 𝜏)− 𝛾𝑖(𝑡)), 𝑖 = 1, . . . , 𝑁. (16)

Now, we shall present the definition of an initial value problem
associated to (13).

Definition 4: For any continuous function 𝜙 : [−𝜏, 0] →
ℝ𝑁 and any measurable selection 𝜓 : [−𝜏, 0] → ℝ𝑁 , such
that 𝜓(𝑠) ∈ 𝒦[𝑞𝜇(𝜙(𝑠))] for a.e. 𝑠 ∈ [−𝜏, 0], an absolute
continuous function x(𝑡) = x(𝑡, 𝜙, 𝜓) is said to be a solution
of Cauchy problem for system (13) on [0, 𝑇 ) with initial value
(𝜙, 𝜓), if⎧⎨⎩

�̇�(𝑡) =
∑𝑁

𝑗=1
𝑎𝑖𝑗(𝛾𝑗(𝑡− 𝜏)− 𝛾𝑖(𝑡))

𝑓𝑜𝑟 𝑎.𝑒. 𝑡 ∈ [0, 𝑇 ), 𝑖 = 1, . . . , 𝑁,

x(𝑠) = 𝜙(𝑠), ∀𝑠 ∈ [−𝜏, 0],
𝛾(𝑠) = 𝜓(𝑠) 𝑎.𝑒. 𝑠 ∈ [−𝜏, 0].

(17)

Note that the solution of the system (17) depends on the
initial function 𝜙 and also on the selection of the output 𝜓(𝑠) ∈
𝒦[𝑞𝜇(𝜙(𝑠))]. In the following part, we shall show that the
global solution for system (17) exists. The proof is omitted
here due to the length limit.

Theorem 2: For any initial function 𝜙 and the selection of
the output 𝜓(𝑠) ∈ 𝒦[𝑞𝜇(𝜙(𝑠))], there exists the global solution
for system (17).

Next, we shall present the consensus result under the effects
of quantization and time delay simultaneously. The proof will
be presented in the full-length version of the paper. The initial
conditions associated with (5) are given as 𝑥𝑖(𝑠) = 𝜙𝑖(𝑠) ∈
𝒞([−𝜏, 0], ℝ), (𝑖 = 1, 2, . . . , 𝑁). The Filippov solution of
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Fig. 1. Network topology in Example 1.
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Fig. 2. The states of the multi-agent network in Example 1.

system (13) is defined in (17) and 𝜓𝑗(𝑠) (𝑠 ∈ [−𝜏, 0]) is
the initial condition of measurable selection of 𝛾𝑗(𝑠). Let
𝜂(0) = 1

𝑁

∑𝑁
𝑖=1

𝑥𝑖(0) +
1

𝑁

∑𝑁
𝑖=1

∑𝑁
𝑗=1, 𝑗 ∕=𝑖 𝑎𝑖𝑗

∫
0

−𝜏
𝜓𝑗(𝑠)𝑑𝑠

and 𝐴 = 𝜇(Δ− 𝜏
𝑁

∑𝑁
𝑖=1

𝑎𝑖𝑖), where 𝜇 and Δ are quantization
parameters and error bound of the quantizer.

Theorem 3: Consider the undirected multi-agent network
(13) with connected graph 𝐺. Then, for any finite commu-
nication delay 𝜏 , each agent in the network will converge to
the set of Ω1 = [(𝑘− 1

2
)𝜇Δ, (𝑘+ 1

2
)𝜇Δ] asymptotically, where

𝑘 = ⌊𝜂(0)𝐴 ⌋ or ⌊𝜂(0)𝐴 ⌋+ 1.

V. NUMERICAL EXAMPLES

In this section, two examples are given to illustrate the
correctness of the theoretical results.

Example 1: Consider the multi-agent system (5) with five
agents, where 𝜇 = 1 and Δ = 1. The directed network
topology is displayed in Figure 1, and the weight of each
edge is set as 1.

Figure 2 shows the state trajectories of (5) with the initial
condition randomly chosen from (-5,5). It can be observed
from Figure 1 that the state of each agent converges to a
practical consensus set in a finite time, which illustrates
Theorem 1 very well.

In many real multi-agent consensus problems, the size of
this consensus set is required to be very small. In the following
example, we will show that the size of the practical consensus
set can be reduced by decreasing the quantization parameter
𝜇, which also illustrates Corollary 1 well.
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Fig. 3. Network topology in Example 2.
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Fig. 4. The states trajectories of the multi-agent
networks at different stages with respect to different 𝜇.

Example 2: In order to illustrate how quantization parame-
ter 𝜇 affects the practical consensus set and how to reduce the
size of the practical consensus set, a multi-agent network (5)
with 20 agents is considered. The graph (Figure 3) is assumed
to be a small-world network (undirected), in which each node
has 2 nearest neighbors and the rewiring probability of the
edges is 0.5 (see [26]). Let Δ = 1 and initial conditions are
randomly chosen from (0,20). Let the quantization parameter
𝜇 be updated at each stage of practical consensus:

𝜇 =

⎧⎨⎩
5, 5 > 𝑡 ≥ 0 (𝑆𝑡𝑎𝑔𝑒 1),
1, 16 > 𝑡 ≥ 5, (𝑆𝑡𝑎𝑔𝑒 2)
0.2, 42 > 𝑡 ≥ 16 (𝑆𝑡𝑎𝑔𝑒 3).

(18)

Note that the value of parameter 𝜇 is reduced by 80% after
each stage of practical consensus in order to reduce the size
of the consensus set.

Figure 4 shows the states of the 20 agents at different stages
with respect to 𝜇 = 5, 1 and 0.2, respectively. At each stage,
all the agents converge to a practical consensus set in a finite
time. After a smaller value of 𝜇 is chosen, the agents converge
to a new set with a smaller range. The final consensus states
of the 20 agents at different stages are respectively shown in
Figure 5. From Figures 4 and 5, we can observe that the size of
the consensus set is greatly reduced as 𝜇 decreases at different
stages. These two figures also verify Corollary 1, that is, the
size of consensus set is controlled by 𝜇.
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Fig. 5. The final states of the 20 agents at
different stages with respect to different 𝜇.

VI. CONCLUSION

This paper investigates the continuous-time consensus prob-
lem of multi-agent network where each agent can only obtain
the quantized and delayed measurements of the states of its
neighbors. Filippov solutions of the resulting system exist
for any initial condition. We have proved that under certain
network topology, the states of the multi-agent network which
only considers quantization effect will converge to a practical
consensus set in a finite time. For the multi-agent network
model considering quantization and time delay simultaneously,
it is shown that Filippov solutions converge to a practical
consensus set asymptotically. Moreover, we also present how
initial state of the agents, time delay and quantization param-
eter affect the final practical consensus set. The theoretical
results have been well illustrated by two numerical examples.
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Abstract—A novel smooth second-order sliding mode (SSOSM) 
control is applied to tackle the problem of PEM fuel cell system 
output voltage stabilization along with controlling oxygen excess 
ratio.  The oxygen excess ratio is controlled in the inner control 
loop using PID while the regulation of output voltage is being 
treated in the outer loop through smooth second-order sliding 
mode control. The control is applied on the validated nonlinear 
model of the PEM fuel cell system. The simulation results show 
that the scheme with SSOSM control provides smoothness 
(chattering free) with robust performance and the fuel 
consumption minimization.  

Keywords-component; Higher (Second) order Smooth Sliding 
Mode Control; PEM Fuel Cell System 

I.  INTRODUCTION 
Petroleum is a fossil fuel and is obtained from the earth’s 

resource of fossil which are finite. The current trend of 
petroleum consumption is highly increasing with respect to 
new explorations. If the oil discovery and consumption follow 
the current trends, estimation shows that the world oil reserves 
will hardly be used by 2038. Transportation sector is the main 
user of petroleum and is growing very fast specially in 
developing countries. This trend needs to optimal use of 
petroleum with improved efficiency and also require to switch 
to alternate energy resources. 

 
Fuel cell is a promising alternate energy resource with zero 

emission environment friendly technology and recent 
researches in this area show that fuel cell is capable in wide 
range of application as power source. Different types of fuel 
cells are suitable for different applications. Polymer 
Electrolyte Membrane Fuel Cell (PEMFC) shows its potential 
in, stationary, portable and specially propulsion applications 
and now in the phase of commercialization. 

 
Fuel Cell System is an electrochemical device that converts 

chemical energy into electricity directly. Hydrogen and 
oxygen are its inputs as fuel and oxidant respectively. The 
voltage is its output which doesn’t inherit stabilized form. The 
voltage varies due to chemical reactions and fluid dynamics. It 
also degrades due to increase in the load. The variable and 
degraded voltage is not useful for all electric appliances 
because they need regulated voltage for their proper working 
and their long life. That is why; the stabilization of output 
voltage is a challenging problem for researchers.   

The desired output voltage can be maintained through an 
effective control system. The controller can stabilize the 
voltage efficiently manipulating inputs. This manipulation can 
made the system economical avoiding conservative use of 
inputs. A typical propulsion system based on PEM fuel cell is 
shown in Fig. 1.  

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1.  PEM Fuel Cell System for Propulsion  

Most of the vast literature available on fuel cells deals with 
the steady-state conditions. Many researchers attempted to 
develop electrochemistry based models of PEM fuel cell [8, 
9]. The work presented by Lu Ying Chiu and Tanrioven is 
aimed at developing dynamic models of PEM fuel cell [10, 
11]. The dynamic model and design of combined fuel cell and 
ultra-capacitor system for stand-alone residential applications 
is developed in [12].  
 

Some models focused on the description of the fuel cell 
stack and formed the basis for many 2D and 3D finite element 
models that allow predicting local reactant concentration, 
temperature and current density [13-15]. Kim et al, Lee et al, 
and Mann et al proposed generic models that can be adjusted 
to any fuel cell by adjusting a certain number of fitting 
parameters [16-18]. Rodatz developed a one dimensional, 
steady state fuel cell model. Based on stack temperature, 
current, anode and cathode humidity and pressures, it 
describes the cell voltage [19]. 
 

Although these models provide certain understanding of 
PEM fuel cell, they cannot be used to perform control 
algorithm development for PEM fuel cell system. Such models 
were intended for simulation or parameter estimation rather This work is supported by Higher Education Commission (HEC) of Pakistan.
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than control analysis. Other PEM fuel cell models available in 
the open literature cannot be used for simulations and control 
purposes because the information about the parameters was 
not listed completely. Some of them were incomplete and too 
complex as well as computationally intensive to be used for 
real-time applications. To develop refined control strategies 
for PEM fuel cell system, an accurate mathematical model of 
PEM fuel cell system is necessary. 

  
In this wok, a dynamic non-linear mathematical model for 

500Watt PEM fuel cell [6, 7], is used. This model describes 
the parameters that have a physical significance so that it can 
be adapted to a given system. It describes correctly the 
interaction between the different subsystems from a controls 
point of view. The results of the non-linear PEM fuel cell 
model simulation in the Simulink/Matlab environment ensure 
the perfectness of the Model. 

 
The Avista SR-12 system is designed to produce power up 

to 500Watt (25V at 20A). The specifications of the SR-12 
system, as provided by Avista [20], are shown in Appendix C 
[37].  

 
In this work, PEM fuel cell model is studied in section II 

and a proposed scheme is developed in section III, controller 
synthesis and their stability proof along with simulation results 
for verification is provided in section IV, and then the final 
conclusion. 

II. PEM FUEL CELL MODEL 

The block diagram in Fig. 2 describes the relationship 
developed in mathematical model. The model has three inputs 
hydrogen pressure, oxygen pressure, disturbance load current 
and an exogenous input i.e. room temperature whereas it has 
only two outputs fuel cell voltage and stack temperature. The 
partial pressures of hydrogen, oxygen and water vapors are 
calculated by mass balance and material conservation 
equations. Then, the open circuit potential (VOFC) of the fuel 
cell is determine by the Nernst equation. The voltage losses 
are calculated by ohmic voltage drop equation, activation 
voltage drop equations and concentration voltage drop 
equations.  The terminal (output) voltage of the fuel cell is 
determined by voltage losses together with the double-layer 
charging effect equation. The thermodynamic equations are 
used to calculate stack temperature. 

The states description of non-linear fuel cell system 
model [37] is as follows: 

 �	 � � 	�
°�¼½ç�¼½ç�Úa���ÕÛ��BY�a�Û��É?Za���¤ÛÕáA���� � � 	��°�¼½ç�¼½çÚa���ÕÛ��BY�a�Û���?�BÛZa���¤ÛÕáA���f � � 	��°
�¼½ç�¼½çÚa���ÕÛ��BY�a�Û��@Y�aB��¤ÛÕáA���{ � �w� S�YÂ£��a¤ÖaBY�bBa��T���� ����°�YB�-YÕ�ÖBaAAbBa�Û��u?�BÛZa���Y�¤��

�� ���
° ��YB�-YÕ�ÖBaAAbBa�Û��ÛÉ?Za���Y�¤���� ����°
 ��YB�-YÕ�ÖBaAAbBa�Û���Y�aB��Y�¤���� ��¨� ���aY��Za�aBY�a���ba��Û�aÕaÂ�BÛÂua¤-ÂYÕ�BaYÂ�-Û���»���� ��¨� ��aY��Za�aBY�a���ba��Û�aÕaÂ�B-Â-�?��»���	R � �¨���aY��ÕÛAA�Ô?�Y-B�!Û��aÂ�-Û���»���		 � ��¬ Voltage across the Capacitor (V) 

 
Figure 2.  Block Diagram of PEM Fuel Cell Model 

The V-I and P-I characteristic curves obtained in [37] of 
PEM fuel cell model is presented in Fig. 3. 

 

 
Figure 3.  V-I & P-I Characteristics of PEM Fuel Cell Model 

III. PROBLEM FORMULATION 
The strategy contains two control loops. The first loop tries 

to maintain the stoichiometric oxygen excess ratio whereas the 
second loop stabilizes the output voltage of the system as 
shown in Fig. 4. The basic problem with the operation of fuel 
cell system is that it does not produce steady output voltage 
whereas most of the electrical appliances require stable one. 
There is a variation in the output voltage as the load varies and 
it drops with the passage of time even if the fuel supply is kept 
steady. It may conclude that to get rid of variable and 
degraded output voltage, there is an inevitable need of voltage 
stabilization. 
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The rapid and efficient control of air flow is required for 
avoiding oxygen starvation and the life of the stack [24]. The 
purpose of sustaining the excess ratio is to optimize the 
conversion of energy in the fuel cell and maximize the net 
power by the system operating under different load conditions, 
while minimizing the parasitic losses of feeding more oxygen 
into the cathode. If during the operation, the partial pressure of  

 
PEM Fuel Cell

Plant 

 
Controller 

(Voltage Loop) 

 
Figure 4.  Control Scheme for PEM Fuel Cell System 

oxygen in the air stream of the cathode falls down to a certain 
critical level, a complicated phenomenon called oxygen 
starvation occurs [25].This phenomenon causes a sudden 
decrease in fuel cell output voltage, which can causes a hot spot 
or even burn the surface of a membrane in some severe 
situations [26].The sufficient mass flow of oxygen through the 
stack will satisfy the load demand. In this way not only the fuel 
consumption is minimized but also oxygen starvation will be 
avoided. The optimal mass flow of oxygen is achieved by 
maintaining the oxygen excess ratio to its optimal value at 
cathode. The stoichiometric ratio or the oxygen excess ratio is 
defined as [27].  

  �
° � ��°Ð���°����  (1) 

Where ���
°�¼�is the number of moles of oxygen going 
into the cathode, which depends on the pressure generated by 
the air blower and the vapors injected by the humidifier, while �
° !½ô��is the number of moles of oxygen consumed in the 
reaction. The total stack current depends upon this rate of 
oxygen consumption. 

 
The optimum value of oxygen excess ratio is estimated by 

varying load to the stack on different values of stoichiometry 
operating as open-loop system [28]. It depends on the load 
condition and is normally taken as two which can be clearly 
seen from Fig. 5 that at higher load current, the peak power 
can be obtained at �
° � �.  before and after that point, it 
decreases. Many fuel cell systems exhibits the same behavior 
with some ignorable deviations in the system operating range 
so �
°  can be kept constant. Otherwise, variable ����
°  can 
easily be derived as a function of load current. 

The advantage of the oxygen excess ratio control is to 
avoid oxygen starvation on the cathode side that can causes 

serious problems to the polymer membrane’s life; the control 
will allow the oxygen to go below when it is needed [28, 29]. 
Another significance of maintaining oxygen excess ratio is 
that it maximizes or optimizes performance, efficiency and 
lifetime of the fuel cell.  

On the other hand if the oxygen excess ratio crosses the 
optimal value then extra amount of energy is required to pump

 
Figure 5.  Analysis of oxygen excess ratio on net output power at different 

load conditions [28]  
the oxygen into the cathode while the fuel cell system output 
power also degrades. Once the optimized stoichiometric ratio is 
obtained then keeping the oxygen excess ratio within optimal 
values by controlling the oxygen molar flow rate can be written 
as.  

  �
° � {"���	{Ï	Rî#$%&¼��' �( .�  (2) 

The output voltage stabilization is carried out via five 
different approaches i.e. Proportional, Integral and Derivative 
(PID) control, first order SMC, Higher Order Sliding Mode 
(HOSM) control using super twisting algorithm [37], Smooth 
Sliding Mode Control (SSMC) [38] and Smooth Second Order 
Sliding Mode Control. The simulation experiments are 
performed on a nonlinear state space mathematical model that 
is validated with experimental results available in public 
literature.  

IV. CONTROLLER DESIGN 
 

A. PID Control 
To regulate the oxygen excess ratio a Proportional 

Differential and Integral (PID) controller is used. The reasons 
for selecting PID controller is that it is a simple controller and 
it can serve the particular task well without moving forward to 
advanced complicated robust controllers.  

The control law for PID controller is given as:  

  ) ��WX�¿ ' W� * ¿�+� ' Wô ôôç ¿�  (3) 

The PID controller is stabilizing the oxygen excess ratio at 
optimum value that is two in the presence of external varying  
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Figure 6.  Controlled oxygen excess ratio 

 

Figure 7.  Input Oxygen Pressure (PID) 

 
Figure 8.  Input Hydrogen Pressure (PID) 

disturbance. There are little over shots and under shots after 
each 1000 seconds interval. This is due to the step variation in 
the load current as in Fig. 6. This band of variation is bearable 
for the plant. 

Controlled input oxygen pressure formed by the PID 
controller on oxygen excess ratio loop in order to maintain the 
oxygen excess ratio at 2. Oxygen excess ratio is maintained at 
an optimal value by an oxygen excess ratio controller as sho- 

  
Figure 9.  PEM Fuel Cell Output Voltage (PID) 

 
Figure 10.  PID Output Voltage Error 

-wn in Fig. 7. Oxygen excess ratio is regulating pretty well at 
optimal value via PID controller. A PID controller is applied 
on the voltage loop of the fuel cell to track the reference 
voltage in the presence of the oxygen excess ratio as shown in 
Fig. 9 and Fig. 8 represents the control effort generated by the 
PID controller to stabilize the fuel cell output voltages by 
manipulating input hydrogen pressure. The oscillations is 
because of the variation in load current. The settling time for 
the PID is high. The Fig. 10 shows error in the output voltage 
of the fuel cell; in ideal case error should be zero. The 
variations in the error are due to the load current variations on 
the output of fuel cell. 

B. Smooth Second Oder Sliding Mode Control 
A Higher-order Smooth Sliding Mode Control (HSSMC)/ 

Smooth Second-Order Sliding Mode Control (SSOSMC) 
strategy is investigated for Proton Exchange Membrane Fuel 
Cell (PEMFC) system to achieve the smoothness in control 
law. In this strategy first loop tries to maintain the 
stoichiometric ratio whereas the second loop stabilizes the 
output voltage of the system.  

Smooth Second Order Sliding Mode Control is synthesized 
as follows. Consider SISO Ý –dynamics 

 Ý� � Ë��� ' , (4) 
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Where �Ý�  is the sliding surface, the uncertainty g(t) is a 
smooth function and,� � �-  is a control input. The sliding 
variable��Ý is the system motion along the system trajectories 
and Ý � 2�is the system motion on the sliding surface. The 
smoothness in the control input �,� is the main objective of this 
synthesis. This synthesized control law u pushes the sliding 
variable and its derivative to zero, i.e.�Ý, Ý�  Ç 0 in finite time. 
In this technique, by using Levant exact differentiator based 
observer, the drift term g(t) is estimated and cancelled. Here it 
is assumed that g(t) is available in real-time. The sliding 
surface Ý in (4) can be selected as 

��	 � K	0�	0�ä,	� äê �F^ËL��	� ' �� ��� � K�0�	0�ä,�� äê �F^ËL��	�¡ �Ý � �	 (5) 

Lemma Let Ö . .
  K	
 K� V 2  then the system (5) is 
finite time stable. The settling time is a continuous function 
and depends on the initial condition. Also it vanishes at the 
origin. 

The Lemma can be proved by selecting the Lyapunov 
candidate function as � � Ï°°� ' * K�0/0�ä,�� äê �F^ËL�/�Ï±R +/  (6) 

and then applying LaSalle theorem [39]. It is also 
homogeneous with the dilation dk:(x1, x2)0( X�	
  X,	�� ) 
and the degree of homogeneity is  �1. 

 
The term g(t) is unknown bounded disturbance and  the 

sliding variable Ý  is very sensitive to this disturbance. It is 
assumed that the terms g(t) and u(t) are available, g(m�1)(t) has 
a known Lipshitz constant L>0 by m�1 times differentiability 
of g(t). The u(t) is Lebesgue-measurable input control function 
and  Ý (t) is continuous function defined 1t >0 i.e. it is 
understood in the Filippov sense. Then   
  Ý� �� ���2¬ � ��3 �  (7) 

Putting values ��2¬ (see appendix B) [37]. 
  Ý� �� � H	���{ ' H���� ' Hf��� � H{��� � L!��		 ' �H� � ��3�   (8) 

Now applying ��� values and then by simplifying we get  
  Ý� �� �Ë��� ' Ò�)ä4 �  (9) 

Where 
 �Ë��� �� � H	���{ ' H��i�.5	��{��� � 5���{�§j ' Hf��� � H{��� �L!��		 '�H� � ��3 �  (10) 

  Ò� � �.H��5	��{��  (11) 

The control law )ä4 �that would maintain�Ý� � 2, i.e. 

  )ä4 �� � 	Î i�Ë��� ' )ôj�   (12) 

  )ô �� K	0Ý0� fê �F^ËL�Ý	� ' K� *0Ý0	 fê �F^ËL�Ý� �+��  (13) 

Since the function Ë��� is differentiable, so it has a Lipshitz 
constant. As it is very difficult to estimate the exact value of 

the Lipshitz constant L for Ë���� � I , it is the only parameter 
for proposed observer, so can be estimated through some hit 
and trial method.�Ë��� is estimated using observer with the 
paramters m=2, �R � ., �	 � )�¢, �� � )�), [40]. /�R � �6R ' Ò�)ä4 6R � ���RI	 f7 0/R � Ý0� f7 �F^ËL�/R � Ý� ' /	 ;      �R � . /�	 � �6	 �6	 � ���	I	 �7 0/	 � 6R0	 �7 �F^ËL�/	 � 6R� ' /�;   �	 � )�¢ /�� � ����I�F^ËL�/� � 6	�;                                  �� � )�) ËÈ��� � /	                                               (14) 

 
If there is no noise at the input, after finite time as the 

transients die out, we obtain ËÈ��� � Ë���  in (14). The 
SSOSM Control Law in terms of hydrogen input at anode  )ä4 
with parameters  � � �, � � . will become )ä4 � 	Î�NK	0Ý0� f7 �F^ËL�Ý� '�K� *0Ý0	 f7 F^ËL�Ý��+�� '�������������ËÈ���O                           (15) )ä4 � 	Î�	)ô ' ËÈ����            (16) 
Which is the SSOSM Control with robust finite time 
convergent term, )ô. 
C. Simulation Results: 

The smooth control signal generated by HSSM controller to 
control input hydrogen pressure is represented in Fig. 11; there 
is no chattering at all. This result is the main objective of 
HSSM controller and is better than presented in [37,38].  

 
 

Figure 11.  PEMFC Input Hydrogen Pressure HSSMC 

 
Figure 12.  PEMFC Output Voltage HSSMC 
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The PEM fuel cell output voltage stabilized at 30 volts by 
HSSM controller is shown in Fig. 12. It can be seen that for 
two undershoots at 1000 and 2000 seconds the output voltage 
comes back to the reference value quickly where as in case of 
two overshoots at 3000 and 4000 seconds the output takes 
little more time to returns the reference value. The load current 
increases at 1000 and 2000 whereas it decreases at 3000 and 
4000 seconds. When load current increases the fuel cell needs 
more fuel to maintain the voltage level that surplus amount 
can be rapidly provided by the controller where as in the case 
when the load current decreases the high pressure fuel stored 
in the gas chambers need some time to consume it up. 

The sliding surface in case of HSSM controller ideally it 
remains at zero. The peaks are due to the load current profile 
given to the system. The Fig. 13 shows the robustness of the 
controller. The sliding surface leaves the manifold to cater the 
load disturbance for a few seconds and remains there forever.   

 

 
Figure 13.  Sliding Surface HSSMC 

Conclusion 
 
A novel chattering free smooth second order sliding mode 

control (SSOSMC)/HSSMC is studied to tackle the problem 
of PEM fuel cell system output voltage stabilization problems 
along with controlling oxygen excess ratio. The oxygen excess 
ratio is controlled in the inner control loop using PID while the 
regulation of output voltage is being treated in the outer loop 
through HSSM control. The control law is designed for the 
formulated problem and stability analysis is provided. The 
simulation is carried out on the nonlinear, validated model. 
Finally, it is shown from the simulation that HSSM controller 
provides the smooth/ chattering free control which is robust 
against uncertain disturbances and minimize fuel consumption 
by showing minimal control efforts. The proposed controller is 
far better in avoiding chattering and easy for implementation 
than the previously applied different techniques for the 
formulated scheme.  
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Abstract—For the rapid alignment of the ship-borne weapon
INS with large initial azimuth attitude error under complex
environment disturbances, a nonlinear error propagation model
augmented by sensor errors and disturbance sources was pro-
posed. Velocity plus angular rate matching method was applied
in the implementation of the alignment. Simulation results show
that comparing with the conventional solutions, this method can
accomplish the transfer alignment of a mooring ship’s weapon
INS with large heading error rapidly and accurately. Meanwhile,
it has strong adaptability to the sea condition and can improve
the precision of the alignment under complex environment
disturbances.

I. INTRODUCTION

Aligning SINS (slave inertial navigation system) of lower
accuracy by MINS (master inertial navigation system) is called
transfer alignment (TA). TA method can align the SINS with
short time and high accuracy. Conventional TA error propa-
gation model based on the hypothesis of small misalignment
angle between SINS and MINS is linear; however, there might
be large heading error between the frames of the two INSs in
ship-borne TA process[1],[2]. Thus, it is necessary to study
the methodology of TA with large azimuth misalignment.

In the works [3]and [4], velocity matching was used to
execute the TA with large heading misalignment angle of
SINS, but the long alignment time cannot meet the operational
requirements. In the research [5] , velocity plus angular rate
matching TA method estimated attitude errors accurately and
rapidly only by virtue of swaying movement caused by sea
waves, when the misalignment angles are small. Meanwhile,
it can give good estimations of gyro-drifts. However, there are
few researches on this matching method under the condition
of large azimuth attitude error between SINS and MINS.

There are some special problems for the transfer alignment
between the ship-borne weapon INS and the Master INS. On
the one hand, it is inappropriate for large warship to execute
maneuver in order to accomplish the alignment. On the other
hand, ship-borne TA is badly affected by environment distur-
bance. Based on the above considerations, a new approach
of the TA for ship-borne weapon with large azimuth error
was studied in this paper. This alignment method used the

differences of velocity and angular rates between SINS and
MINS as the measurements. Meanwhile, dynamic and static
lever arm errors and Õexure deformation are augmented to
system model of the TA. The alignment method was executed
by UKF. Performance of this approach was tested under two
typical sea conditions by the simulation.

II. ERROR PROPAGATION MODEL OF THE TRANSFER
ALIGNMENT

A. State-Equations of Transfer Alignment
According to [6], the error propagation equation with the

large azimuth misalignment is

φ̇ = (I − Cn′
n )ω

n
in − Cn′

b ε+ ηφ (1)

In the research [8], lever arm effects were compensated
in the velocity error propagation equation, it needs angular
acceleration information to calculate compensation item, and
however, the angular acceleration cannot be obtained directly.
Difference calculation is needed in order to get angular ac-
celeration, but it will bring extra alignment error. Therefore,
in this paper, instead of compensating lever-arm effects in
velocity error propagation equation, those errors were com-
pensated in the velocity measurement. Thus, the velocity error
propagation equation is

δv̇ns = [I− (Cn′
n )

T ]Cn′
b f b− (2ωn

ie+ω
n
en)×δvns +Cn′

b 0b+ηv
(2)

In (1)and (2), φ is the attitude misalign vector between
SINS′s and MINS′s navigation frames, δvns is the velocity
error vector of SINS, ηφand ηv are the noise vectors of
attitude and velocity, Cn′

n is the transform matrix from the true
navigation frame(n) to the SINS′s navigation frame(n′), Cn′

b is
the body-axes-to-navigation direction cosine matrix of SINS.
When the azimuth attitude error is large, Cn

n′ is given by the
following form

Cn
n′ =

⎡⎣ cosφz −sinφz φycosφz + φxsinφz

sinφz cosφz φysinφz − φxcosφz

−φy φx 1

⎤⎦ (3)
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The Õexure deformation, which is generated by sea waves,
winds and engine vibration, can be approximated by a second-
order Markov process [6] [7]

θ̈fi + 2βiθ̇fi + β2

i θ = ηi (i = x, y, z) (4)

Where, θ = [θx, θy, θz]T is the Õexure deformation vector,
and its variance is σ = [σx, σy, σz]T , η = [ηx, ηy, ηz]T is a
white noise process with strength given by the diagonal matrix
Qn. β = [βx, βy, βz]T is a constant vector. The relationship
between Qni, σiand βi is Qni = 4β

3

i σ
2

i (i = x, y, z) ,and
the correlation time τi of the stochastic process is related with
βi by βi = 2.146/τi (i = x, y, z) .

For the time of the TA is short, the random errors can be
treated as white noises besides the zero-biases of the gyros and
accelerometers. Thus, the models of gyro and accelerometer
can be approximated as

ε = εb + εw (5)

0 = 0b +0w (6)

where, εb is constant zero-drift, εw is Gaussian white noise.
0b is constant zero-bias, 0w is Gaussian white noise.

The measurement error vector of static lever arm is constant,
thus δṙTmeas = 0 . According to the investigation [8], since
the deformation angle is small, the dynamic lever arm length
(δrf ), which is caused by the deformation, can be described
as δrf = Rθf , thus

δṙf = Rθ̇f = Rωf (7)

where,

H =

⎡⎣ 0 z0 0
0 0 x0
y0 0 0

⎤⎦ (8)

Comparing with the conventional TA model of large az-
imuth misalign, in order to estimate those environment dis-
turbances in the alignment process, this augmented model is
established.

B. Measurement Equations
The measurements of this TA method are velocity and

angular rate differences of of SINS and MINS.
As discussed above, the lever-arm effects should be com-

pensated in the velocity matching measurement, thus

Δv = vns − vnm = δvns + vnr (9)

The compensation for velocity measurement is governed by
(10), if the measurement of the lever-arm is accurate

vnr = Cn
m(ω

m
im × rm

0
) + Cn

mṙ
m
0

(10)

where, rm
0

is the deterministic lever-arm in the body-frame of
MINS, which can be measured beforehand, and ṙm

0
= 0 in

this situation,× stands for the skew matrix of the vector.
However, there are some uncertain errors, which cannot

be measured accurately. These errors are the static lever-arm
measurement error (δrmeas) and the dynamic lever-arm error

(δrf ) caused by deformation. Thus, the real lever-arm is as
following

r = r0 + δrmeas + δrf (11)

Accordingly, the compensation item of the velocity measure-
ment is

vnr = Cn
m[ω

m
im × (rm

0
+ δrmmeas + δrmf )] + Cn

mδṙf (12)

where, ωm
im× is the skew matrix of vector ωm

im.
After compensating the deterministic lever-arm effect by

(10), the velocity matching measurement is still affected by
δrmeas and δrf , and it is governed by (13)

Δv = δvns + Cn
m[ω

m
im × (δrmmeas + δrmf )] + Cn

mδṙf

= δvns + Cn
m[ω

m
im × (δrmmeas + δrmf )] + Cn

mRωf(13)

The angular rate measurement is the difference of angular
rates of SINS and MINS in each navigation frame, therefore

Δω = ωn′
ibs − ωn

ibm = Cn′
bsω

bs
ibs − Cn

bmω
bm
ibm (14)

where, bm and bs are the body frames of MINS and SINS
respectively. ωbs

ibs and ωbm
ibmare the outputs of angular rates of

SINS and MINS respectively. The relationship of ωbs
ibs and

ωbm
ibm is

ωbs
ibs = Cbs

bm(ω
bm
ibm + ωbm

f ) + ε (15)

Substituting (15) into (14), then the

Δω = Cn′
bmω

bm
ibm + Cn′

bsω
bs
f + Cn′

bs ε− Cn
bmω

bm
ibm

= Cn′
n ωn

ibm − ωn
ibm + Cn′

bsω
bs
f + Cn′

bs ε

= (Cn′
n − I)ωn

ibm + Cn′
bsω

bs
f + Cn′

bs ε (16)

Comparing with the traditional TA method, the circum-
stance disturbances are augmented to this TA model, and these
errors can also be reÕected in the measurement equations.

III. SIMULATION VERIFICATION OF THE TA METHOD

Augmenting the deformation and lever-arm errors to the TA
model, the states of the TA Ölter are as follows

X =
[
φT δvT εT 0T θTf ωT

f δrTmeas δrTf
]T
(17)

Summarizing the TA Ölter model, the state vector is deÖned
as (17), and the corresponding state equation consists of the
attitude error (1), velocity error (2), the disturbances (4) and
(7) ,and constant zero-bias of IMU (5)(6).

Adding velocity measurement noise and angular rate mea-
surement noise to (13) and (16), the measurement equations
of this TA Ölter are{

ZΔv = Δv + λΔv

ZΔω = Δω + λΔω
(18)

where, λΔv and λΔω are the measurement noises of velocity
matching and angular rate matching respectively.

The implementation of this TA method is by UKF [4], [10].
The ship is mooring in the TA process. Under the waves

excitation, the ship sways around the pitch axis, the roll axis
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TABLE I
PARAMETER SETTINGS OF FLEXURE DEFORMATION

Sea
Parameter

condition Variable Roll Pitch Yaw
Medium Amplitude 1′ 15′ 3′
sea Correlation

time
60s 60s 60s

Peaceful Amplitude 1′ 6′ 2′
sea Correlation

time
60s 60s 60s

TABLE II
ERRORS OF THE SINSS IMUS

Sensor
Accelerometer Gyro

error Constant
zero-bias

Random
walk
coefÖcient

Constant
zero-drift

Random
walk
coefÖcient

Degree1 100 μg 10μg/
√
h 0.01◦/h 0.001◦/

√
h

Degree2 400μg 40 μg/
√
h 1◦/h 0.05◦/

√
h

and the heading axis separately for sinusoidal motion. The
model is given as follows⎧⎨⎩

ψ = ψm sin(ωpt+ ϕp)
γ = γm sin(ωrt+ ϕr)
H = Hm sin(ωht+ ϕh)

(19)

where, ψm ,γm and Hm are the amplitudes of the sway.
ωi = 2π/Ti(i = p, r, h) ,and Ti is the period of sways.
ϕi(i = p, r, h) is the initial phase, and ϕi(t) is a random value
in (−2π, 2π). Parameters of the above model are determined
by the sea condition, two sea conditions are studied in this
paper, one is medium sea condition, and another is peaceful
sea condition, the parameters of these two conditions are

For medium sea condition,
ψm = 2.5

◦ ,γm = 12◦ ,Hm = 4
◦ ;

Tp = 8s,Tr = 13s ,Th = 40s .
For peaceful sea condition,
ψm = 0.5

◦ ,γm = 2◦ ,Hm = 2
◦ ;

Tp = 5s,Tr = 10s ,Th = 60s
The parameter settings of the Õexure deformation are shown

in table I. The TA method is also tested by two different
accuracies (see table II) of the SINSs IMUs

This TA Ölter can estimate Õexure deformation angular rate
accurately, the results are shown in Figure 1.

The disturbance of the lever-arm effect becomes bigger
as the strength of the ships sway increases. Thus, in the
following simulation, the inÕuence of the lever-arm error is
analyzed in the medium sea condition. where, let δrmmeas =
[0.5m, 0.5m, 0.5m]T . The velocity errors caused by δrmeas

and δrf are shown in Figure2 and Figure3.
From Figure2 to Figure5, we can see that the velocity error

caused by δrmeas and δrf inÕuenced the velocity measure-
ment in certain degree, and this disturbance is even more
harmful to SINS of high sensor accuracy (such as a shipboard
aircraft). Thus, in order to get useful velocity measurement
for the TA Ölter, these errors must be compensated. This TA

0 5 10 15 20 25 30 35 40 45 50
−1

0

1

2

X
−a

xi
s 

  (
°
/s

)

 

 
peaceful sea
meadium sea

0 5 10 15 20 25 30 35 40 45 50
−1

0

1

2

3

Y
−a

xi
s 

 (°
/s

)

0 5 10 15 20 25 30 35 40 45 50
−0.4

−0.2

0

0.2

0.4

Z−
ax

is
  (

°
/s

)

t / s

Fig. 1. Estimation bias of Õexure deformation angular rate.
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Fig. 2. Velocity error caused by the static lever-arm measurement error.
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Fig. 3. Velocity error caused by the dynamic lever-arm error.

method can estimate δrmeas and δrf accurately, the estimation
errors of them are shown in Figure6 and Figure7.
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Fig. 4. Velocity error of SINS with IMU error degree 1.
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Fig. 5. Velocity error of SINS with IMU error degree 2.
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Fig. 6. Estimation bias of the static lever-arm measurement error.

The static lever-arm measurement error of a shipboard
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Fig. 7. Estimation bias of the dynamic lever-arm error.

TABLE III
TA RESULTS OF DIFFERENT COMPENSATION SITUATIONS

Estimation
Different compensation situations

error Situation1 Situation2 Situation3 Situation4
φx 9.9701′ 9.4511′ 5.1821′ 4.0645′
φy 16.5467′ 15.9928′ 4.3780′ 3.9019′
φz 13.7641′ 12.7643′ 6.4335′ 5.0075′

aircraft can be more indeterminate, thus, let δrmmeas =
[1.5m, 1.5m, 1.5m]T in the following simulation. Table III
shows the TA results of partial or all disturbance compen-
sations. In situation 1, there are no compensations of both
lever-arm error and deformation. In situation 2, there is only
lever-arm error compensation. In situation 3, there is only
deformation compensation. In situation 4, all the disturbances
are compensated by the method of this paper.

The simulation results shows that both Õexure deformation
and lever-arm error affect the accuracy of the TA in some
degree, see Table III, whereas the TA method in this paper can
compensate all these disturbances very well, and the alignment
accuracy can be improved a lot. From the alignment results in
the four situations of different sea condition and sensor error
, as shown in Figure8 through Figure11, we can get that this
TA method has strong adaptability to the sea condition, and
the degree of sensor error does not affect the TA results too
much (see table IV).

The above results are acquired in the situation that the
measurement noises of actual value and the TA Ölter are same.

TABLE IV
ESTIMATION BIASES OF MISALIGNMENT ANGLES OF THIS TA METHOD

Sea
condition

Sensor error de-
gree

φx φy φz

Medium Degree 1 4.0645′ 3.9019′ 5.0075′
sea Degree 2 4.5735′ 4.3017′ 5.5971′
Peaceful Degree 1 4.8917′ 4.0133′ 5.4335′
sea Degree 2 5.0103′ 4.3855′ 5.8011′
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Fig. 8. Estimation bias of the misalignment angle, in the condition of medium
sea and sensor error degree 1.
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Fig. 9. Estimation bias of the misalignment angle, in the condition of medium
sea and sensor error degree2 .

From(16), we can see that deformation angular rate is a main
disturbance of angular rate matching measurement. In the TA
method of this paper, the Õexure deformation disturbances are
augmented to the states of the TA Ölter, the measurement
disturbance could be compensated to some extent in the
process of alignment Öltering. Thus, the actual measurement
noise will just change in a small range. Assuming that the
actual measurement noise is two times larger than the TA
Ölter’s. The comparison simulations are carried out in the
condition of peaceful sea and sensor error degree 1, and the
results are shown in Figure 12. The estimation bias of the
misalignment angle is δφ = [5.5011′, 4.7566′, 5.6179′]T .

The simulation results show that the bigger actual measure-
ment noise can cause lower accuracy of the misalignment
angle estimation. Meanwhile, the research [11] has shown
that the adaptive Kalman Ölter could be one solution of this
problem.

Besides, time-delay is another inÕuencing factor of TA.
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Fig. 10. Estimation bias of the misalignment angle, in the condition of
peaceful sea and sensor error degree 1.
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Fig. 11. Estimation bias of the misalignment angle, in the condition of
peaceful sea and sensor error degree 2.

According to the research [12] , time delay may cause some
misalignment between the MINS and SINS, which can reduce
the accuracy of the TA. Recent research [12] has shown that
the Öre control computer of the MINS can give the time-delay
information to the SINS, then the data can be processed by
Kalman Öltering and the time origin is uniÖed to the moment
corresponding to the MINS data. Therefore, the time-delay
barely affects the TA process in this situation.

IV. CONCLUSION

This transfer alignment method is for the purpose of
reducing alignment errors induced by the disturbances and
aligning the weapon INS with large azimuth attitude error
on a mooring ship. The method has been established through
the disturbances state augmentation and velocity plus angular
rate matching, and via qualitative explanations and interpreting
computer simulation results, it turns out to be that comparing
with the conventional TA method the present one is more

1074



0 5 10 15 20 25 30 35 40 45 50
−50

0

50

δ
φ

x / 
′

 

 
original measurement noise
bigger measurement noise

0 5 10 15 20 25 30 35 40 45 50
−50

0

50

δ
φ

y / 
′

0 5 10 15 20 25 30 35 40 45 50
−600

−400

−200

0

200

δ
φ

z / 
′

t  / s

Fig. 12. Comparison of estimation bias of the misalignment angle under two
different measurement noise situations

suitable for weapon INS with large azimuth attitude error of
a mooring ship under complex environment disturbances.

A related further research of TA with large azimuth attitude
error should develop an adaptive state estimation method in
face of uncertain measurement noise and an error compensa-
tion scheme based on uncertain time-delay.
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Abstract—Multi-agent generation within a special scene is a basic 
problem for the research on artificial society. In the context of 
public health emergency, the multi-agent model of an artificial 
campus is built; based on the deep analysis of the problem, we 
consider that a special scene in artificial society is approximate 
to a polygon determined by some key points (border points). 
Therefore the problem of multi-agent generation is converted to 
inner-point generation in the polygon. The grid-based method is 
proposed to divide the scene polygon reasonably consistent to the 
density. The filtering mechanism of grids generated is proposed. 
Finally, the experiment shows that the method could be used to 
generate some agents with some properties in a special scene 
randomly, and has certain reference value. 

Keywords-artificial society; scene; grid method; infinite element 

I.  INTRODUCTION 
The problem of modeling highly integrated and complex 

artificial society involves many aspects of natural and 
artificial systems, social organizations, individual psychology 
and behavior, with a variety of uncertainties and opposability 
[1]. The wide application of the computing technology and 
the maturity of numerical method have make it true to 
research the dynamics of social system in use of simulation. 
In early 1990s the Land Corporation proposed the concept 
of artificial society, and from that on, artificial society has 
begun to spring up. The core method of artificial society is 
based on the modeling and analysis of the Agents. Its basic 
idea is described as following: human society is a complex 
system which contains a lot of individuals, and the individuals 
could be modeled in the computer (that is the software agent); 
the agents should follow certain rules of interaction; the social 
or group phenomena emerged by observing the whole 
behavior of the agents, and the model of the complex social 
system could be built to study information technology impact 
on the society, politics and culture [1, 2, 3]. The simulation of 
artificial society based on multi-agents modeling has become 
an effective solution to solve complex social systems. 

In recent years, various unconventional emergencies have 
occurred one after another in China, and emergency 
management has become the major challenge to the social 
management. The method and technique of computer 
simulation used to build the scenario of the incident’s 
happening, development, transformation and evolution has 

been considered the most important way to solve 
“scene-response” problem of unconventional emergency 
management. The research has been carried out abroad for 
some years. Arizona State University in the United States 
built a 8000 square feet named Decision Theater for decision 
support in the emergency scene in 2005. In 2007 and 2008, 
the U.S. Department of Homeland Security implemented the 
Golden Guardian for the terrorist attack and earthquake in 
California. The key component is the Exercise Control 
System to support scenario generation, learning and training, 
tissue remodeling, and so on [4, 5]. 

The scene could be considered as the environment and 
condition where the agents are located in artificial society, 
while usually the agents are constrained to act in a special 
area. The paper mainly studies the random generation of 
agents with some particular characteristics within the special 
scene of artificial society, and the groundwork is built for the 
next research. 

II  MULTI-AGENT MODEL 
Based on the complex network modeling technology and 

the real system information acquisition technology, 
multi-agent system could be introduced to describe the groups 
and individuals in human society, which could provide the 
good technology ground for recurring the complexity of the 
social system, and approaching the social context of 
unconventional emergencies [6]. While social system is the 
complex system which contains a large number of intelligent 
agents, the method of agent-based modeling and simulation is 
feasible to describe the individual or group behavior, and 
analyze the social structure evolution and group behavior law 
with the interaction between agents. Multi-agent system is 
composed of many agents interacting with each other. There 
are also some interactions between agents and environment. 
Generally, each individual agent could make decision 
independently, and has the ability of adaptive, learning and 
cognition [7, 10]. 

The paper mainly focuses on the spread of infectious 
diseases within a campus, and builds the artificial campus in 
the context of unconventional public health emergency. The 
population agent in artificial society should be set the basic 
demographic attribute to establish the population statistics 
model within a specified scene in use of the population census 
statistics. The agents with different demographic attributes 
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and different spatial distribution could be generated 
automatically in geography environment. Agent modules in a 
campus include population statistics model, agent behavior 
model, disease-related model, the social relationship model, 
and agent interaction model [8-10]. 
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The agent’s population census statistics can be described 
from two aspects. One is public population census attributes, 
owned by any agent in any application area, such as ID, sex, 
age, role, and so on ; the other is domain-related population 
census attribute, for example, in public health event, including 
the immunity ability, symptoms, duration of symptoms, 
spread probability, and so on. 

The agents in artificial society can be categorized 
according to the role of population census. A class of agent 
represents a kind of entity in real world. Based on the agent 
model with public population census attributes, the special 
attributes and behavior rules can be added newly. For 
example, except for the basic attributes (ID, sex, age) for the 
student agent, the special attributes (grade, professional, class) 
and related behaviors (entertainment, community activities, 
sports) should be added. A common agent could be described 
as shown in fig.1. 

 

Figure 1.  Agent model 

III.  BOUNDARY OF SPECIAL SCENE 

A. Setting the Boundary 
The scene is the place where the agents act, and has its 

own boundary and constraint. The agents always act within a 
certain area, and execute some related activities.  

There are some criteria to justify the algorithm. The agents 
must be generated inside the scene, and the distribution of 
different agents should be consistent with the density of 
different agent in the scene. In order to determine the scene 
boundary, the coordinate of some key points which reflect the 
boundary shape should be given, and the scene can be 

generated based on the points. Especially for the complex 
shape, it’s feasible to depict the scene in use of polygon 
approximation, and in error permission the complex shape 
between two points can be approximated by a straight line 
segment [13]. For the sake of simplicity, the scenes generated 
in the paper are closed polygon shape. 

Given a point array 1 1 2 2{( , ), ( , ), , ( , )}n nx y x y x y� , the 
algorithm generating n edges shape is described as following: 
firstly, the index counter should be defined, and record the 
number of connected nodes. The initial state of the index 
counter is Zero. Secondly, the point ( , )p pP x y  selected from n 
key points (1 p n≤ ≤ ) is regarded as the start point, and the 
index counter should be added by 1. Then the adjacent points 
should be connected in sequence. Whenever a point is 
connected, the index counter should be added by 1. In the step 
the closure of polygon should be judged. If the value of the 
index counter is greater than n, and the point returns to the 
start point, the shape could be considered to be closed. So the 
lines between adjacent points as the sides of polygon are 
regarded to be the boundary of the scene. 

Usually, the expressed way of the polygon in the computer 
is to sort the order of adjacent vertices arranged in an array. 
When shown the vertices can be connected by a straight line 
according to the store order. Geometry shape is ultimately 
described by the polygon. 

(a)  (b) 

Figure 2.  Polygon generated  

B.  Judging the Relationship between Points and Scene 
After the boundary of the scene generated, the activity 

range is determined in artificial society. It’s important to 
make sure that agent should act in a special area, and can’t 
exceed any boundary. The section mainly proposes the ray 
method to judge the relationship between the points and scene 
through refining an agent to be a single point in geography 
space. 

At present, the ray method is the most widely used to 
judge the space relationship between points and polygon in 
engineering area [15, 16]. It’s basic principle is described as 
following: Given a judging point P, the ray L is drawn along 
the direction of the polygon from the point P(Generally  the 
ray parallels x axis or y axis); then the number of the 
intersection points is calculated. The relationship could be 
judged according to the parity of the number. That is the “odd 

1077



 

 

number internal, even number external” rule. However, the 
rule isn’t always suitable for any condition. There are still 
some special conditions to deal with.  

(1)If the ray and a polygon vertex intersects, and two sides 
of the vertex lie in both sides of the ray L, the number of the 
intersection points is just one; 

(2)If the ray and a polygon vertex intersects, and two sides 
of the vertex lie in same sides of the ray L, the number of the 
intersection points is Zero; 

(3)If the ray L comes across two adjacent vertexes in 
succession (It means that the ray L superposes a side of the 
polygon), the two vertexes could be considered an intersection 
point. According to the computing method described in 
condition (1)(2), if the two fore-and-aft vertexes of the 
intersection point lie in different sides of the ray L, the 
intersection point should be regarded one point added to the 
number of the intersection point; otherwise, it can’t be 
computed. 

 

Figure 3.  Ray method 

The ray could always come through the polygon, because 
the polygon is bounded. Based on the ray method, the 
algorithm process could be described as following: 

(1)Given the start point ( , )p pP x y , and the polygon formed 
by a point array 1 1 2 2{( , ), ( , ), , ( , )}n nx y x y x y� ; 

(2)The ray , ( , )p py y x x= ∈ ∞  paralleling x axis is drawn 
from the start point ( , )p pP x y ; 

(3)Each side 1 1(( , ), ( , )), [0, )i i i i iS x y x y i n+ + ∈  of the 
polygon is obtained circularly, and there should be some 
needs to judge whether each side parallels x axis. If 
paralleling x axis, enter into the next step; otherwise, continue 
to cycle; 

(4)Priority is to judge whether the point ( , )p pP x y  lies on 
a side of the polygon. If it is, it’s thought that the point lies in 
the polygon and return true, otherwise enter into the next step; 

(5)Judge whether the ray py y=  and the vertex of the 
polygon intersect. If it is, the position relationship among the 
ray and the two sides of the vertex can be judged by 

comparing the abscissa of the vertex with ( , )p pP x y , and if the 
position lies in different sides, the intersection point counter 
should be added by 1, otherwise the counter can’t be changed; 
if not, enter into the next step; 

(6)Judge whether the ray py y=  and a side of the 
polygon overlap. If it is, it could be considered an intersection 
point. If the adjacent vertexes of the ersatz point lie in the 
different sides of the ray, the ersatz point can be regarded as a 
intersection point added to the counter, otherwise the counter 
unchanged. If not, enter into the next step; 

(7)Judge the ray and a side of the polygon intersect. If it 
is, the intersection point counter should be added by 1; 
otherwise return to the third step; 

(8)Judge the overall number of the intersection points. If 
the number is odd number, it means the point P lies in the 
polygon and return true; if even number, it means the point P 
lies outside the polygon and return false. 

IV.  GRID METHOD 
Obviously, it’s very important to generate some inner 

points within the scene automatically and randomly. As 
described above, the auto generation of the inner points within 
a scene is transformed into the auto generation of the inner 
points within a polygon. Recently the generation technology 
of the inner points within a polygon has been developed, such 
as the approaches based on triangle and MBR [11, 12]. These 
approaches have made good attempts to solve the problem of 
inner point generation and received ideal effects. However, 
the algorithm process may be so trivial and complex that too 
many computing resources are consumed. We proposed and 
introduced grid method to make sure that individual agents be 
ergodic and diversiform, but also not increase the scale of the 
inner points blindly.  

A. Grid Density 
The basic idea of grid method is described as follows: 

according to the boundary of the scene polygon (for example, 
the value range in x axis or y axis), the scene polygon is 
divided into many interzone boundaries.  All the interzone 
boundaries are intersected to form many small quadrilateral 
grids. The intersection points in the quadrilateral grids are the 
point in search space, as shown in fig. 4. When the initial 
points are generated, individuals can be full of the whole 
search space. 

 

Figure 4.  Grid method 
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In artificial society scene different area might have 
different population distribution density. There are some 
concentrated and collective phenomena in real world. It must 
require that the density of the grid should be considered when 
the scene is divided.  

For the algorithms of quadrangle grids, the most 
representative is geometric decomposition method. Within it 
the two best methods are Looping and Paving, while it’s hard 
for the two methods to control the grid density. In order to 
reflect the density differences among the grids, it’s required 
that the density control should integrate with geometric 
decomposition. 

The density of the grid can be defined as the reciprocal of 
the grid element length from the view point of mathematics. 
We adapted Laplace equation to express grid density 
distribution function within artificial society scene. Grid 
density distribution should be continuous in the area divided. 
It could ensure that the grid elements generated based on the 
grid density have the property of catholicity and universality 
[13, 14]. Given the grid density ( , )U x y , the Laplace equation 
of the grid density distribution function can be described as 
following: 

2 2

2 2 0U U
x y

∂ ∂+ =
∂ ∂

      (in �)          (1) 

Where Ω  means the area of the scene. 

The boundary condition of Eq. (1) is expressed as: 

0U
n

∂ =
∂

        (on �)          (2) 

Where � is the boundary of the scene; n is normal direction of 
the boundary �. 

Numerical solution of Laplace method can be attained in 
use of the finite element method [14]. In order to attain the 
grid density of certain area, the area should be divided into 
discrete computing elements. As shown in fig.5, the scene is a 
hexagon area. Based on the minimum rectangle carving, the 
elements outside the scene are removed, and the scene area is 
divided into the computing elements. 

 

Figure 5.  Scene division 

The density of each point within grid elements is solved 
by the interpolation of the density of grid’s four vertexes. The 
shape functions of the four vertexes are described as [14]: 

1

2

3

4

(1 )(1 ) 4
(1 )(1 ) 4
(1 )(1 ) 4
(1 )(1 ) 4

q
q
q
q

ξ η
ξ η
ξ η
ξ η

= − −�
� = + −�
� = + +�
� = − +�              

 (3) 

The density of any point can be expressed as: 
4

1
( , ) ( , )i ii

u q uξ η ξ η
=

= �            
 (4) 

Where ,ξ η  are normalized coordinates of elements;  
is the density value of ith node. 

η

ξ

 

Figure 6.  Grid element 

Under the known boundary conditions, Eq. (1, 2, 3, 4) are 
united to solve the density of elements. In fact, the boundary 
condition of density is equal to determining the density value 
of the boundary points. The density value of the boundary 
points can be attained according the curvature. Because the 
area of the scene is expressed by diagnostic polygon, the 
length of each side in diagnostic polygon can roughly reflect 
the curvature of the boundary [13,14]. 

The division of the grid would need to consider the human 
activity scale, and the number of the grids divided could be 
given ahead of time. According to the grid density 
distribution, the nodes are generated in the boundary. The 
nodes lie in the sides of diagnostic polygon, generated 
between two key points. Then these nodes are numbered 
sequently according to the order. There need to be two steps 
to complete the process: the first is computing the number of 
the nodes; the second is determining the location of the nodes. 

B. Computing the Number of Node 
In order to compute the number of the nodes generated, 

the integral for the density should be made along two key 
points, shown as: 

( ) 1
L
u s ds R N= ≅ −              

(5) 
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Where N is the overall number of the nodes including two 
vertexes; L is the connected line between two vertexes; u(s) is 
the boundary density.  

In actual numerical computing, Eq. (5) could be computed 
according to the following method: the line L can be divided 
into some same line segment. The density in the middle of the 
small line segment is regarded as the mean density. Product 
by multiplying the mean density and the length of the line 
segment sums into the approximate integral result R. As a real 
number, the integral result R should be rounded up to the 
nearest integer N-1. In addition, the overall number of the 
boundary nodes must be an even number. So to meet the 
demand, there need to be adjust N. As the result of round, 
there must be some errors between the grid unit number and 
setting value. 

C. Determining the Location of Nodes 
The finite element iteration technique is used to 

determining the location of the nodes. Except for the 
beginning and end nodes, the others are unknown. The 
location of the nodes(relative to the start point of the length) 
can be regarded as a dimension variable and the variable 
should meet certain equation: 

( )u s ds Ad Cε= =               (6) 

Where ( )u s  is the boundary density function; dε  is the 
derivative in computing space (the nodes meet the even 
distribution in computing space); A is the proportion constant; 
C is the constant. 

The Eq. (6) could be transformed into two-order derivative 
equation, shown as: 

    
( ) 0d dsu s

dx dε
� � =* '� �

              (7) 

In Eq. (7), the numerical value could be solved in use of 
emergence element iteration technique. The computing space 
is divided into N-1 units. Through the unit analysis, the unit 
stiff equation could be described as: 

1
2

1

1 1 0
[ ]

1 1 0
i is s i

i

s
u

s
++

+

− � �� � � �
=* '* ' * '−� � � �� �          

(8) 

Where iS  means the location of the ith node. 

The whole stiff equation can be attained by fitting all the 
unit stiff equations together. The location of the first node is 
set 1 0S = , and the location of the Nth node is set NS L=  (the 
length between two key points). The others are assumed to 
meet the even distribution. The location of each node could be 
attained by solving the whole stiff equation iteratively. 

D. Generating Randomly 
In the paper we use middle-square method to generate the 

stochastic number. The square method firstly starts from some 
initial seeds. Based on the algorithm of the square method, 
false stochastic array could be acquired. After generating false 

stochastic number,  newR  is defined according to the number 
of elements selected in the scene, described as follows: 

() ( 1)newR rand N= −             (9) 

The points in the grids can be indexed from the selected 
grids. The whole process is random, done completely by 
computer. 

V.  EXPERIMENT 
The experiment has implemented the auto generation of 

student agents within the playground artificial campus in the 
context of public health event. The playground boundary is 
formed by some key points known firstly. According to the 
daily statistical data, the personnal distribution is set 
reasonably. 

For simple, the playground is regular rectangle, and the 
playground scene is divided uniformly. Here, 20, 40, 80 and 
100 agents could be generated in the playground respectively 
given 	=�=4, as shown in fig. 7. The red point, blue point, and 
green point represent three kinds of students respectively. 
Through computing, at the first time the number of the grids 
selected is 7715. After further selected, the final number of 
grids is decreased to 7056. The integer introduced in the 
process of computing the grid number results in the number 
reduced. Meanwhile the integer leads to error. 

(a) 20                    (b) 40 

 (c) 60                   (d) 80 

Figure 7.  Playground Scene 

As shown in fig.7, all the agents are almost generated in 
the playground, and there could be different density in the 
different district. The simulation has justified the algorithm 
effectively. 
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VI.  CONCLUSION 
In the paper, we proposed a grid method, fully considered 

different distribution density within the actual scene, and 
adapted a division way to reflect agent’s distribution. The 
experiment result showed it don’t only generated agents 
randomly, but also ensured that the agents be ergodic and real. 
However, we just discussed the auto generation of 
multi-agents within artificial society scene from the view of 
2D, and made some simplification in the process of 
generation. It’s unavoidable that there are still some errors 
and infects to improve. With the development and maturity of 
computer and simulation technology, the future construction 
and implement of the artificial society must face to a wide 
prospect.  
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Abstract—This paper presents a method to stabilize uncertain 
dead time system based on new robust state predictor. The 
proposed predictor consists of a state delayed observer. 
Controller gain and predictor parameters are calculated by 
solving a nonlinear matrix inequality.  More importantly, this 
method is extended to dead time system with a long time delay or 
significant uncertainty using sequential sub-predictors (SSP). 
This predictor composed of collection of sub predictors that each 
of them predicts the state for a small part of a long time delay. 
The number of predictors can increase attending the unstability, 
delay value or uncertainty where the stability condition is 
satisfied. Examples illustrate the capability of this method.   

Keywords- Dead time systems, Robust Sequential sub-predictor, 
Robust control. 

I.  INTRODUCTION  
Prediction of states or output plays a fundamental role in the 
control of dead time systems. This is because of delay in input 
impedes of stabilizing closed loop system via classical 
controller. To overcome this challenge, many efforts are 
devoted on presenting a dead time compensator (DTC) or 
predictor. 

 The famous model based predictor was presented by Smith 
[1] in 1957 for stable systems. Smith predictor is then modified 
for unstable system by Watanabe [2] (MSP) and for mixed 
unstable and stable systems (USP) in [3]. Moreover, [4] and [5] 
are applied it for stable systems with an integrator and long 
time delay. However, MSP may lead to unstable pole-zero 
cancelation for unstable systems. Therefore good approximate 
of distributed delay term in MSP is unavoidable to achieve the 
stability [6]. In addition, MSP is very sensitive to parameters 
and delay uncertainty. In recent years, some researchers try to 
improve the robustness of this method [6-12]. Also there exist 
a few examples that used this predictor for HÙ control of dead 
time systems [13-15]. 

Another family of predictor is classified as Finite-Spectrum 
Assignment [16] (FSA). The main idea of some state predictor 
like as Artstein reduction model [17] is much closed to FSA. 
[18] has been proposed a different version of FSA attending the  
pole-assignment methods of delay free systems. Moreover, the 
FSA and MSP scheme can lead to equivalent stabilize method 
for single input delay systems [19]. So, FSA is also sensitive to 
the method of distributed delay approximation [6]. This 

challenge will be deeper for unstable system with long time 
delay and uncertainty.      

The main problem in these method roots in inflexibility of 
FSA and MSP due to uncertainty of model. This is because of 
the delay term of dead time systems is eliminated directly by 
them and they have significant challenge when face to 
uncertainty in system model.  

To address this challenge, this paper presents a new robust 
state predictor that is based on state delayed observer. This 
predictor forecasts the state of system asymptotically. The 
parameters of proposed predictor can be set attending the 
weight of uncertainty and time delay. The state feedback is 
then designed applying the prediction state and the robust 
stability of closed loop system is proven. More importantly, 
proposed state predictor is extended to sequential sub-
predictors (SSP) for unstable systems with a long time delay. 
SSP is founded on a collection of sub-predictors. The state of 
system is successively forecasted by each sub-predictor for a 
small part of delay, such that totally, SSP predicts the state for 
whole time delay. Consequently, the state feedback is 
calculated using SSP. Examples illustrate the ability of this 
method to stabilize dead time systems with long time delay and 
uncertainty.      

 

II. PROBLEM STATEMENT AND PRELIMINARIES 
Consider linear input-delay uncertain system described by 
 

$
#
"

�%M�
�*		*	�

]0,[)()(
)())(()())(()(

dtttx
dtutBBtxtAAtx

�
�                (1) 

 

where nx ?% , mu ?% and 0-d . The matrices A and B are 
known and time-varying bonded matrices A* and B*  are 
described the uncertainty of this system where 
 

][)(][ bEEtJDBA �**                                                    (2) 

ItJtJ T +)()(                                                                     (3) 
 

The delay in the input prevents achieving stability for 
unstable systems with long time delay or significant 
uncertainty. Therefore, it is suggested to predict the state of this 
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system to eliminate the delay in state feedback. In the other 
words, if )()( txdtx pD	 , then the delay in the controllable 
input can be compensated by using the predicted state instead 
of real state, i.e. )()()( tKxdtKxdtu p D��� .   

The target goal in this paper is to suggest a robust control 
method to stabilize dead time system based on new robust 
predictor. Section 3 presents the simple form of this predictor 
and also investigates the calculation of the predictor parameters 
and controller gain. This method is extended to sequential sub-
predictor for unstable systems with long time delay in Section 
4. The predictor parameters and controller gain are also 
designed in this section. Examples show the capability of this 
method to stabilize dead time systems in Section 5. First, 
necessary lemma is presented as follows.

Lemma 1: [20] Given matrices 26,  and'  of appropriate 
dimensions and with 6  symmetrical, then 

0)()( ,2'	'2	6 TTT JJ ==                                      (4) 

For all )(=F satisfying IJJ T +)()( == , if and only if there 
exists a scalar 0-7  such that 

01 ,''	22	6 � TT 77                                                    (5) 
 

III. STATE PREDICTOR 
In this section, the initial format of robust state predictor is 
presented as 

))()(()()()( txdtxLtButxAtx ��		��                           (6) 

where nx ?% is the predicted state that will forecast x for 
d seconds. Error is described by 

)()()( txdtxte ���                                                            (7) 

The state of predictor forecasts the state of system if error 
converges to zero, i.e.  

)()( dtxtx 	)                                                                  (8)  

Now, the error dynamic equation can be calculated as 

)()()()()( dtBudtLetAxtAete �*��	*���                (9) 

The predictor matrix L  must be chosen such that the error 
converges to zero asymptotically. Following Theorem 
investigates the design of prediction parameter L  such that 
error equation converges to zero and calculation of the 
controller gain, K , to achieve robust closed loop stability.  
 

Theorem 1: Consider system (1) with following control law. 

$
#
"

�
��		�

)()(
))()(()()()(

txKtu
txdtxLtButxAtx�                       (10)  

Assume that ),( BA  is controllable. The closed-loop system is 
robust asymptotically stable and x  predicts x  for d  second if 

there exist symmetric matrices ,00 -P ,01 -P ,0-Q  0-S , 
matrices ,Y ,U ,1M 0F of appropriate dimensions, and scalar 7  
such that the following inequality holds.  
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where 
TTT DDQYYPAAP ~~~~

11 7					�6                                       

TUYM 	��612  

TUUQ ����622  

And 
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Moreover, L and K  are given as: 

1
1

1
1

0 , MPLFPK �� ��                                                 (13)  

Proof: By considering (7), the closed-loop system (1) and (10) 
can be rewritten as: 

)~(~~)(~)~~~~~~()(~ dtxAtxKBKBAAtx h �	*		*	��           (14) 

where 
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and A~  and B~ appear in (12). The stability of (14) is equivalent 
to closed loop system (1) and (10) and x approaches )( dtx 	  
if )(~

2 tex � converge to zero asymptotically. A Lyapunov 
function is candidate to investigate the stability of (14) as 
follows. 

)~()~()~()~( 321 xVxVxVxV 		�                                             (16) 
where 

)(~)(~)~(1 txPtxxV T�  
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By using Newton-Leibniz formula and free-weighting matrix 
(FWM), similar to the proof of Theorem 1 in [21], the 
derivative of )(tV  can be written as 

��(�( dtdt
d

tV
t

dt

T@�
a� ),()~(),(~

1)(�                                 (18) 

where 

 !TTTT xdtxtxt )()~()(),( ��( ��  

�
�
�

�

�

�
�
�

�

�

�
�	���
�bb

�a
Sd
UdASAdUUQ
Yd

d h
T

h
T

~**

~~~~*

~

)~(
1211

          (19) 

where 

QYY
KBKBAASKBKBAAd

KBKBAAPPKBKBAA

T

T

T

			

*		*	*		*		

*		*		*		*	�b

)~~~~~~()~~~~~~(

)~~~~~~()~~~~~~(11

                                      

h
TT

h ASKBKBAAdUYAP ~)~~~~~~(~
12 *		*			��b  

Using Schur complement and Lemma 1, it is possible to show 
that )~(da is negative definite (i.e. 0)( ,tV� ) if following 
inequality holds. 
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where 

PDDPQYYAPPA TTT ~~~~
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T
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Taking },,{ 10
1 PPdiagPP �� � ,1�� SS ,11 ��� QPPQ

,11 ��� YPPY ,11 ��� UPPU pre- and post multiplying both 
sides of LMI (20) by },,,,{ IPSPPdiag  and considering (13), 
it is possible to rewrite (20) as (11).                                           
 

Note that (11) is not linear due to PSP 1�  term. The best 
idea to solve it without any limitation of degree of freedoms is 
reducing the original non-convex problem to an LMI-based 
nonlinear minimization problem. Then a modified cone 
complementarity linearization (CCL) algorithm [22] can be 

used to obtain a solution. This method is described in next 
section.  

        Theorem 1 may not be useful for unstable dead systems 
with a long time delay and weighty uncertainty (see examples 
in Section 5). To overcome this challenge, next section 
presents an extended form of this predictor called sequential 
sun-predictors. In this method, a series of sub-predictor is 
employed to each of them forecasts the state of system for 
small part of time delay.      
 

IV. SEQUENTIAL SUB -PREDICTORS 
Long time delay may impede stabilizing of unstable systems 
with uncertainty using proposed predictor in Section 3 and it 
may exist no L such that (11) is feasible. For this case, 
sequential sub-predictor (SSP) is suggested in this section. In 
SSP, time delay is divided to R  small part, and then a 
collection of successive sub-predictors are used to forecast the 
state for each small part of delay, d , where 

	%� ZR
R
dd ,                                                          (21) 

The SSP is described by 
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where Rix n
i ,,1, ��?% , Defining the prediction error as 
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Note that )(1 tx predicts the )( dtx 	 , if all error equation 
converge to zero i.e. 
 

)()()()()( 11 tetetxdRtxte Rt 		���� �                    (24) 
 

The error dynamics are 
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Following theorem investigates stability of closed loop 
system based on SSP. In this theorem, predictor parameters, iL , 

and controller gain, K , will be calculated.   
  
Theorem 2: Consider system (1) with following control law. 
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Assume that ),( BA  is controllable. The closed-loop system is 
robust asymptotically stable and 1x  predicts x  for dRd �  
second if there exist symmetric matrices ,0-iP ,,,1,0 Ri ��  

,0-Q  0-S , matrices ,Y ,U ,jM ,,,1 Rj �� 0F  of 
appropriate dimensions, and scalar 7  such that (11) holds, 
substituted   

},,,,{ 10 RPPPdiagP �� },,,,{~ AAAdiagA �� ,/~ Rdd �  

,

0
0

0
~

�
�
�
�
�
�

�

�

�
�
�
�
�
�

�

�

� �

B

B ,

000

00
00
000

2

22

2

�
�
�
�
�
�

�

�

�
�
�
�
�
�

�

�

�

�
�

R

R

M
M

M
MM

M

M

�

����

��

�

�

,
0

0
0

~

�
�
�
�
�
�

�

�

�
�
�
�
�
�

�

�

�

�

D

D �
 

 !,0000 �FF �  !.~ EEEEE ���       (27) 

Moreover, L  and K  are given as: 

RjMPLFPK jj ,,1,, 11
0 ���� ��                            (28) 

Proof: By considering (23), the closed-loop system (1) and (26) 
can be rewritten as: 

)~(~~)(~)~~~~~~()(~ dtxAtxKBKBAAtx h �	*		*	��           (29) 
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A~  and B~ appear in (27). The stability of (29) is equivalent to 
closed loop system (1) and (26) and 1x approaches )( dtx 	  if 

Rixi ,,2,~ �� converge to zero asymptotically, because 

Rt xxte ~~)( 2 		� � . Based the same form of (29) and (14), 
proof can be followed same as proof of Theorem 1.                 

To solve (11), using the modified CCL, from Schur 
complement, it is followed that (11) holds if 
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where 

TPSP �,� �1                                                                  (32) 

Taking ,1��TT  ,1�� SS  and ,1�� PP from Schur 
complement (32) becomes 
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S
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The existence of a solution for (31) and (33) is a 
sufficiently condition for the feasibility of (11), imposing some 
degree of conservativeness. However, using this technique, the 
original of non-convex problem has been casted into the 
following LMI based non-linear minimization problem: 

Minimize )( SSPPTTTr 		 , subject to (33) and 
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Then, the modified CCL algorithm is used to solve it and find 
the maximum possible d  as following procedure. 
 

Step 1: Solve (31) and (34) for sufficiently small initial value of 

0
~d and find a feasible set / 0�,,,,,,,,, 000000000 QUYTTSSPP  

satisfying them. Set ,0�j  0�i . 

Step 2: Solve the LMI (31) and (34) for all variables: 

Minimize )( iiiiii SSSSPPPPTTTTTr 					  subject to (31) 
and (34). Set TTi �	1 , TTi �	1 , PPi �	1 , PPi �	1 , SSi �	1  
and SS i �	1 . 

Step 3: If (11) is satisfied and idd ~
� ( idRd ~

� for Theorem 2), 

end. If (11) is not satisfied within a specified number of 

iterations ( j ), then exit with no solution. If (11) is satisfied 

but idd ~
- ( idRd ~

- for Theorem 2), set ,1	� ii  0�j , 
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increment id~  and go to Step 2. Otherwise, set ,1	� ii  

1	� jj and go to Step 2.           

Note that the number of sub-predictors, R , can be set 
sufficiently big to (11) becomes feasible. In the other words, if 
(11) is not satisfied for d  in a usual number of CCL iterations, 
then R should be increased while it becomes feasible. 
Therefore this method can stabilize all unstable systems with 
long time delay and significant uncertainty.  Next section 
presents a few examples to illustrate the capability of this 
method to stabilize unstable dead time systems with time 
varying uncertainty.     

 

V. SIMULATION RESULTS 
In this section a few examples are presented to shows the 
ability SSP to closed loop stability of dead time systems due to 
unstability of system, time delay value and weight of 
uncertainty. 
   
Example 1: Consider system )( dtbuaxx �	�� , where ba,  
is scalar. SSP can forecast the states of systems for maximum 
delay mRdd �  that is shown in Table 1 (for iteration number 

40 and increment and increment delay step 0.01). 
 

Table 1: Maximum possible delay to prediction of state 

mRdd �  1�R  2�R  3�R  4�R  5�R
1��a  Ù Ù Ù Ù Ù 
2.0�a  4.93 9.77 14.55 19.33 23.05
5.0�a  1.96 3.85 5.72 7.56 9.13 

1�a  0.97 1.90 2.8 3.69 4.51 
2�a  0.48 0.93 1.36 1.78 2.15 

 
Table 1 shows that maximum possible delay to stabilize of 
closed loop system is directly proportional to R  and inversely 
proportional to a . Although the increasing the a , limits the 
bound of delay, but it is possible to compensate it by 
increasing the number of sub-predictor.  
 
Example 2: Consider an unstable uncertain system with 
integrator term and non-minimum phase zero, defined as 
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Using Theorem 2, the controller gain and SSP matrices are 
calculated as: 
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Figure.1 Pulse response of closed loop system 

 
Note that the initial conditions of system are unknown in 

prediction and the initial conditions of SSP are set to zero. 
Figure 1 illustrates the pulse response of the closed loop 
system. This example shows the capability of this method to 
stabilize uncertain and unstable dead time systems with a long 
time delay.  

 

VI. CONCLUSION   
This paper suggests a method to stabilize uncertain dead time 
systems based on a new robust predictor. Moreover, this 
method is applied for unstable dead time systems with a long 
time delay by sequential sub-predictors. The main idea in this 
predictor is composed of a series of sub-predictor; each of them 
is for a partition of long time delay. This method can improve 
the flexibility of predictor to overcome any weight uncertainty. 
This method also can apply for nonlinear systems and output 
feedback that will be presented in future works. 
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Abstract— In this paper, an on-line identification scheme is 

proposed to enhance the residual state error performance in face 

of disturbances. The proposed scheme is based on an e1-

modification adaptive law for the weights to approximate the 

unknown nonlinearities with bounded error. Besides, an 

identification model with feedback is introduced to improve the 

state error performance. The feedback is based on a bounding 

function to estimate an upper bound for the disturbances. Via an 

adaptive bounding technique and Lyapunov methods, it is proved 

that the residual state error performance is practically immune 

to disturbances. To validate the theoretical results, the 

identification of a four-order generalized Lü hyperchaotic system 

is performed. 

Identification; neural networks; uncertain systems; Lyapunov 

methods; chaotic systems. 

I.  INTRODUCTION 

The use of neural networks (NNs) paradigm as a powerful 
tool for identification of uncertain nonlinear systems has 
encouraged, starting from the 90s, several heuristic and 
theoretical studies, see for instance [1]-[8] and the references 
therein. This interest is motivated by the capability of the NNs 
to learn complex input-output mappings, since they are 
universal approximators, and by the inevitable presence of 
uncertainties in modeling problems, due to the simplification 
imposed by the mathematical modeling, unexpected faults, 
changes in operation conditions, aging of equipment, and so 
on. On the other hand, system neuro-identification is important 
not only to predict the behavior of the system, but also for 
providing an appealing system parameterization, which can 
later be used in the synthesis of  control algorithms, since 
mathematical characterization is often a prerequisite to  
controller design. 

Neural identification models usually employed are the 
dynamic ones, being their weights mainly adjusted by using 
gradient and backpropagation algorithms or their robust 
modifications [1], [3]-[8]. Most used robust modifications in 

neuro-identification are the ,σ switching- ,σ ,1ε parameter 

projection, and dead zone [3]-[8] which avoid the parameter 
drift. Nevertheless, to the best of our knowledge, at present 
most of learning algorithms for neuro-identification ensure that 
the residual state error is related directly to upper bounds for 
the approximation error, ideal weight and disturbances.  

For instance in [3], the identification of a general class of 
uncertain continuous-time dynamical systems was proposed, 

and a σ -modification adaptive law for the weights of recurrent 

high-order neural networks (RHONNs) was chosen to ensure 
that the state error converges to the neighborhood of the origin, 
whose radius depends directly of the approximation error and 
disturbances. In [4], dynamic NNs based on two-layer neural 
networks were used to identify a general class of uncertain 
nonlinear systems. It was shown that in the presence of 
disturbances the state error is uniformly ultimately bounded 
where the ultimate bound is directly proportional to an upper 
bound of the disturbance. In [5], the identification of delayed 
nonlinear system was investigated. By using identification 
models based on delayed neural networks with learning laws 
for the weights designed using a Lyapunov-Krasovskii 
approach, it was shown that the state error is upper bounded by 
a constant which depends directly of the disturbance. More 
recently, also others relevant works, such as [6]-[7], shown that 
discrete high-order neural networks and dynamic neural 
networks with two different time scales, respectively, can be 
used to identify nonlinear systems with bounded errors, which 
are straightforwardly related to the disturbances. 

From the discussion above, observe that most of neuro-
identification schemes ensure a state error performance that is 
directly related to the disturbance.  In practice, uncertainties are 
inevitable, hence it is desirable to propose identification 
schemes with improved state error performance in face of 
disturbances. This is the main motivation for this paper. 

 Hence, in this paper we propose a neuro-identification 
algorithm in which the residual state error is inversely 
correlated with the disturbances to make the residual state error 
performance practically immune to disturbances. To this end, 
based on an adaptive bounding technique [9] and Lyapunov 
methods [10], a neural identification model with explicit 
feedback based on a bounding function is proposed.  The aim is 
to approximate an upper bound for the disturbances, which is 
used in the stability proof, to make the Lyapunov derivative 

(V� ) negative semi-definite practically in all error space, since 

bounding functions can be used to dominate positive terms in 

V�  and hence improve the performance. 

 

II. LINEARLY PARAMETERIZED NEURAL NETWORKS 

Linearly parameterized neural networks (LPNNs) can be 

expressed mathematically as  
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( ) ( )ζπζρ WWnn =,                          (1) 

where ρLn
W

×ℜ∈ , ζζ Lℜ∈ , ρζπ LL ℜℜ �:  is the so-called 

basis function vector, which can be considered as a nonlinear 

vector function whose arguments are preprocessed by a scalar 

function ( )⋅s , and ζρ LLn ,,  are integers strictly positive. 

Commonly used scalar functions ( )⋅s  include sigmoid, tanh, 

gaussian, Hardy’s, inverse Hardy’s multiquadratic, etc [8]. 

However, here we are only interested in the class of LPNNs 

for which ( )⋅π  is bounded, since in this case we have,  

( ) 0πζπ ≤                                      (2) 

being 0π  a strictly positive constant. 

The class of LPNNs considered in this work includes 
HONN [3], RBF networks [8], wavelet networks [11], and also 
others linearly parameterized approximators as Takagi-Sugeno 
fuzzy systems [12]. Universal approximation results in [8], 
[11]-[12] indicate that: 

Property 1: Given a constant 00 >ε  and a continuous 

function nf ℜΩ�: , where ζLℜ⊂Ω  is a compact set, there 

exists a weight matrix ∗= WW  such that the output of the 

neural network architecture (where ρL  may depend on 0ε  and 

f ) satisfies 

 ( ) ( ) 0sup εζπζζ ≤− ∗
Ω∈ Wf                  (3) 

where  ⋅  denotes the absolute value if the argument is a scalar. 

If the argument is a vector function in nℜ  then ⋅ denotes any 

norm in nℜ . 

III. PROBLEM FORMULATION 

Consider the following nonlinear differential equation 

( )tvuxFx ,,,=� ,      ( ) 00 xx =                       (4) 

where Xx ∈  is the n-dimensional state vector, Uu ∈  is a m-

dimensional admissible input vector, qVv ℜ⊂∈  is a vector 

of time varying uncertain variables and 

[ ) nVUXF ℜ∞××× �,0:  is a continuous map. In order to 

have a well-posed problem, we assume that VUX ,,  are 

compact sets and F  is locally Lipschitzian with respect to x in 

[ )∞××× ,0VUX , such that (4) has a unique solution.  

We assume that the following can be established  

Assumption 1: On a region [ )∞××× ,0VUX  

( ) 0,,, htvuxh ≤                               (5) 

where  

( ) ( ) ( )uxftvuxFtvuxh ,,,,,,, −=                  (6) 

 f  is an unknown map, h are internal or external disturbances, 

and 0h , such that  000 ≥> hh , is a known constant. 

Hence, except for the Assumption 1, we say that 

( )tvuxF ,,,  is an unknown map and our aim is to design a 

NNs-based identifier for (4) to ensure that the residual state 
error is ultimately bounded with ultimate bound which is, 
practically, not affected by the disturbances. 

IV. IDENTIFICATION MODEL AND STATE ERROR EQUATION 

We start by presenting the identification model and the 

definition of the relevant errors associated with the problem. 

Let f  be the best known approximation of f, nnP ×ℜ∈  

a scaling matrix defined as 0>= TPP ,  gPg 1−= , and 

( ) ( ) ( )uxfuxfuxg ,,, −= . Then, by adding and subtracting 

( )uxf , , (4) can be rewritten as 

 

( ) ( ) ( )tvuxhuxgPuxfx ,,,,, ++=�                (7) 

Remark 1: It should be noted that if the designer has no 

previous knowledge of f, then f  is simply assumed as being 

the zero vector.  

From (7), by using LPNNs, the nonlinear mapping 

( )uxg ,  can be replaced by ( )uxW ,π∗  plus an approximation 

error term ( )ux,ε . More exactly, (7) becomes 

 

( ) ( ) ( ) ( )tvuxhuxPuxPWuxfx ,,,,,, +++= ∗ επ�    (8) 

where nxLW ℜ∈∗  is an “optimal” or ideal matrix, which can 

be defined as 

( ) ( )
�
L

�
K

J

�
�

�
�

�
−=

∈
∈Γ∈

∗
uxWuxgW

Uu
XxW

,ˆ,supminarg:
,ˆ

π               (9) 

 

with { }
W

WW ˆ
ˆˆ α≤=Γ , 

Ŵ
α  is a strictly positive constant, 

Ŵ  is an estimate of ∗W , and ( )ux,ε  is an approximation 

error term, corresponding to 
∗

W , which can be defined as  

 

( ) ( ) ( )uxWuxgux ,,:, πε ∗−=                 (10) 
 

The approximation, reconstruction, or modeling error ε  in 

(10) is a quantity that arises due to the incapacity of LPNNs to 

match the unknown map ( )uxg , . Since X, U are compact sets 

and from (2), the following can be established 

 

Assumption 2: The Frobenius matrix norm ,0
F

WW −∗  

where nxL
W ℜ∈0  is upper bounded by a known positive 
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constant ,β such that 

β≤−∗
F

WW 0                               (11) 

 

Assumption 3: On a region UX × , the approximation error 

is upper bounded by 

 

( ) 0, εε ≤ux                              (12) 
 

where 0ε , such that  000 ≥> εε , is an known constant. 

Remark 2: Assumption 1 is usual in identification. 

Assumption 2 is quite natural since g  is continuous and their 

arguments evolve on compact sets. 

Remark 3: Note that any 00 ππ > , 00 hh > , and  00 εε >  

also satisfy (2), (5), and (12). Hence, to avoid confusion, we 

define 0π , 0h , and 0ε  to be the smallest constants such that 

(2), (5), and (12) are satisfied. 

Remark 4: It should be noted that ∗W  and ( )ux,ε  might be 

nonunique. However, the uniqueness of ( )ux,ε   is ensured 

by (9). 

Remark 5: It should be noted that ∗W  was defined as being 

the value of Ŵ  that minimizes the ∞L - norm difference 

between ( )uxg ,  and ( )uxW ,ˆπ . The scaling matrix P from (7) 

is introduced to manipulate the magnitude of uncertainties and 

hence the magnitude of the approximation error. This 

procedure improves the performance of the identification 

process.  

 

Remark 6: Notice that the proposed neuro-identification 

scheme is a black-box methodology, hence the external 

disturbances and approximation error are related. Based on the 

system input and state measurements, the uncertain system 

(including the disturbances) is parameterized by a neural 

network model plus an approximation error term. However, 

the parameterization (8) is motivated by the fact that neural 

networks are not adequate for approximating external 

disturbances, since the basis function depends on the input and 

states, whereas the disturbances depend on the time and 

external variables. The aim for presenting the uncertain system 

in the form (8), where the disturbance h is explicitly 

considered, is also to highlight that the proposed scheme is in 

addition valid in the presence of unexpected changes in the 

systems dynamics that can emerge, for instance, due to 

environment change, aging of equipment or faults. 

 
Based on structure (8) and to ensure improved state error 

performance, the identification model is chosen as  

( ) ( ) ( )( )xxPluxWPuxfx −+−+= ˆ4ˆ,ˆ,ˆ 2
00 ψψπ�         (13) 

 

where x̂  is the estimated state, ψ̂  is a bounding scalar 

function, 0l  and 0ψ  are positive constants. It will be 

demonstrated that the identification model (13) used in 

conjunction with a convenient adjustment laws for Ŵ  and ψ̂ , 

to be proposed in the next section, improve the residual state 

error performance in the presence of disturbances. 

 

Remark 7: It should be noted that in our formulation, the 

LPNN is only required to approximate ( ) ( )[ ]uxfuxfP ,,1 −−  

(whose magnitude is often small) instead of the entire function 

( )[ ]uxfP ,1− . Hence, standard identification methods (to 

obtain some previous f ) can be used together with the 

proposed algorithm to improve performance.  

 

By defining the state estimation error as xxx −= ˆ:~ , from 

(8) and (13), we obtain the state estimation error equation 

( ) ( ) ( ) ( )tvuxhuxPxPluxWPx ,,,,~4ˆ,
~~ 2

00 −−+−= εψψπ�    (14) 

where ∗−= WWW ˆ:
~

. 

 

V. ADAPTIVE LAWS AND STABILITY  

Before presenting the main theorem, we state a fact, which 
will be used in the stability analysis. 

 

Fact 1: Let ρLn
WWWW

×∗ ℜ∈~
,ˆ,, 0 . Then, with the definition 

of ∗−= WWW ˆ~
, the following equalities are true: 

 

( )[ ]
( ) ( ) 2

0

2

0

2

0

ˆ

~ˆ~
2

FF

F

T

WWWW

WWWWtr

−−−+

=−

∗
 (15) 

 
We now state and prove the main theorem of the paper. 

 

Theorem 1: Consider the class of nonlinear systems described 

by (4) and the Assumptions 1-3. Let the identification model 

be given by (13) with 

( )],~2~)ˆ([ˆ
00 uxxxWWW T

W πγγ +−−=�
            (16) 

and  

 [ ] ( ) 00ˆ,~~~ˆˆ
2

0200 >−−−= ψψψψψγψ ψ xlxx�      (17) 

where 

,0>ψγ ( ),2 1
min2

−= Pλψ  (18) 
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� ++−−= −∗ βγεψψ

ψ
ψ

F
Ph

  

Then, the signal errors ψ~,
~

W are uniformly bounded and 

the state error x~  is uniformly ultimately bounded. 

 

Proof: Consider the Lyapunov function candidate 

  

( ) 2~2
~~~~ 2111 ψγγ ψ

−−− ++= WWtrxPxV W
TT           (19) 

 

where ∗−= WWW ˆ~
 and ∗−= ψψψ ˆ~ . 

By evaluating (19) along the trajectories of (14), (16) and 
(17), we obtain 

     

hPxxxPxlWxV TTTT 11
0

~2~2~~ˆ2
~~2 −− −−−= εψπ�  

)~~
(2)]ˆ(

~
[||~|| 00

TTT
xWtrWWWtrx πγ −−−  

2~||~||~||~||~ˆ~||~|| 2
0

2
0200 xxlxx ψψψψψψψψ −++−  

(20) 

 

 
Furthermore, by using the representations 

( ) ππ WxxWtr TTT ~~~~ =  and 
222 ˆ~ˆ~2

∗−+= ψψψψψ , the fact 1 

and the definition (18), (20) can be upper bounded as  

 

||~||)||||22(||~||ˆ 1
00

2
20 xPhxlV F

−++−≤ εψψ�            

           2||~|||||2||
~

||||~|| 2
00

2
0 xWWWx FF −+− ∗γγ      

          ||~||~2)ˆ~(||~|| 0
222

0 xx ψψψψψψ +−+− ∗          

           2||~||||~||~ 22
0

2
02 xxl ψψψ −+  

(21) 

 

By employing the definitions of 2ψ and ∗ψ , see (18), and 

recalling that 
∗−= ψψψ ˆ~ , (21) implies 

 

2~2ˆ~~ˆ~ 22
0

2
00

2

02 xxxxlV ψψψψψψψ −−+−≤ ∗�   (22) 

Since 212ˆˆ 2 +≤ψψ , we arrive at 

    2~~)
2

( 0

2
2
0

02 xxlV ψψψψ ++−≤ ∗�                      (23) 

Hence, 0<V�  as long as 

 

α
ψψψ

ψ =
+

> ∗ :
2

~
2
002

0

l
x

                         (24) 

Thus, since  is constant, by using Lyapunov arguments 

[10], we concluded that x~ are uniformly ultimately bounded, 

with ultimate bound . Based on (16) and (17) ψ~,
~

W  are also 

bounded. Note that if, by any reason, || x~ || escapes of the 

residual set , where  = { x~ | || x~ ||  α }, V� becomes 

negative definite again, and force the convergence of the state 
error to the ball of radius α . 

 

Remark 8: The existence of 
∗ψ  is guaranteed as long as 

222 0
1

000 βγεψ ++≥ −
F

Ph . However, it is a mild 

condition, since any increase of 0ψ  has only a positive impact 

on the residual state error, as can be seen in (24).  

 

Remark 9: Since the ultimate bound α  is inversely 

proportional to 
∗ψ , which depends on an upper bound for the 

disturbances, see (18), the performance of the proposed 

method cannot be adversely affected by the increase of 

disturbances.  

Remark 10: It should be noted that 
∗ψ  might be nonunique. 

In fact,  

 
2

1

2
0

1
000

2
0

0

2222
1

1 '�
�

*�
� �

�
�	



� ++−+= −∗ βγεψψ

ψ
ψ

F
Ph (25)  

also satisfy (22). However, note from (24) that the ultimate 

bound for the residual state error is practically of order 

01 ψ for large 0ψ . Hence, the residual state error is, 

practically, not affected by disturbances, as long as the design 

constants are adequately selected. The above mentioned 

peculiarity, to the best of our knowledge, is the main 

advantage of the proposed scheme in comparison with the 

literature. 

 

IV. SIMULATIONS  

To illustrate the application of the proposed scheme, we 
consider a generalized Lü hyperchaotic system described by 
[13], [14] 

                        ( ) xx duxyax ++−=�  

                        yy duzxkxby +++−= ω�  

                        zz duxlczz +++−= 2�  

                       ωωω duxd ++−=�  

(26) 

 

where a, b, c, d, l  and k are constant parameters, 

zyx uuu ,, and ωu are control inputs, and zyx ddd ,, and 

ωd  are unknown disturbances. It was considered that a=10, 

b=40, c=2.5, d=10.6, k=1 and l=4. Notice that system (26) 

satisfies Assumptions 1-3, since the state variables evolved on 

compact sets.  
To identify the uncertain system (26) the proposed 

identification model (13) and the adaptive laws (16) and (17) 
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were implemented. The initial conditions for the hyperchaotic 
system and the identification model were  

( ) ( ) ( ) ,60,80,40 −=−=−= zyx  ( ) 120 =ω  and ( ) ,00ˆ =x  in 

order to evaluate the performance of the proposed algorithm 
under adverse initial conditions. 

The others design parameter were chosen as u=0, 

,10,50,5.2,9 100 ==== ψψγγW

( ) ( )[ ]⋅−+=⋅= 5.0exp110,10 slo ,  

[ ] ,)();();();();();();();(
2222 ωωπ szsysxsszsysxs=  

,

100000
010000
00500
000100

'
'
'

�

�

*
*
*

�

�
=P  

and 

'
'
'

�

�

*
*
*

�

�
=

00001000
00000100
00000010
00000001

P . 

 

By keeping all design parameters as before, we 

introduced disturbances at 1.0=t  in order to check the 

robustness for the proposed method. Two cases are 

considered: 

a) ( ) [ ]Ttt
tetetxh )210log(1.0)cos()5sin(2, 1.01.0

1 ηη +=
 

b)  ( ) [ ] ,)sin(5.1)4cos()2sin(2.1)sin(,2
T

tttttxh η=  

where x5.0=η  and [ ]Tzyxx ω= .   

It should be noted that the last disturbance 1h is 

unbounded as ∞→t . However, it was considered here in 

order to evaluate the residual state error performance in the 

presence of severe disturbances.  

The performances in the estimation of the states zyx ,,  

and � when disturbance h1 is present are shown in Figures 1-

5, and when disturbance h2 is present is shown in Figure 6. We 

can see that the simulations confirm the theoretical results, 

that is, the algorithm is stable and the residual state error was, 

practically, not affected by the disturbance in s1.0=t .  

 

 

 

Figure 1.  Actual and estimated state x .  

 

Figure 2.  Actual and estimated state y. 

 

Figure 3.  Actual and estimated state z. 

( )tx

( )tx̂

( )ty

( )tŷ

( )tz

( )tẑ

1092



 

Figure 4.  Actual and estimated state �. 

 

Figure 5.  State error norm performance for disturbance h1.
 
 

 

Figure 6.  State error norm performance for disturbance h2.
 
 

 

V. CONCLUSIONS  

In this work, by using Lyapunov analysis and an adaptive 
bounding technique, we have proposed an on-line 
identification scheme which presents an improved tolerance in 

face of disturbances. The proposed algorithm is based on a ε1-
modification and uses an explicit feedback on the 

identification model to improve residual state error 
performance. A simulation example showed the effectiveness 
of the proposed method. 
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Abstract—This study concerns output consensus problems of
linear multi-agent systems with fixed topologies and agents de-
scribed by homogeneous or heterogeneous linear systems. Based
on generalized inverse, graph and linear system theory, conditions
are investigated for output consensusability with respect to a set
of admissible consensus protocols. The given output consensus
conditions depend on both topologies within linear multi-agent
systems and structure properties of each agent’s dynamic. The
designed output feedback control law can guarantee output
consensusability of the considered linear multi-agent systems with
respect to a given admissible set. A provided example illustrates
applicability of the proposed approach.

I. INTRODUCTION

In recent years, consensus problems in multi-agent systems
have received intensive attention from many fields including
physics, biology and control theory and engineering due to
their numerous and various applications in these areas [1]–
[3]. The consensus problem is one of the most fundamen-
tal distributed coordination control problems of multi-agent
networks. Roughly speaking, consensus means that multiple
agents reach an agreement on a common value which might be,
for example, the altitude in multi-spacecraft alignment, head-
ing direction in flocking behavior, or average in distributed
computation [4]. Numerous results have been obtained in
consensus problems from different perspectives [5]–[14]. For
phase transition of a group of self-driven particles, a simple
and popular model has been proposed by using graph theory
[2]. Numerically it has been demonstrated that all agents move
in the same direction eventually. Attitude alignment has been
studied for the network of agents with an undirected graph
in which each agent has a discrete-time integrator dynamic
[5]. Moreover, [5] has provided a theoretical explanation for
the model in [2]. Many researchers have applied reinforce-
ment learning to multi-agent systems, and these results show
that reinforcement learning can perform well in multi-agent
systems [6]. For first-order discrete-time multi-agent systems
with time-varying topologies and stochastic communication
noises, average-consensus conditions for distributed stochastic
approximation type protocols have been proposed by using
probability limit theory and algebraic graph theory [7]. Several
dynamic consensus algorithms for second-order multi-agent
systems and sufficient conditions for state consensus of the
system have been proposed in [8] and [9]. Based on matrix
theory, algebraic graph theory and Lyapunov control ap-
proach, [10] has derived some sufficient conditions to achieve

second-order consensus for multi-agent systems with directed
topology and nonlinear dynamic. A class of nonlinear high-
order multi-agent systems have been studied and achieved
consensus even though the communication graph which has no
spanning tree [11]. To solve the consensus problem of multi-
agent systems with a time-invariant communication topology
and agents described by linear time-invariant systems, the
necessary and sufficient condition has been given, which can
guarantee the existence of an observer-type protocol solving
the consensus problem, meanwhile, under this condition, an
unbounded consensus region has been yielded if and only if
each agent is both stabilizable and detectable [12]. [15] has
provided necessary and sufficient state consensus conditions
with respect to a set of admissible consensus protocols for
descriptor multi-agent systems with fixed topologies.

In fact, most of existing results have investigated in con-
sensus problems for multi-agent systems described by ho-
mogeneous agents. Comparing the discussion of consensus
problems for homogeneous multi-agent systems with that for
heterogeneous ones, it is easy to see that the later one has more
significant due to heterogeneous multi-agent systems have
more extensive description in the real world. However, rare
works have been published to deal with consensus problems
for multi-agent systems consisting of heterogeneous agents
[16]–[18]. [16] has given state consensus conditions using
tools of graph, algebra and descriptor linear system theory
for descriptor multi-agent systems with agents described by
homogeneous or heterogeneous descriptor systems. For het-
erogeneous and nonlinear multi-agent systems with topologies
changing in an intermittent and arbitrary way, the necessary
and sufficient condition of cooperative controllability has been
proposed by using matrix-theoretical approach [17]. [18] has
studied output consensus problems for a class of hetero-
geneous multi-agent systems consisting of uncertain linear
SISO systems. Thus, this paper investigates output consensus
problem for a class of multi-agent systems consisting of ho-
mogeneous or heterogeneous linear systems. Based on graph,
generalized inverse and linear system theory, output consensus
conditions are proposed. And designing the output feedback
control law can guarantee that the studied system is output
consensusable with respect to an admissible set.

Notation: For the given vector or matrix 𝑋 , ∥𝑋∥ represents
the Euclidean norm of 𝑋 . Let 𝜎(𝐴) be the set of all eigenval-
ues of the square matrix 𝐴. ℂ− represents the open left-half
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complex plane.

II. PRELIMINARIES AND PROBLEM FORMULATION

In general, information exchange between agents in a multi-
agent system can be modeled by directed or undirected graphs
[19]. Similar to [20], let 𝒢 = (𝒱, ℰ ,𝒜) be a weighted digraph
with the set of vertices 𝒱 = {1, 2, ⋅ ⋅ ⋅ , 𝑁} and the set of
edges ℰ ⊆ 𝒱 × 𝒱 . In 𝒢, the 𝑖-th vertex represents the 𝑖-
th agent, and a directed edge from 𝑖 to 𝑗 is denoted as an
ordered pair (𝑖, 𝑗) ∈ ℰ , which means that agent 𝑗 can directly
receive information from agent 𝑖. In this case, the vertex 𝑖 is
called the parent vertex and the vertex 𝑗 is called the child
vertex. The set of neighbors of the 𝑖-th agent is denoted by
𝑁𝑖 = {𝑗 ∈ 𝒱∣(𝑗, 𝑖) ∈ ℰ}. And the weighted adjacency matrix
𝒜 = [𝑎𝑖𝑗 ] ∈ ℝ𝑁×𝑁 with nonnegative elements, and 𝑎𝑖𝑖 =
0, 𝑎𝑖𝑗 > 0⇔ 𝑗 ∈ 𝑁𝑖, otherwise 𝑎𝑖𝑗 = 0.

Definition 2.1: [21] Let 𝐴 ∈ ℂ𝑚×𝑛. Then the matrix 𝑋 ∈
ℂ𝑛×𝑚 satisfying the following four equations (usually called
the Penrose conditions)

𝐴𝑋𝐴 = 𝐴, 𝑋𝐴𝑋 = 𝑋, (𝐴𝑋)∗ = 𝐴𝑋, (𝑋𝐴)∗ = 𝑋𝐴

is called the Moore-Penrose inverse of 𝐴, and is denoted by
𝑋 = 𝐴†.

Lemma 2.1: [21] Let 𝐴 ∈ ℂ𝑚×𝑛. The generalized inverse
𝑋 satisfying the Penrose conditions is existent and unique.
Moreover, if rank𝐴 = 𝑛, then 𝐴†𝐴 = 𝐼𝑛; if rank𝐴 = 𝑚, then
𝐴𝐴† = 𝐼𝑚.

Consider a linear multi-agent system consisting of 𝑁 agents
indexed by 1, 2, ⋅ ⋅ ⋅ , 𝑁 , respectively. The dynamics of the 𝑖-
th agent is described by homogeneous or heterogeneous linear
systems

𝑥𝑖(𝑡) = 𝐴𝑖𝑥𝑖(𝑡) +𝐵𝑖𝑢𝑖(𝑡), (1a)

𝑦𝑖(𝑡) = 𝐶𝑖𝑥𝑖(𝑡), (1b)

𝑖 = 1, 2, ⋅ ⋅ ⋅ 𝑁, where 𝑥𝑖(𝑡) ∈ ℝ𝑛𝑖 , 𝑢𝑖(𝑡) ∈ ℝ𝑟𝑖 and
𝑦𝑖(𝑡) ∈ ℝ𝑚 are the state, control input and control output
of the 𝑖-th agent, respectively; 𝐴𝑖 ∈ ℝ𝑛𝑖×𝑛𝑖 , 𝐵𝑖 ∈ ℝ𝑛𝑖×𝑟𝑖 ,
𝐶𝑖 ∈ ℝ𝑚×𝑛𝑖 , and rank𝐶𝑖 = 𝑛𝑖. System (1) is said to be ho-
mogeneous if 𝐴1 = 𝐴2 = . . . = 𝐴𝑁 , 𝐵1 = 𝐵2 = . . . = 𝐵𝑁

and 𝐶1 = 𝐶2 = . . . = 𝐶𝑁 , otherwise, system (1) is said to
be heterogeneous. Regarding the above 𝑁 agents as vertices,
the topology relationship among them can be conveniently
described by a digraph 𝒢 = (𝒱, ℰ ,𝒜) with 𝒱 = {1, 2, ⋅ ⋅ ⋅ , 𝑁}
and 𝒜 = [𝑎𝑖𝑗 ] ∈ ℝ𝑁×𝑁 .

Comparing output feedback with state feedback, the former
one would have more practical significant in consensus pro-
tocols. Because of constraints on measurement or economic
costs in practice, it is sometimes hard to directly measure the
relative information of all states. However, only the relative
information of all outputs is available. Consensus protocols
based on outputs or states are equivalent if all the states are
measurable. Hence, adopt two kinds of output consensus pro-
tocols with the output feedback case as follows, respectively.

Case One: Since each agent has limited capability of
collecting information, output consensus protocols for each
agent in multi-agent systems are distributed and only depend

on the information of the agent itself and its neighbors. Adopt
output consensus protocols of the 𝑖-th agent are given by

𝑢1(𝑡) =
∑
𝑗∈𝑁1

𝑎1𝑗𝐾1𝑗 [𝑦𝑗(𝑡)− 𝑦1(𝑡)], (2a)

𝑢𝑖(𝑡) =𝐷𝑖(𝐶1𝐴1𝐶
†
1
− 𝐶𝑖𝐴𝑖𝐶

†
𝑖 )𝑦𝑖(𝑡)

+
∑
𝑗∈𝑁𝑖

𝑎𝑖𝑗𝐾𝑖𝑗 [𝑦𝑗(𝑡)− 𝑦𝑖(𝑡)],

𝑡 ≥ 0, 𝑖 = 2, 3, ⋅ ⋅ ⋅ , 𝑁,

(2b)

where 𝐷𝑖 ∈ ℝ𝑟𝑖×𝑚 such that 𝐶𝑖𝐵𝑖𝐷𝑖 = 𝐼 and 𝐾𝑖𝑗 ∈
ℝ𝑟𝑖×𝑚, 𝑖, 𝑗 = 1, 2, ⋅ ⋅ ⋅ , 𝑁, are weighted constant matrices
which will be designed.

Applying the property of 𝑎𝑖𝑗 , (2) is equivalent to

𝑢1(𝑡) =

𝑁∑
𝑗=1

𝑎1𝑗𝐾1𝑗 [𝑦𝑗(𝑡)− 𝑦1(𝑡)], (3a)

𝑢𝑖(𝑡) =𝐷𝑖(𝐶1𝐴1𝐶
†
1
− 𝐶𝑖𝐴𝑖𝐶

†
𝑖 )𝑦𝑖(𝑡)

+

𝑁∑
𝑗=1

𝑎𝑖𝑗𝐾𝑖𝑗 [𝑦𝑗(𝑡)− 𝑦𝑖(𝑡)],

𝑡 ≥ 0, 𝑖 = 2, 3, ⋅ ⋅ ⋅ , 𝑁.

(3b)

Let
𝑢(𝑡) = [𝑢𝑇

1
(𝑡) 𝑢𝑇

2
(𝑡) ⋅ ⋅ ⋅ 𝑢𝑇𝑁 (𝑡)]𝑇 .

Define an admissible control set:

𝒰1 ={𝑢(𝑡) : [0,∞)→ ℝ𝑟𝑁 ∣𝑢1(𝑡) =
𝑁∑
𝑗=1

𝑎1𝑗𝐾1𝑗 [𝑦𝑗(𝑡)

− 𝑦1(𝑡)], 𝑢𝑖(𝑡) = 𝐷𝑖(𝐶1𝐴1𝐶
†
1
− 𝐶𝑖𝐴𝑖𝐶

†
𝑖 )𝑦𝑖(𝑡)

+

𝑁∑
𝑗=1

𝑎𝑖𝑗𝐾𝑖𝑗 [𝑦𝑗(𝑡)− 𝑦𝑖(𝑡)],

𝑖 = 2, 3, ⋅ ⋅ ⋅ , 𝑁, 𝑡 ≥ 0, 𝐾𝑖𝑗 ∈ ℝ𝑟×𝑚,

𝑖, 𝑗 = 1, 2, ⋅ ⋅ ⋅ , 𝑁}.
Case Two: Adopt output consensus protocols of the 𝑖-th

agent are given by

𝑢𝑖(𝑡) =
∑
𝑗∈𝑁𝑖

𝑎𝑖𝑗𝐾𝑖𝑗 [𝑦𝑗(𝑡)− 𝑦𝑖(𝑡)],

𝑡 ≥ 0, 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁,
(4)

where 𝐾𝑖𝑗 ∈ ℝ𝑟𝑖×𝑚, 𝑖, 𝑗 = 1, 2, ⋅ ⋅ ⋅ , 𝑁, are weighted
constant matrices which will be designed.

Similar to Case One, define the following admissible control
set:

𝒰2 ={𝑢(𝑡) : [0,∞)→ ℝ𝑟𝑁 ∣𝑢𝑖(𝑡) =
𝑁∑
𝑗=1

𝑎𝑖𝑗𝐾𝑖𝑗 [𝑦𝑗(𝑡)

− 𝑦𝑖(𝑡)], 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁, 𝑡 ≥ 0, 𝐾𝑖𝑗 ∈ ℝ𝑟×𝑚,

𝑖, 𝑗 = 1, 2, ⋅ ⋅ ⋅ , 𝑁}.
The admissible control set 𝒰𝑘(𝑘 = 1, 2) covers a relatively

large class of distributed output consensus protocols. There-
fore, we want to know under what conditions, the multi-agent
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system consisting of homogeneous or heterogeneous linear
time-invariant systems is output consensusable with respect to
such a kind of admissible control set. To solve this problem,
a definition of the output consensusability of a multi-agent
system with respect to an admissible control set 𝒰𝑘(𝑘 = 1, 2)
is given as follows.

Definition 2.2: For linear multi-agent system (1), if there
exists a 𝑢(𝑡) ∈ 𝒰1 (𝒰2) such that for any initial value 𝑥𝑖(0),

lim
𝑡→∞ ∥𝑦𝑗(𝑡)− 𝑦𝑖(𝑡)∥ = 0, 𝑖, 𝑗 = 1, 2, ⋅ ⋅ ⋅ , 𝑁,

then the system (1) is said to be output consensusable with
respect to 𝒰1 (𝒰2).

Remark 2.1: Due to heterogeneity of the agents, to achieve
the state consensus (i.e., lim

𝑡→∞ ∥𝑥𝑗(𝑡)− 𝑥𝑖(𝑡)∥ = 0) is impos-
sible generally.

Remark 2.2: If 𝐴1 = 𝐴𝑖 in the output consensus protocols
(3), it is not necessary to assume that 𝐶𝑖𝐵𝑖𝐷𝑖 = 𝐼 .

Remark 2.3: Definition 2.2 is different from the state con-
sensus definition in [22], where the states of all the agents are
required to converge to the same one constant value. Similar to
[20], here only the output differences between different agents
are required to tend to zero, no matter whether the outputs
themselves converge or not.

Remark 2.4: When 𝜎(𝐴𝑖) ⊆ ℂ−, 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁, take
𝐾𝑖,𝑗 = 0, 𝑖, 𝑗 = 1, 2, ⋅ ⋅ ⋅ , 𝑁 in output consensus protocols (3)
or (4). Then it follows that 𝑦𝑖, 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁, converges to
zero exponentially. Hence multi-agent system (1) is naturally
output consensusable with respect to 𝒰𝑘(𝑘 = 1, 2). Thus, as-
sume that the eigenvalues of the matrices 𝐴𝑖, 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁
are not all in the open left-half plane in this paper.

III. OUTPUT CONSENSUSABILITY CONDITIONS FOR

LINEAR MULTI-AGENT SYSTEMS

Lemma 3.1: [23]For 𝐴,𝐵 ∈ ℝ𝑛×𝑛, if (𝐴,𝐵) is stabiliz-
able, then Riccati equation

𝐴𝑇𝑃 + 𝑃𝐴− 𝑃𝐵𝐵𝑇𝑃 + 𝐼𝑛 = 0

has a unique nonnegative definite solution 𝑃 , furthermore,
𝜎(𝐴−𝐵𝐵𝑇𝑃 ) ⊆ ℂ−.

Theorem 3.1: System (1) is output consensusable with
respect to 𝒰1 if the following conditions hold:

(i) (𝐶1𝐴1𝐶
†
1
, 𝐶1𝐵1 + 𝐶2𝐵2) and (𝐶1𝐴1𝐶

†
1
, 𝐶𝑖𝐵𝑖),

𝑖 = 3, 4, ⋅ ⋅ ⋅ , 𝑁, are stabilizable;
(ii) 𝑎12 ∕= 0, 𝑎21 ∕= 0 and there exists at least one 𝑗 ∈

{1, 2, ⋅ ⋅ ⋅ , 𝑖− 1} such that 𝑎𝑖𝑗 ∕= 0, 𝑖 = 3, 4, ⋅ ⋅ ⋅𝑁.
Proof:

Using Definition 2.2, system (1) is output consensusable
with respect to 𝒰1 if and only if there exist matrices 𝐾𝑖𝑗 ∈
ℝ𝑟×𝑚 𝑖, 𝑗 = 1, 2, ⋅ ⋅ ⋅𝑁, and output consensus protocols (3)
such that for any 𝑖 ∕= 𝑗,

lim
𝑡→∞ ∥𝑦𝑗(𝑡)− 𝑦𝑖(𝑡)∥ = 0.

Combining (1a) and (1b) with rank𝐶𝑖 = 𝑛𝑖, it follows that

�̇�𝑖(𝑡) = 𝐶𝑖�̇�𝑖(𝑡)

= 𝐶𝑖𝐴𝑖𝐶
†
𝑖𝐶𝑖𝑥𝑖(𝑡) + 𝐶𝑖𝐵𝑖𝑢𝑖(𝑡)

= 𝐶𝑖𝐴𝑖𝐶
†
𝑖 𝑦𝑖(𝑡) + 𝐶𝑖𝐵𝑖𝑢𝑖(𝑡).

(5)

Then output consensusability of system (1) is equivalent to
state consensusability of system (5) with respect to 𝒰1, which
implies there exist matrices 𝐾𝑖𝑗 ∈ ℝ𝑟×𝑚 𝑖, 𝑗 = 1, 2, ⋅ ⋅ ⋅𝑁,
and output consensus protocols (3) such that for any 𝑖 ∕= 𝑗,

lim
𝑡→∞ ∥𝑦𝑗(𝑡)− 𝑦𝑖(𝑡)∥ = 0 (6)

for system (5).

Let 𝛿𝑖(𝑡) ≜ 𝑦1(𝑡)− 𝑦𝑖(𝑡), 𝑖 = 2, 3, ⋅ ⋅ ⋅ , 𝑁. One obtains (6)
is equivalent to lim

𝑡→∞ ∥𝛿𝑖(𝑡)∥ = 0, 𝑖 = 2, 3, ⋅ ⋅ ⋅ , 𝑁.
Notice that

�̇�𝑖(𝑡) =𝐶1𝐴1𝐶
†
1
𝛿𝑖(𝑡)− 𝐶1𝐵1

𝑁∑
𝑗=1

𝑎1𝑗𝐾1𝑗𝛿𝑗(𝑡)

+ 𝐶𝑖𝐵𝑖

𝑁∑
𝑗=1

𝑎𝑖𝑗𝐾𝑖𝑗 [𝛿𝑗(𝑡)− 𝛿𝑖(𝑡)]

=(𝐶1𝐴1𝐶
†
1
− 𝐶𝑖𝐵𝑖

𝑁∑
𝑗=1

𝑎𝑖𝑗𝐾𝑖𝑗)𝛿𝑖(𝑡)

+

𝑁∑
𝑗=1

(𝐶𝑖𝐵𝑖𝑎𝑖𝑗𝐾𝑖𝑗 − 𝐶1𝐵1𝑎1𝑗𝐾1𝑗)𝛿𝑗(𝑡)

𝑖 = 2, 3, ⋅ ⋅ ⋅ , 𝑁. Let

𝛿(𝑡) = [𝛿𝑇
2
(𝑡) 𝛿𝑇

3
(𝑡) ⋅ ⋅ ⋅ 𝛿𝑇𝑁 (𝑡)]𝑇 .

One obtains

�̇�(𝑡) = 𝐴𝛿(𝑡), (7)

where

𝐴 =

⎛⎜⎜⎜⎜⎝
𝐴22 𝐴23 ⋅ ⋅ ⋅ 𝐴2𝑁

𝐴32 𝐴33

. . .
...

...
. . .

. . . 𝐴(𝑁−1)𝑁

𝐴𝑁2 ⋅ ⋅ ⋅ 𝐴𝑁(𝑁−1) 𝐴𝑁𝑁

⎞⎟⎟⎟⎟⎠ ,
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𝐴22 = 𝐶1𝐴1𝐶
†
1
− 𝐶2𝐵2(

𝑁∑
𝑗=1

𝑎2𝑗𝐾2𝑗)− 𝑎12𝐶1𝐵1𝐾12,

𝐴23 = 𝑎23𝐶2𝐵2𝐾23 − 𝑎13𝐶1𝐵1𝐾13,

𝐴2𝑁 = 𝑎2𝑁𝐶2𝐵2𝐾2𝑁 − 𝑎1𝑁𝐶1𝐵1𝐾1𝑁 ,

𝐴32 = 𝑎32𝐶3𝐵3𝐾32 − 𝑎12𝐶1𝐵1𝐾12,

𝐴33 = 𝐴1 − 𝐶3𝐵3(

𝑁∑
𝑗=1

𝑎3𝑗𝐾3𝑗)− 𝑎13𝐶1𝐵1𝐾13,

𝐴(𝑁−1)𝑁 =𝑎(𝑁−1)𝑁𝐶𝑁−1𝐵𝑁−1𝐾(𝑁−1)𝑁

− 𝑎1𝑁𝐶1𝐵1𝐾1𝑁 ,

𝐴𝑁2 = 𝑎𝑁2𝐶𝑁𝐵𝑁𝐾𝑁2 − 𝑎12𝐶1𝐵1𝐾12,

𝐴𝑁(𝑁−1) =𝑎𝑁(𝑁−1)𝐶𝑁𝐵𝑁𝐾𝑁(𝑁−1)

− 𝑎1(𝑁−1)𝐶1𝐵1𝐾1(𝑁−1),

𝐴𝑁𝑁 =𝐶1𝐴1𝐶
†
1
− 𝐶𝑁𝐵𝑁 (

𝑁∑
𝑗=1

𝑎𝑁𝑗𝐾𝑁𝑗)

− 𝑎1𝑁𝐶1𝐵1𝐾1𝑁 .

In order to prove that the system (1) is output consensusable
with respect to 𝒰1, it suffices to show that there exist matrices
𝐾𝑖𝑗 , 𝑖, 𝑗 = 1, 2, ⋅ ⋅ ⋅ , 𝑁, such that system (7) is stable which
is equivalent to 𝜎(𝐴) ⊆ ℂ−.

In output consensus protocols (3), choose

𝐾11 = 𝐾13 = 𝐾14 ⋅ ⋅ ⋅ = 𝐾1𝑁 = 0,

𝐾𝑖𝑗 = 0, 𝑗 ≥ 𝑖, 𝑖 = 2, 3, ⋅ ⋅ ⋅ , 𝑁.
Then 𝐴 turns into

𝐴 =

⎛⎜⎜⎜⎜⎝
𝐴22 0 ⋅ ⋅ ⋅ 0

𝐴32 𝐴33

. . .
...

...
. . .

. . . 0

𝐴𝑁2 ⋅ ⋅ ⋅ 𝐴𝑁(𝑁−1) 𝐴𝑁𝑁

⎞⎟⎟⎟⎟⎠ ,

where

𝐴22 = 𝐶1𝐴1𝐶
†
1
− 𝑎21𝐶2𝐵2𝐾21 − 𝑎12𝐶1𝐵1𝐾12,

𝐴32 = 𝑎32𝐶3𝐵3𝐾32 − 𝑎12𝐶1𝐵1𝐾12,

𝐴33 = 𝐶1𝐴1𝐶
†
1
− 𝐶3𝐵3(𝑎31𝐾31 + 𝑎32𝐾32),

𝐴𝑁2 = 𝑎𝑁2𝐶𝑁𝐵𝑁𝐾𝑁2 − 𝑎12𝐶1𝐵1𝐾12,

𝐴𝑁(𝑁−1) = 𝑎𝑁(𝑁−1)𝐶𝑁𝐵𝑁𝐾𝑁(𝑁−1),

𝐴𝑁𝑁 = 𝐶1𝐴1𝐶
†
1
− 𝐶𝑁𝐵𝑁 (

𝑁−1∑
𝑗=1

𝑎𝑁𝑗𝐾𝑁𝑗).

In this case, system (7) is stable if and only if there exist
𝐾12 and 𝐾𝑖𝑗 , 𝑗 < 𝑖 such that

𝜎
(
𝐶1𝐴1𝐶

†
1
− 𝑎21𝐶2𝐵2𝐾21 − 𝑎12𝐶1𝐵1𝐾12

)
⊆ ℂ−,

𝜎

⎛⎝𝐶1𝐴1𝐶
†
1
− 𝐶𝑖𝐵𝑖(

𝑖−1∑
𝑗=1

𝑎𝑖𝑗𝐾𝑖𝑗)

⎞⎠ ⊆ ℂ−, 𝑖 = 3, 4 ⋅ ⋅ ⋅ , 𝑁.

Since condition (ii) holds, it is concluded from Lemma 3.1
that

(𝐶1𝐴1𝐶
†
1
)𝑇𝑋 +𝑋𝑇 (𝐶1𝐴1𝐶

†
1
)

−𝑋𝑇 (𝐶1𝐵1 + 𝐶2𝐵2)(𝐶1𝐵1 + 𝐶2𝐵2)
𝑇𝑋 + 𝐼𝑛 = 0

(8)

has the unique admissible solution 𝑃2 and

(𝐶1𝐴1𝐶
†
1
)𝑇𝑋𝑖 +𝑋𝑇

𝑖 (𝐶1𝐴1𝐶
†
1
)

−𝑋𝑇
𝑖 𝐶𝑖𝐵𝑖(𝐶𝑖𝐵𝑖)

𝑇𝑋𝑖 + 𝐼𝑛 = 0
(9)

has the unique admissible solution 𝑃𝑖, 𝑖 = 3, 4, ⋅ ⋅ ⋅ , 𝑁 . Hence

𝜎
(
𝐶1𝐴1𝐶

†
1
− (𝐶1𝐵1 + 𝐶2𝐵2)(𝐶1𝐵1 + 𝐶2𝐵2)

𝑇𝑃2

)
⊆ ℂ−,

𝜎
(
𝐶1𝐴1𝐶

†
1
− 𝐶𝑖𝐵𝑖(𝐶𝑖𝐵𝑖)

𝑇𝑃𝑖

)
⊆ ℂ−, 𝑖 = 3, 4, ⋅ ⋅ ⋅ , 𝑁.

Let

𝑎12𝐾12 = 𝑎21𝐾21 = (𝐶1𝐵1 + 𝐶2𝐵2)
𝑇𝑃2 (10)

and
𝑖−1∑
𝑗=1

𝑎𝑖𝑗𝐾𝑖𝑗 = (𝐶𝑖𝐵𝑖)
𝑇𝑃𝑖, 𝑖 = 3, 4, ⋅ ⋅ ⋅ , 𝑁. (11)

Under the condition (iii), it is obtained that equations (10)
and (11) have at least one group solutions 𝐾12 and 𝐾𝑖𝑗 , 𝑗 <
𝑖, 𝑖 = 2, 3, ⋅ ⋅ ⋅ , 𝑁, such that

𝜎
(
𝐶1𝐴1𝐶

†
1
− 𝑎21𝐶2𝐵2𝐾21 − 𝑎12𝐶1𝐵1𝐾12

)
⊆ ℂ−,

𝜎

⎛⎝𝐶1𝐴1𝐶
†
1
− 𝐶𝑖𝐵𝑖(

𝑖−1∑
𝑗=1

𝑎𝑖𝑗𝐾𝑖𝑗)

⎞⎠ ⊆ ℂ−, 𝑖 = 3, 4 ⋅ ⋅ ⋅ , 𝑁.

Combining the above results, one obtains multi-agent system
(1) is output consensusable with respect to 𝒰1.

Theorem 3.2: System (1) is output consensusable with
respect to 𝒰2 if the following conditions hold:

(i) 𝐶1𝐴1𝐶
†
1
= 𝐶2𝐴2𝐶

†
2
= ⋅ ⋅ ⋅ = 𝐶𝑁𝐴𝑁𝐶

†
𝑁 ;

(ii) (𝐶1𝐴1𝐶
†
1
, 𝐶1𝐵1 + 𝐶2𝐵2) and (𝐶1𝐴1𝐶

†
1
, 𝐶𝑖𝐵𝑖),

𝑖 = 3, 4, ⋅ ⋅ ⋅ , 𝑁, are stabilizable;
(iii) 𝑎12 ∕= 0, 𝑎21 ∕= 0 and there exists at least one 𝑗 ∈

{1, 2, ⋅ ⋅ ⋅ , 𝑖− 1} such that 𝑎𝑖𝑗 ∕= 0, 𝑖 = 3, 4, ⋅ ⋅ ⋅𝑁.
Proof: Here, this proof is omitted since it is very similar

to that of Theorem 3.1.
Based on Theorem 3.1, give the following algorithm to

design the output feedback control law 𝐾𝑖𝑗 , 𝑖, 𝑗 = 1, 2, ⋅ ⋅ ⋅𝑁,
which can guarantee that system (1) is output consensusable
with respect to 𝒰1 under the precondition of Theorem 3.1.

Algorithm 3.1: Input: the matrices 𝐴𝑖 ∈ ℝ𝑛𝑖×𝑛𝑖 , 𝐵𝑖 ∈
ℝ𝑛𝑖×𝑟𝑖 , 𝐶𝑖 ∈ ℝ𝑚×𝑛𝑖 , 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁, and 𝒜 = [𝑎𝑖𝑗 ] ∈
ℝ𝑁×𝑁 ;
Output: the gain matrix 𝐾𝑖𝑗 , 𝑖, 𝑗 = 1, 2, ⋅ ⋅ ⋅ , 𝑁 .

(a) Compute Moore-Penrose inverse of 𝐶𝑖, and it is
denoted by 𝐶†

𝑖 , 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁 ;
(b) Solve Ricatti equations (8) and (9), and the ad-

missible solutions are denoted by 𝑃2 and 𝑃𝑖, 𝑖 =
3, 4, ⋅ ⋅ ⋅ , 𝑁 , respectively;
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(c) Choose 𝐾11 = 𝐾13 = 𝐾14 ⋅ ⋅ ⋅ = 𝐾1𝑁 = 0, 𝐾𝑖𝑗 =
0, 𝑗 ≥ 𝑖, 𝑖 = 2, 3, ⋅ ⋅ ⋅ , 𝑁 ;

(d) Solve an arbitrary group of solutions of matrix equa-
tions (10) and (11), and denote them by 𝐾12 and
𝐾𝑖𝑗 , 𝑗 < 𝑖, 𝑖 = 2, 3, ⋅ ⋅ ⋅ , 𝑁 , respectively.

Thus, the required matrices 𝐾𝑖𝑗 , 𝑖, 𝑗 = 1, 2, 3, are designed.

IV. A NUMERICAL EXAMPLE

A numerical example is provided to demonstrate the appli-
cation of Algorithm 3.1. Consider linear multi-agent system
(1) consisting of 𝑁 = 3 heterogeneous agents with

𝐴1 =

[ −2 0.5
1 −1

]
, 𝐴2 =

[
0.5 0
−1 1

]
,

𝐴3 =

[
0 1
−2 1

]
, 𝐵1 =

[
0.6 1
−5 1

]
,

𝐵2 =

[
4 1.5
−1 0.9

]
, 𝐵3 =

[
0.3 −1
2 5

]
,

𝐶1 =

[
1 0
0 1

]
, 𝐶2 =

[
1 −1
0 1

]
, 𝐶3 =

[
1 3
1 2

]
,

and the topology 𝒢 = (𝒱, ℰ ,𝒜), where 𝒱 = {1, 2, 3},

ℰ = {(1, 2), (1, 3), (2, 1), (2, 3), (3, 1), (3, 2)}
and

𝒜 =
⎡⎣ 0 0.5 2
0.2 0 3
1 0.4 0

⎤⎦ .
According to the steps in Algorithm 3.1, the following can

be obtained:

(a)

𝐶†
1
=

[
1 0
0 1

]
, 𝐶†

2
=

[
1 1
0 1

]
,

𝐶†
3
=

[ −2 3
1 −1

]
;

(b)

𝑃2 =

[
0.2 0.1
0.1 0.2

]
, 𝑃3 =

[
0.1 0.1
−0.1 0.2

]
;

(c)

𝐾11 = 𝐾13 = 𝐾22 = 𝐾23 = 𝐾33 = 0𝑛×𝑛;

(d)

𝐾12 =

[
0.9 −1.3
1.0 1.1

]
, 𝐾21 =

[
2.2 −3.2
2.5 2.7

]
,

𝐾31 =

[
0.7 1
−1 2

]
, 𝐾32 =

[ −1.1 −1.7
4.1 −3.4

]
.

Then the matrices 𝐾𝑖𝑗 , 𝑖, 𝑗 = 1, 2, 3, are designed.
In this case, the closed-loop system made of (1) and (2) is

formulated:
�̇�(𝑡) = 𝐴𝑐𝑥(𝑡), (12a)

𝑦(𝑡) = 𝐶𝑥(𝑡), (12b)
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0
0.5

1

0

0.5

1
0

5

10

15

20

 

output component y i1
, i=1,2,3

output component y
i2 , i=1,2,3
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Agent 3

Fig. 1. the output responses of system (12)

where

𝐴𝑐 =

⎡⎣ 𝐴11 𝑎12𝐵1𝐾12𝐶2 𝑎13𝐵1𝐾13𝐶3

𝑎21𝐵2𝐾21𝐶1 𝐴22 𝑎31𝐵2𝐾31𝐶3

𝑎31𝐵3𝐾31𝐶1 𝑎32𝐵3𝐾32𝐶2 𝐴33

⎤⎦ ,
𝑥 =

⎡⎣ 𝑥1
𝑥2
𝑥3

⎤⎦ , 𝑦 =
⎡⎣ 𝑦1
𝑦2
𝑦3

⎤⎦ , 𝐶 =
⎡⎣ 𝐶1 0 0
0 𝐶2 0
0 0 𝐶3

⎤⎦ ,
𝐴11 = 𝐴1 − 𝑎12𝐵1𝐾12𝐶1 − 𝑎13𝐵1𝐾13𝐶1,

𝐴22 = 𝐵2𝐷2𝐶1𝐴1𝐶
†
1
𝐶2 − 𝑎21𝐵2𝐾21𝐶2 − 𝑎31𝐵2𝐾31𝐶2,

𝐴33 = 𝐵3𝐷3𝐶1𝐴1𝐶
†
1
𝐶3 − 𝑎31𝐵3𝐾31𝐶3 − 𝑎32𝐵3𝐾32𝐶3.

Choose the initial states of system (1) arbitrarily as follows:

𝑥1(0) =

[
1
0.1

]
, 𝑥2(0) =

[
1.5
1

]
, 𝑥3(0) =

[
3.4
−1.2

]
.

Denote

𝑦𝑖 =

[
𝑦𝑖1
𝑦𝑖2

]
, 𝑖 = 1, 2, 3.

The simulation of system (12) is presented in Figure 1. It
shows that the output responses of the system (12) indicates
multi-agent system (1) is output consensusable with respect to
the given admissible set 𝒰1.

V. CONCLUSION

For linear multi-agent systems with fixed topologies and
agents consisting of general linear systems, the conditions of
output consensusability have been provided using generalized
inverse, graph and linear system theory. The designed output
feedback control law can guarantee that the studied multi-
agent systems are output consensusable with respect to a
given admissible set. Moreover, the simulation results have
successfully demonstrated the applicability of the proposed
approach in this paper.

The study of output consensus conditions for linear multi-
agent systems with fixed topologies is a basic problem which
only serves as a stepping stone to study more complicated
agent dynamics. Future research will be on multi-agent sys-
tems with time delays, switching topology or time-varying
topology, and so on.
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Abstract—The consensusability problem of discrete-time linear
networked multi-agent systems with a communication delay is
investigated in this paper. Based on the networked predictive
control scheme and dynamic output feedback control, a novel
protocol is proposed to compensate for communication delay
actively. For discrete-time linear networked multi-agent systems
with a directed topology and a constant network delay, necessary
and/or sufficient conditions of consensusability with respect to a
set of admissible consensus protocols are given. A simulation
result demonstrates the effectiveness of theoretical results.

Index Terms—Consensusability, networked multi-agent sys-
tems, networked predictive control.

I. INTRODUCTION

Recently, consensus problem has received significant atten-
tion as a fundamental research topic in decentralized control
of networks of dynamic agents, due to its broad applications
in cooperative control of unmanned aerial vehicles, scheduling
of automated highway systems, formation control of satellite
clusters, distributed optimization of multiple robotic systems,
etc.

The most of existing works [1] about consensus problems
focused on how consensus protocols are designed to achieve
good performances. However, the consensusability problem of
networked multi-agent systems is lack of enough attention,
which is concerned about the existence of consensus protocols,
and important in both synthesis and implementation of the
protocols [2], [3].

Since the communication among agents in the networked
multi-agent systems (NMASs) is achieved by a network,
it is inevitable that the network-induced delay will occur
while exchanging data among devices connected to the shared
network, due to the limited bandwidth of the communication
channels and the finite transmission speed. However, time
delay can degrade the performance of control systems and even
destabilize the system [4], [5]. Besides, due to economic costs
or constraints on measurement in practice, it is often difficult
or even unavailable to get the information of all the agents’
states. Therefore, the consensusability problem of discrete-
time linear networked multi-agent systems with a communi-
cation delay is investigated in this paper. By exploiting the
networked predictive control scheme proposed by Liu [6], [7],
a novel distributed protocol is put forward to overcome the

effect of network delay actively rather than passively. For
the NMAS consisting of uniform discrete-time linear time-
invariant dynamical nodes with a directed topology and a
constant network delay, delay-independent necessary and/or
sufficient conditions of consensusability with respect to a set
of admissible consensus protocols are established.

The paper is organized as follows. Some preliminaries of
graph theory are briefly reviewed in Section II. Main results
are given in Section III. To illustrate the theoretical results,
a numerical simulation is provided in Section IV. Finally,
Section V concludes the paper.

II. PRELIMINARIES

In this context, some necessary notations are introduced
to make readers to easily understand. Let ℝ and ℂ be real
and complex number fields, respectively. 𝑀𝑚,𝑛(𝔽) denotes
the set of all 𝑚-by-𝑛 matrices over a field 𝔽, and 𝑀𝑛,𝑛(𝔽)
is abbreviated to 𝑀𝑛(𝔽). For 𝐴 ∈𝑀𝑚,𝑛(ℂ), 𝐴

T denotes the
transpose of 𝐴. Specially 𝑚 = 𝑛, 𝐴 is said to be Schur if
𝜎(𝐴) ⊆ 𝑈0, where 𝜎(𝐴) represents the spectrum of matrix
𝐴, and 𝑈0 denotes an open unit disk centered at the origin.
⊗ stands for the Kronecker product of matrices. 1𝑁 denotes
a 𝑁 -dimension column vector with all entries equal to one.
0 represents zero matrix with an appropriate dimension. ∥ ⋅ ∥
represents 𝑙2 norm on vectors or its induced norm on matrices.
“With respect to” is short for w.r.t..

First of all, some basic concepts and notations in graph the-
ory are briefly introduce, which is very important and helpful
in the analysis of NMASs. Let 𝒢 = (𝒱, ℰ ,𝒜) be a weighted
digraph of order 𝑁 , where the set of nodes 𝒱 = {1, 2, ⋅ ⋅ ⋅ , 𝑁},
set of edges ℰ ⊆ 𝒱×𝒱 , and a nonnegative weighted adjacency
matrix 𝒜 = [𝑎𝑖𝑗 ] ∈𝑀

𝑁
(ℝ). An edge from 𝑖 to 𝑗 is denoted by

𝑒𝑖𝑗 = (𝑖, 𝑗) and adjacency element 𝑎𝑗𝑖 associated with edge
𝑒𝑖𝑗 is positive, i.e., 𝑒𝑖𝑗 ∈ ℰ ⇔ 𝑎𝑗𝑖 > 0. Moreover, assume
that 𝑎𝑖𝑖 = 0 for all 𝑖 ∈ 𝒱 . The set of neighbors of the node
𝑖 is denoted by 𝑁𝑖 = {𝑗 ∈ 𝒱 : (𝑗, 𝑖) ∈ ℰ}. The set of all
reachable nodes to node 𝑖 is denoted by 𝑁∗

𝑖 . The Laplacian
matrix ℒ = [𝑙𝑖𝑗 ]𝑛×𝑛 of weighted digraph 𝒢 is defined as
ℒ = 𝒟 − 𝒜, where 𝒟 = diag(𝑑𝑖𝑛(1), 𝑑𝑖𝑛(2), ⋅ ⋅ ⋅ , 𝑑𝑖𝑛(𝑁))
and 𝑑𝑖𝑛(𝑖) =

𝑁∑
𝑗=1,𝑗 ∕=𝑖

𝑎𝑖𝑗 , 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁. Obviously, all the

row-sums of ℒ are zero, which implies that ℒ has always an
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eigenvalue zero corresponding the right eigenvector 1𝑁 . For a
comprehensive restatement of the graph theory, the reader is
referred to [8].

III. CONSENSUSABILITY BASED ON THE NETWORKED

PREDICTIVE CONTROL SCHEME

Consider an NMAS composed of 𝑁 agents, where the
dynamics of agent 𝑖 are described by a discrete-time linear
time-invariant system as follows:

𝑥𝑖(𝑡+ 1) = 𝐴𝑥𝑖(𝑡) +𝐵𝑖𝑢𝑖(𝑡),
𝑦𝑖(𝑡) = 𝐶𝑥𝑖(𝑡),

𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁, 𝑡 = 0, 1, 2, ⋅ ⋅ ⋅ ,
(1)

where 𝑥𝑖 ∈ 𝑀𝑛,1(ℝ), 𝑢𝑖 ∈ 𝑀𝑚,1(ℝ) and 𝑦𝑖 ∈ 𝑀𝑙,1(ℝ) are
the state, control input and measured output of the agent 𝑖,
respectively. 𝐴 ∈ 𝑀𝑛(ℝ), 𝐵𝑖 ∈ 𝑀𝑛,𝑚(ℝ), 𝐶 ∈ 𝑀𝑙,𝑛(ℝ) are
constant matrices.

Regarding the above 𝑁 agents as nodes of a graph, the
communication relationship among agents can be conveniently
represented by a weighted digraph 𝒢 = (𝒱, ℰ ,𝒜) with the set
of nodes 𝒱 = {1, 2, ⋅ ⋅ ⋅ , 𝑁}, set of edges ℰ ⊆ 𝒱 × 𝒱, and a
nonnegative weighted adjacency matrix 𝒜. The directed edge
𝑒𝑖𝑗 ∈ ℰ means that agent 𝑗 can receive the information from
agent 𝑖.

In this paper, it is considered that the information exchanged
among all agents is achieved by a network with a time delay
𝜏 . And the following assumptions can reasonably be made:

Assumption 1: (A1) Network delay 𝜏 is a constant and
known positive integer.

(A2) States of all agents are not available but the outputs of
them can be measured.

(A3) Each agent can receive information from itself and all
reachable nodes to it, i.e. for ∀𝑗 ∈ {𝑖} ∪ 𝑁∗

𝑖 , agent 𝑖
can receive information from agent 𝑗, where 𝑖 ∈ 𝒱.

Because agent 𝑖 receives the information from agent 𝑗 (𝑗 ∈
{𝑖} ∪𝑁∗

𝑖 ) with time delay 𝜏 , in order to overcome the effect
of the network delay, based on the output data of agent 𝑗 up
to time 𝑡− 𝜏 , the state predictions of agent 𝑗 from time 𝑡− 𝜏
to 𝑡 are constructed as:

�̂�𝑗(𝑡− 𝜏 + 1∣𝑡− 𝜏) = 𝐴�̂�𝑗(𝑡− 𝜏 ∣𝑡− 𝜏 − 1)
+𝐵𝑗𝑢𝑗(𝑡− 𝜏) +𝐺𝑗 [𝑦𝑗(𝑡− 𝜏)
− 𝐶�̂�𝑗(𝑡− 𝜏 ∣𝑡− 𝜏 − 1)] ,

(2a)
�̂�𝑗(𝑡− 𝜏 + 2∣𝑡− 𝜏) = 𝐴�̂�𝑗(𝑡− 𝜏 + 1∣𝑡− 𝜏)

+𝐵𝑗𝑢𝑗(𝑡− 𝜏 + 1),

�̂�𝑗(𝑡− 𝜏 + 3∣𝑡− 𝜏) = 𝐴�̂�𝑗(𝑡− 𝜏 + 2∣𝑡− 𝜏)
+𝐵𝑗𝑢𝑗(𝑡− 𝜏 + 2),

...
�̂�𝑗(𝑡∣𝑡− 𝜏) = 𝐴�̂�𝑗(𝑡− 1∣𝑡− 𝜏) +𝐵𝑗𝑢𝑗(𝑡− 1),

𝑗 ∈ {𝑖} ∪𝑁∗
𝑖 ,

(2b)
where �̂�𝑗(𝑡−𝜏+1∣𝑡−𝜏) ∈𝑀𝑛,1(ℝ) and 𝑢𝑗(𝑡−𝜏) ∈𝑀𝑚,1(ℝ)
are the one-step ahead state prediction and the input of the
observer at time 𝑡 − 𝜏 , respectively, and 𝐺𝑗 ∈ 𝑀𝑛,𝑙(ℝ) can
be designed using observer design approaches, �̂�𝑗(𝑡 − 𝜏 +

𝑑∣𝑡 − 𝜏) ∈ 𝑀𝑛,1(ℝ) is a state prediction of agent 𝑗 at time
𝑡 − 𝜏 + 𝑑 on the basis of information up to time 𝑡 − 𝜏 , and
𝑢𝑗(𝑡−𝜏+𝑑−1) ∈𝑀𝑚,1(ℝ) is the input at time 𝑡−𝜏+𝑑−1,
𝑑 = 2, 3, ⋅ ⋅ ⋅ , 𝜏 , 𝑗 ∈ {𝑖} ∪𝑁∗

𝑖 .
For agent 𝑖 of NMAS (1), the following protocol based on

the dynamic output feedback is designed:

𝑧𝑖(𝑡+ 1) = 𝐴𝑖𝑧𝑖(𝑡) + �̂�𝑖𝜁𝑖(𝑡∣𝑡− 𝜏),

𝑢𝑖(𝑡) = 𝐶𝑖𝑧𝑖(𝑡) + 𝐹𝑖𝜁𝑖(𝑡∣𝑡− 𝜏),
𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁, 𝑡 = 0, 1, 2, ⋅ ⋅ ⋅ ,

(3)

where 𝑧𝑖 ∈𝑀�̃�,1(ℝ) is the protocol state, and

𝜁𝑖(𝑡∣𝑡− 𝜏) =
∑
𝑗∈𝑁𝑖

𝑎𝑖𝑗(𝑦𝑗(𝑡∣𝑡− 𝜏)− 𝑦𝑖(𝑡∣𝑡− 𝜏)) (4)

is the weighted sum of output prediction differences between
agent 𝑖 and its neighboring ones, 𝑦𝑖(𝑡∣𝑡− 𝜏) = 𝐶�̂�𝑖(𝑡∣𝑡− 𝜏) is
the output prediction of agent 𝑖 at time 𝑡 based on the output
data of agent 𝑖 up to time 𝑡 − 𝜏 . 𝒜 = [𝑎𝑖𝑗 ] ∈ 𝑀

𝑁
(ℝ) is the

weighted adjacency matrix of digraph 𝒢. 𝐴𝑖, 𝐶𝑖, �̂�𝑖, 𝐹𝑖 are
matrices to be designed.

Let 𝑢(𝑡) =
[
𝑢T
1
(𝑡) 𝑢T

2
(𝑡) ⋅ ⋅ ⋅ 𝑢T

𝑁
(𝑡)

]T
. The follow-

ing admissible control set is considered:

U ∗ = {𝑢(𝑡) : [0, +∞)→𝑀
𝑁𝑚,1

(ℝ)
∣∣ 𝑢𝑖(𝑡) satisfies

(3), 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁}.
(5)

Definition 1: NMAS (1) is said to be consensusable w.r.t.
U ∗, if there exists a 𝑢(𝑡) ∈ U ∗ such that for any initial value
𝑥𝑖(0), 𝑧𝑖(0) and 𝑒𝑖(𝑡), 𝑡 = −𝜏,−𝜏 +1, ⋅ ⋅ ⋅ ,−1, 0, 𝑖 ∈ 𝒱, the
following conditions hold:

(1) lim
𝑡→∞ ∥𝑥𝑖(𝑡)− 𝑥𝑗(𝑡)∥ = 0, ∀ 𝑖, 𝑗 ∈ 𝒱,

(2) lim
𝑡→∞ 𝑧𝑖(𝑡) = 0, ∀ 𝑖 ∈ 𝒱,

(3) lim
𝑡→∞ 𝑒𝑖(𝑡) = 0, ∀ 𝑖 ∈ 𝒱,

where 𝑒𝑖(𝑡) = �̂�𝑖(𝑡∣𝑡−1)−𝑥𝑖(𝑡) is the estimate error satisfying

𝑒𝑖(𝑡+ 1) = (𝐴−𝐺𝑖𝐶)𝑒𝑖(𝑡), 𝑖 ∈ 𝒱,
𝑡 = −𝜏,−𝜏 + 1, ⋅ ⋅ ⋅ ,−1, 0, 1, ⋅ ⋅ ⋅ . (6)

Let

𝛿𝑖(𝑡) = 𝑥1(𝑡)− 𝑥𝑖(𝑡), 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁,
𝛿(𝑡) =

[
𝛿T
2
(𝑡) 𝛿T

3
(𝑡) ⋅ ⋅ ⋅ 𝛿T

𝑁
(𝑡)

]T
,

𝑥(𝑡) =
[
𝑥T
1
(𝑡) 𝑥T

2
(𝑡) ⋅ ⋅ ⋅ 𝑥T

𝑁
(𝑡)

]T
,

𝑧(𝑡) =
[
𝑧T
1
(𝑡) 𝑧T

2
(𝑡) ⋅ ⋅ ⋅ 𝑧T

𝑁
(𝑡)

]T
,

𝑒(𝑡) =
[
𝑒T
1
(𝑡) 𝑒T

2
(𝑡) ⋅ ⋅ ⋅ 𝑒T

𝑁
(𝑡)

]T
.

For NMAS (1) with a fixed and directed topology, along
with a constant network delay, a necessary and sufficient
condition of consensusability of NMAS (1) w.r.t. U ∗ will be
presented as follows.

Theorem 1: Consider NMAS (1) with a directed topology
𝒢 = (𝒱, ℰ ,𝒜) and a network delay 𝜏 . NMAS (1) is consen-
susable w.r.t. U ∗ if and only if

(𝐴,𝐶) is detectable, (7)
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and there exist 𝐴𝑖 ∈ 𝑀�̃�, 𝐶𝑖 ∈ 𝑀𝑚,�̃�, �̂�𝑖 ∈ 𝑀�̃�,𝑙 and 𝐹𝑖 ∈
𝑀𝑚,𝑙, 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁, such that

Θ
Δ
=

[
𝐼
𝑁−1

⊗𝐴+𝑅𝐵
𝐷
𝐹
𝐷
(ℒ2 ⊗ 𝐶) 𝑅𝐵

𝐷
𝐶
𝐷

�̂�
𝐷
(ℒ2 ⊗ 𝐶) 𝐴

𝐷

]
is Schur,

(8)
where 𝑅 =

[
1
𝑁−1

−𝐼
𝑁−1

] ⊗ 𝐼𝑛, ℒ2 = ℒ [
0 𝐼

𝑁−1

]T
and ℒ is the Laplacian matrix of the graph 𝒢.

Proof: From (2),

𝜁𝑖(𝑡∣𝑡− 𝜏) = 𝐶(�̃�𝑖 ⊗ 𝐼𝑛)𝛿(𝑡)
− 𝐶𝐴𝜏−1(𝑙𝑖 ⊗ 𝐼𝑛)𝑒(𝑡− 𝜏 + 1),

(9)

where
�̃�𝑖 =

[
𝑙𝑖2 𝑙𝑖3 ⋅ ⋅ ⋅ 𝑙𝑖𝑁

]
and

𝑙𝑖 =
[
𝑙𝑖1 �̃�𝑖

]
, 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁.

Substituting (9) into (3) derives

𝑢𝑖(𝑡) = 𝐶𝑖𝑧𝑖(𝑡) + 𝐹𝑖𝜁𝑖(𝑡)

= 𝐶𝑖𝑧𝑖(𝑡) + 𝐹𝑖𝐶(�̃�𝑖 ⊗ 𝐼𝑛)𝛿(𝑡)

− 𝐹𝑖𝐶𝐴
𝜏−1(𝑙𝑖 ⊗ 𝐼𝑛)𝑒(𝑡− 𝜏 + 1),

𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁.
(10)

Hence, the closed-loop systems subjected to protocol (3) have
the following forms:

𝑥𝑖(𝑡+ 1) = 𝐴𝑥𝑖(𝑡) +𝐵𝑖𝑢𝑖(𝑡)

= 𝐴𝑥𝑖(𝑡) +𝐵𝑖𝐶𝑖𝑧𝑖(𝑡) +𝐵𝑖𝐹𝑖𝐶(�̃�𝑖 ⊗ 𝐼𝑛)𝛿(𝑡)

−𝐵𝑖𝐹𝑖𝐶𝐴
𝜏−1(𝑙𝑖 ⊗ 𝐼𝑛)𝑒(𝑡− 𝜏 + 1)

and

𝑧𝑖(𝑡+ 1) = 𝐴𝑖𝑧𝑖(𝑡) + �̂�𝑖𝜁𝑖(𝑡)

= 𝐴𝑖𝑧𝑖(𝑡) + �̂�𝑖𝐶(�̃�𝑖 ⊗ 𝐼𝑛)𝛿(𝑡)

− �̂�𝑖𝐶𝐴
𝜏−1(𝑙𝑖 ⊗ 𝐼𝑛)𝑒(𝑡− 𝜏 + 1),

𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁.
Then the following compact form can be presented:

𝑥(𝑡+ 1) = (𝐼
𝑁
⊗𝐴)𝑥(𝑡) +𝐵

𝐷
𝐶
𝐷
𝑧(𝑡)

+𝐵
𝐷
𝐹
𝐷
(ℒ2 ⊗ 𝐶)𝛿(𝑡)

−𝐵
𝐷
𝐹
𝐷
[ℒ ⊗ (𝐶𝐴𝜏−1)]𝑒(𝑡− 𝜏 + 1)

and

𝑧(𝑡+ 1) = 𝐴
𝐷
𝑧(𝑡) + �̂�

𝐷
(ℒ2 ⊗ 𝐶)𝛿(𝑡)

− �̂�
𝐷
[ℒ ⊗ (𝐶𝐴𝜏−1)]𝑒(𝑡− 𝜏 + 1).

It should be noted that

𝛿(𝑡) = 𝑅𝑥(𝑡)

and

𝑒𝑖(𝑡) = (𝐴−𝐺𝑖𝐶)𝑒𝑖(𝑡− 1), 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁.
Therefore, the generalized closed-loop system can be de-
scribed as

𝜉(𝑡+ 1) = Ω𝜉(𝑡), (11)

where

𝜉(𝑡) =
[
𝛿T(𝑡) 𝑧T(𝑡) 𝑒T(𝑡− 𝜏 + 1)

]T
,

Ω =

⎡⎣ Ω1 𝑅𝐵
𝐷
𝐶
𝐷

Ω2

�̂�
𝐷
(ℒ2 ⊗ 𝐶) 𝐴

𝐷
Ω3

0 0 Ω4

⎤⎦ ,
Ω1 = 𝐼

𝑁−1
⊗𝐴+𝑅𝐵

𝐷
𝐹
𝐷
(ℒ2 ⊗ 𝐶),

Ω2 = −𝑅𝐵
𝐷
𝐹
𝐷
[ℒ ⊗ (𝐶𝐴𝜏−1)],

Ω3 = −�̂�
𝐷
[ℒ ⊗ (𝐶𝐴𝜏−1)],

Ω4 = 𝐼
𝑁
⊗𝐴−𝐺

𝐷
(𝐼
𝑁
⊗ 𝐶).

From Definition 1, NMAS (1) is consensusable w.r.t. U ∗

if and only if system (11) is asymptotically stable or, equiv-
alently, Ω is Schur. So it follows from (7) and (8) that the
conclusion holds.

Theorem 1 provides a necessary and sufficient condition of
the consensusability of NMAS (1) w.r.t. U ∗. Based on it, a
sufficient condition of the consensusability will be presented.

Corollary 1: Consider NMAS (1) with a directed topology
𝒢 = (𝒱, ℰ ,𝒜) and a network delay 𝜏 . If there exist 𝐴𝑖 ∈𝑀�̃�

and 𝐹𝑖 ∈𝑀𝑚,𝑙, 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁, satisfying that the following
conditions (i) – (iii) hold, then NMAS (1) is consensusable
w.r.t. U ∗.
(i) (𝐴,𝐶) is detectable.
(ii) 𝐴𝑖 is Schur, 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁 .
(iii) 𝐼

𝑁−1
⊗𝐴+𝑅𝐵

𝐷
𝐹
𝐷
(ℒ2 ⊗ 𝐶) is Schur,

where 𝑅 and ℒ2 are defined in Theorem 1.
Proof: By choosing 𝐶𝑖 to satisfy 𝐵𝑖𝐶𝑖 = 0, or choosing

�̂�𝑖 to satisfy �̂�𝑖𝐶 = 0, 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑁, it is sufficient that
𝐴
𝐷

and 𝐼
𝑁−1

⊗𝐴+𝑅𝐵
𝐷
𝐹
𝐷
(ℒ2⊗𝐶) are Schur. Hence, from

Theorem 1, NMAS (1) is consensusable w.r.t. U ∗. The proof
is completed.

IV. SIMULATION

In this section, a numerical simulation is presented to
illustrate the effectiveness of the proposed theoretical results.

Example 1: Consider an NMAS with a network delay 𝜏 =
3 and four agents indexed by 1, 2, 3 and 4, respectively. The
dynamics of agent 𝑖 (𝑖 = 1, 2, 3, 4) are described by (1), where

𝐴 =

⎡⎣ 1 1.5 0.6
−0.5 −0.8 0.5
0 0.65 0.05

⎤⎦ ,
𝐶 =

⎡⎣ 1 −1 1
2 1 −1
1 1 1

⎤⎦ ,
𝐵1 = 𝐵2 = 𝐵3 = 𝐵4 =

⎡⎣ 1 0
−1 0
1 0

⎤⎦ .
The interconnection among four agents is described by 𝒢 in
Fig. 1 with the adjacent matrix

𝒜 =

⎡⎢⎢⎣
0 1 1 0
1 0 0 0
0 1 0 0
0 0 1 0

⎤⎥⎥⎦ .
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Fig. 1. Fixed topology.

It is obvious that (𝐴,𝐶) is detectable. By choosing 𝑄 = 6𝐼3
and using MATLAB, a solution of Riccati equation

𝐴𝑃𝐴T − 𝑃 −𝐴𝑃𝐶T(𝐼 + 𝐶𝑃𝐶T)−1𝐶𝑃𝐴T +𝑄 = 0

can be obtained as:

𝑃 =

⎡⎣ 7.1235 −0.2844 0.4230
−0.2844 6.2245 −0.1377
0.4230 −0.1377 6.2029

⎤⎦ .
Then a gain matrix of the observer (2a) can be got

𝐺 =

⎡⎣ −0.2752 0.1567 0.9671
0.2981 −0.3275 −0.1394
−0.2913 −0.0057 0.3157

⎤⎦ .
Take

𝐴1 =

⎡⎣ −0.2 0 0
0 0.6 0
0 0 0.5

⎤⎦ , 𝐴2 =

⎡⎣ −0.3 0 0
0 0.8 0
0 0 0.1

⎤⎦ ,
𝐴3 =

⎡⎣ 0.1 0 0
0 0 0
0 0 0.3

⎤⎦ , 𝐴4 =

⎡⎣ −0.5 0 0
0 0.2 0
0 0 0.85

⎤⎦ ,
𝐶1 =

[
0 0 0
1 4 1

]
, 𝐶2 =

[
0 0 0
1 1 2

]
,

𝐶3 =

[
0 0 0
1 2 1

]
, 𝐶4 =

[
0 0 0
0.5 −2 1

]
,

�̂�1 =

⎡⎣ −1.4980 −1.2360 2.3740
−3.2956 −2.7192 5.2228
1.4980 1.2360 −2.3740

⎤⎦ ,
�̂�2 =

⎡⎣ 1.4980 1.2360 −2.3740
−2.3519 −1.9405 3.7272
−4.4940 −3.7080 7.1220

⎤⎦ ,
�̂�3 =

⎡⎣ −0.4494 −0.3708 0.7122
0 0 0

−1.4980 −1.2360 2.3740

⎤⎦ ,
�̂�4 =

⎡⎣ 0 0 0
3.5203 2.9046 −5.5789
−1.4980 −1.2360 2.3740

⎤⎦ ,
𝐹1 =

[ −0.0997 0.0449 −0.1473
−0.1898 0.0896 0.0370

]
,

𝐹2 =

[ −0.0806 0.0453 −0.1508
−0.2257 0.1075 0.0389

]
,

𝐹3 =

[ −0.0935 0.0532 −0.1715
−0.0332 0.0140 0.2052

]
,

𝐹4 =

[ −0.3333 0.0667 0.4000
0.8333 0.3333 −0.5000

]
.

It is easy to verify that

𝜎(Θ) =
{
0.2, 0.6, 0.5, 0.3, 0.8, 0.1, 0.1, 0.2, 0.3, 0.85,

0.3803, 0.2861, 0.0705, 0.6245, 0.6245, 0.8272,

0.8272, 0.7703, 0.7703, 0, 0.5
} ⊆ 𝑈0.

Hence, NMAS (1) is consensusable w.r.t. U ∗ by Theorem 1.
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Fig. 2. Trajectories of the first state variables.
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Fig. 3. Trajectories of the second state variables.

Initial conditions of NMAS (1), protocol (3) are chosen as

𝑥1(0) =
[
1 3 −2 ]T

, 𝑥2(0) =
[ −3 −6 1

]T
,

𝑥3(0) =
[
4 −2 2

]T
, 𝑥4(0) =

[
5 1 −1 ]T

,

𝑧1(0) =
[ −1 1 2

]T
, 𝑧2(0) =

[
1 4 1

]T
,

𝑧3(0) =
[
4 6 2

]T
, 𝑧4(0) =

[ −10 5 −1 ]T
,
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Fig. 4. Trajectories of the third state variables.

Initial conditions of estimate error (6) are chosen as

𝑒1(0) =
[
0.1 −0.1 −0.1 ]T

,

𝑒2(0) =
[
0.1 0.3 0.5

]T
,

𝑒3(0) =
[
1 0 −0.5 ]T

,

𝑒4(0) =
[
0.6 0 −0.8 ]T

,

𝑒1(−1) = − [
0.1 0.1 0.1

]T
,

𝑒2(−1) = − [
0.5 0.1 0.1

]T
,

𝑒3(−1) = − [
1 0.1 0.1

]T
,

𝑒4(−1) = − [
0.6 1 0.1

]T
,

𝑒1(−2) =
[
0.1 0.3 −0.1 ]T

,

𝑒2(−2) =
[ −0.1 0.2 0.4

]T
,

𝑒3(−2) =
[ −0.6 0.5 0.1

]T
,

𝑒4(−2) =
[
0.2 0.1 −0.6 ]T

.

The state trajectories of NMAS (1) are shown in Figures 2–
4, respectively, which demonstrates that states of NMAS (1)
achieve consensus under protocol (3).
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Fig. 5. Trajectories of the first protocol state variables.

The state trajectories of protocol (3) are shown in Figures
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Fig. 6. Trajectories of the second protocol state variables.
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Fig. 7. Trajectories of the third protocol state variables.

5–7, respectively. It is thus clear that protocol states asymp-
totically converge to zero.
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Fig. 8. The error trajectory 𝑒1(𝑡).

The estimate error trajectories of observers are shown in
Figures 8–11, respectively. It is obvious that states of observers
track ones of NMAS (1).

V. CONCLUSION

The consensusability problem of discrete-time linear
NMASs with uniform dynamical agents and a communication
delay has been investigated. A new distributed protocol is
proposed by using the networked predictive control scheme.
For discrete-time linear NMASs with a directed topology and
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Fig. 9. The error trajectory 𝑒2(𝑡).

−2 0 2 4 6 8 10
−1.5

−1

−0.5

0

0.5

1

1.5

t (steps)

e 3(t
)

 

 
e

31
(t)

e
32

(t)

e
33

(t)

Fig. 10. The error trajectory 𝑒3(𝑡).

a network delay, delay-independent necessary and/or sufficient
criteria of consensusability have been obtained. A numerical
example is provided to demonstrate the effectiveness of theo-
retical results.
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Abstract — The authors investigate the dynamical behaviour of a 
Duolever type of suspension on a standard sports motorcycle. 
The paper contains the modelling aspects of it, as well as the 
optimization process followed in order to obtain the suspension 
parameters and geometry arrangements. Head angle, wheelbase 
and normal trail are studied as indicators of the handling 
properties of the suspension system. Matlab optimization toolbox 
was used to design a mathematical model of a duolever front 
suspension system which keeps its normal trail constant during 
the full suspension travel. By using VehicleSim software, non-
linear simulations were performed on motorcycle model that 
includes a duolever suspension. By a quasi-static variation of the 
forward speed of the motorcycle, the time histories of the 
system’s states were obtained. The corresponded root locus to the 
linearized model were plotted and compared to those of the 
original motorcycle model without duolever system. A modal 
analysis was performed in order to get a deeper understanding of 
the different modes of oscillation and how the duolever system 
affects them. The results show that whilst a satisfactory anti-dive 
effect is achieved with this suspension system, it has a 
destabilizing effect on pitch and wobble modes. 

Keywords- Modelling; motorcycle; weave; wobble; suspension; 
Hossack; Duolever 

I.  INTRODUCTION  
One of the most important factors on motorcycle stability is 

the front end. It links the front wheel with the main frame and 
has two main functions: the suspension of the front wheel and 
the steering of the motorcycle. Up to this date several 
suspension systems have been developed to reach the best 
behaviour of the front end, being the telescopic fork the most 
extended one. The Hossack/Fior (marketed as Duolever), 
decouples the suspension and steering functions. One of its 
advantages is that it can be designed to achieve a desirable 
performance when suspension action takes place in terms of 
wheelbase, trail and head angle. The purpose of this paper is to 
study the effect of a Duolever suspension system on the 
dynamical properties of high performance motorcycles. 
Making use of Duolever’s configurable properties in terms of 
wheelbase, head angle and trail, an eventual alternative front 
suspension is designed. This is done making use of the 

mathematical modelling and simulation of a motorbike. It will 
predict the behaviour of the various systems and help to decide 
which one is the most appropriate as base of the alternative 
front suspension system. The authors base this work on an 
existing high fidelity model of a Suzuki GSX-R1000, 
extensively used and validated in previous research (see [1], [2] 
and [3]),. The suspension system is designed by using algebraic 
methods to ensure as a first approach that similar properties 
and parameters to the original design are kept so that they can 
be compared under equal conditions. This is; similar head 
angle, trail, masses and inertia, etc. Later on, parameters such 
as mass or inertia will be varied -always within the limits of 
engineering constrictions- to study their influence on the 
motorcycle’s dynamical properties.  

The structure of this paper is as follows: Section II 
introduces the high-fidelity motorbike mathematical model 
which forms the basis of this work including a description of 
the modelling software VehicleSim. Section III contains an 
explanation on the Duolever system. Parametrization 
methodology, optimization of the parameters and suspension 
behaviour are also included. Section IV discusses on the 
oscillation modes and stability issues arising from the Duolever 
suspension. Finally, the results are discussed in section V and 
some future research ideas are presented. 

II. MODEL DESCRIPTION 
The model used is based on an existing model of a Suzuki 

GSX-R1000 used in the past for several contributions in the 
field of motorcycle dynamics and stability analysis (see [4], [5],  
[6], [7], [8]). It consist of seven bodies: rear wheel, swinging 
arm, main frame (comprising rider's lower body, engine and 
chassis), rider's upper-body, steering frame, telescopic fork 
suspension and front wheel assembly. It involves three 
translational and three rotational freedoms of the main frame, a 
steering freedom associated with the rotation of the front frame 
relative to the main frame and spinning freedoms of the road 
wheels. The road tires are treated as wide, flexible in 
compression and the migration of both contact points as the 
machine rolls, pitches and steers is tracked dynamically. The 
tyre’s forces and moments are generated from the tyre’s 
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camber angle relative to the road, the normal load and the 
combined slip using Magic Formulae models [9] and [10]. This 
model is applicable to motorcycle tires operating at roll angles 
of up to 60o.The aerodynamic drag/lift forces and pitching 
moment are modelled as forces applied to the aerodynamic 
centre and they are proportional to the square of the 
motorcycle's forward speed. In order to maintain steady-state 
operating conditions, the model contains a number of control 
systems, which mimic the rider's control action. These systems 
control the throttle, the braking and braking distribution 
between the front and rear wheels, and the vehicle's steering. 
For a detailed description of the complete model the reader is 
referred to [3]. It has been developed using VehicleSim [11], it 
is a set of LISP macros, enabling the description of mechanical 
multi-body systems. The outputs from VehicleSim are a 
simulation program based on “C”  language with the 
implementation of the equations of motion and a Matlab [12] 
file containing the model's linear state-space equations. 
VehicleSim commands are used to describe the components of 
the motorcycle multi-body system in a parent-child relationship 
according to their physical constraints and joints. Once the 
VehicleSim code generates the simulation program, this is 
capable of computing general motions corresponding to 
specified initial conditions and external forcing inputs. 

III. DUOLEVER SUSPENSION SYSTEM 
Following the scheme of double wishbone car's suspension 

systems, the Duolever suspension for motorcycles consists of 
two wishbones, one upright and a steering linkage. The 
wishbones can rotate around transverse axes and the upright is 
now a fork in which the front wheel is attached. In the car 
version the wheel spins in a perpendicular axis due to the 
position of the system which is placed in the side of the car. In 
the bike case, the system is placed in the front, so the wheel has 
to be rotated 90 degrees with respect to the car wheel. The 
connection of the fork with the two wishbones is made by ball 
joints which allow the wishbones rotate and the fork turns in 
the steering axis. The steering axis is defined by the ball joints 
centres. The steering linkage connects the handlebar with the 
fork. It is a system of two levers, connected by an axis, which 
can be compressed or elongated in order to reach the length 
between the handlebar and the fork.  See [13] and [14] for 
more detailed information about Duolever systems. Fig. 1 
shows a schematic CAD design for a standard motorcycle 
fitted with a Duolever system: the different structural points of 
the duolever and the parameters defining its geometry have 
been marked in red. The spring-damper unit has not been 
included to help a clearer view. 

 
Figure 1. 3D kinematic components of a Duolever system. Parameters and 

points defining the Duolever geometry. 

A. Parametrization 
The position of all the points is calculated in order to keep 

the model as close as possible to the configuration of the 
original motorbike described before. First of all, the parameters 
which must be considered in the design of the system the 
Duolever must be defined. These parameters are l1, l2, h1, h2 
and α. Where l1 and l2 are the lengths of the upper and lower 
wishbones, h1 is the distance between the attachment points of 
the upper and lower wishbone, h2 is the distance between the 
tips of the upper and lower wishbones and α is the nominal 
angle formed between the upper wishbone and the horizontal. 
With these parameters and the head angle the Duolever system 
is defined. The question is to find the attachment point to the 
main frame. To simplify this task the model of the motorbike is 
reduced to four main bodies: rear frame, front frame and two 
wheels. Two axes are considered: the rear-axis is the axis from 
the rear wheel attachment point to the point of attachment of 
the conventional front fork and, the front-axis, starting at this 
same point and forming the head angle with the vertical. The 
main points defined are:   

dp1: attachment point of upper wishbone in main frame. 

dp2: attachment point of lower wishbone in main frame. 

dp3: tip of the lower wishbone.  

dp4: tip of the upper wishbone. 

dp5: spring-damper unit in lower wishbone. 

dp6: spring-damper unit in main. 

pts: point located at the origin of the twist body in GSX-
R1000 model when telescopic fork suspension was used. 
Now it is an auxiliary point located at the same position. 

In order to not modify the steering axis of the original 
model, dp3 and dp4 should be located on the front-axis and dp1 
is placed in the rear-axis to keep the delta-box configuration.  
Fig. 2 shows these points in the geometrical model. 

B. Optimization 
1) Suspension behaviour: 

There exist four main parameters that mainly affect 
motorcycles´ handling. These are the wheelbase, the head 
angle, the trail and the normal trail. Wheelbase is the distance 
between the front wheel contact point and the rear wheel 
contact point. The head angle is the angle existing between the 
steering axis and the vertical axis. The trail is the distance 
between the front wheel contact point and the intersection of 
the steering axis with the road’s plane. Finally, the normal trail 
is the distance between the front wheel contact point to the 
steering axis; it depends directly on the head angle and is just 
a perpendicular projection of the trail: 

 
ntrail = trail · cos(Hang) 

 
For a Duolever suspension system the behaviour of the 

trails, wheelbase and head angle under suspension actuation 
depends on its design.  

 

1107



W
poss
para
mod
a p
conv
rema
susp

2)
T

study
the 
impl
posit
alon
know
dp4 
Con
unde
l1=1
α=0
α va
equi
fork 
all th
(dash
norm
nom
beha
varia
initia
selec
of w
ever
mesh
geom
refer
inclu

 

Fig
inc

Hea

Figure 2. Point

Whilst for a 
sible to modif
ameters l1, l2,
dify it. Fig. 3 s
parallelogram 
ventional fork
ains parallel 

pension travel.
 Parameters

The starting po
y the variatio
suspension 

lemented on M
tion of all the

ng with the su
wn. The nomi

are given b
sidering the 
er study we to
170mm, l2=
.1rads. A var

alues (which h
ivalent displac

does) is perf
he points alon
hed blue line

mal trail with
minal set of pa
aviour chang
ation, an exter
al parameters
cted by the us

wheelbase and
ry value of th
hes representi
metrical param
rence axis t
uded in the fig

gure 3. a) Duolev
crease with the tra
ad angle, trail and

s and angles defin
head angle and w

telescopic for
fy this behavi
, h1, h2 and α
shows this con

structure, t
k can be obta

to its init
.  
s variations: 
oint for the op
n of the whee
action. A g

Matlab so that
e points in the
spension trave
inal position o
by the value
geometrical 

ook as a good 
=170mm, h1
riation betwee
have been cal
cement of the
formed, obtain
ng the suspens
e) the behavi
h the vertica
arameters. Fin
ges accordin
rnal function 

s vector and v
ser. This loop 
d normal trail 
he parameter v
ing the results
meter α, l1 an
that shows t
gures.  

ver suspension sy
avel of the suspen
d wheelbase decre

ning the models g
wheelbase shown
 
rk suspension
iour, in a Du
α can be opti
ncept. For the
the same re
ained due to 
tial direction

ptimization of 
elbase and the
geometrical 
t it allows trac
e assembly m
el, once the n
of the points d
es of geome

limitation o
approach the

1=120mm, 
en the maxim
lculated in or

e motorbike as
ning the geom
sion travel. In
iour of the w
al suspension 
nally, in orde

ng to Duol
has been deve
varies in a lo
calculates and
along the sus
varied. As an
s obtained fro
d l2 are show
the nominal 

ystem, head angle
nsion. b) Telesco
ease with the trav

geometry. Trail,
. 

n system it is
uolever system
imized in ord
 (simplest) ca

esult as for 
the steering 

n along the 

f the Duolever
e normal trail 
model has 
cking the eve
otorbike-Duo

nominal positi
dp1, dp2, dp3
trical parame
f the motorc

e following va
h2=120mm

mum and minim
rder to produc
s the convent

metrical positio
n Fig. 5 it is sh
wheelbase and

travel using
er to see how
ever parame
eloped. It take
oop the param
d stores the va
spension trave
n example, the
om the variatio
wn in Fig. 4. A

configuratio

 trail and wheelb
pic fork suspensi

vel of the suspens

s not 
m the 
der to 
ase of 

the 
axis 
full 

r is to 
with 
been 
ntual 
lever 
on is 

3 and 
eters. 
cycle 
alues: 

and 
mum 
ce an 
tional 
on of 
hown 
d the 
g the 

w this 
eters’ 
es an 
meter 
alues 
el for 
e 3D 
on of 
An xz 
on is 

 
ase 
ion. 
sion. 

Figur

A
is c
setti
An 
reso

3)
T

such
trail
is d
toolb
full 
the n

F
trail
The 
h1=
norm
can 
Duo
trail
com
redu
Duo

Figu

re 4. Behaviour v

As it can be se
omplicated e
ing of them if

automated o
olve this task.
) Optimizatio
The goal is t
h that the fron
l and head ang
defined and 
box. This targ
suspension tr

new normal tr

t

Fig. 5 shows 
l for the optim

values of th
105mm, h2=

mal trail and 
be seen how

olever cross e
l  and the w

mpletely. It is
uces almost t
olever system.

ure 5. Wheelbase
travel for th

variation with ver
α and l1 ar

een, the variat
nough to dis
f we want to 
optimization 

on process: 
to find an op
nt suspension
gle) as constan
minimized b

get function is
ravel- betwee
rail depending

target = max(a

the behaviou
mized set of p
hese paramete
124mm and α
wheelbase ar

w the lines fo
each other at 
wheelbase but
s clear that th
to zero the v
 

e and normal trail 
he geometrical sta

rtical suspension t
re modified. 
 

tion with the 
ssuade us to 
get constant t
process is c

ptimal Duolev
n keeps the no
nt as possible
by using Ma
s the maximum
en the nomina
g on the set of 

(abs(ntrail-ntr

ur of the whee
parameters in 
ers are l1=17
α=0rad. The 
re plotted in d
for the optim

the initial va
t then their 
he optimized

variation in n

behaviour with t
andard and optim

travel when param

parameters ch
attempt a ma
trail or wheel
clearly neede

ver's paramete
ormal trail (s

e. A target fun
atlab optimiz
m difference -
al normal trai
f parameters.

rail0)) 

elbase and no
a solid green

71mm, l2=182
nominal valu
dotted red lin
ized and stan

alue of the no
behaviour ch

d set of param
normal trail o

the vertical suspen
mized models. 

 
meters 

hange 
anual 
lbase. 
ed to 

er set 
o the 

nction 
zation 
-for a 
l and 

ormal 
n line. 
2mm, 

ues of 
nes. It 
ndard 
ormal 
hange 
meter 

of the 

 
nsion 

1108



H
varia
but i
this 
be re

O
geom
syste
nonl
risk 
wob
mod
fitted
mean
work
optim
simu
and 
with
the e
Fig. 
with
optim
angl
is th
stabi
analy
 

T
the t
unst
fitted
eigen
case
dam
com
stand

 

Figu
stan

However, bec
ation of the no
increases with
variation repr
epresentative 

IV. OSCIL

One possible c
metry changes
em can be sev
linear, oscilla
if they are no
ble and weav

des). In this se
d with a Du
ns of root loc
ks such as [5
mized Duole
ulations under
the linearized

h the nonlinea
evolution of t
6 represents

h a telescopic
mized (green 
le for these sim
he forward s
ility properti
yzed: weave, 

There are two
telescopic fork
able at mediu
d in the mo
nvalue appear
 of the telesc

mped and grea
mplex plane. It

dard Duolever

ure 6. Root locus
ndard (blue x) and

angle and a sp

cause we hav
ormal trail, the
h the vertical 
resents less th
enough. 

LLATORY MOD

consequence o
s in a motorc

verely compro
ating complex
ot well dampe
ve (see [4] f
ection the sta

uolever type 
cus diagrams i
], [6], [7] and
ever is buil
r different run
d state space 
ar simulations
the eigenvalue
 the root loc

c fork (red +
o) Duolever

mulations is 0
speed ranging
es of three 
wobble and p

o main differen
k root locus p
um speeds w
odel. Also, i
rs. This corres
copic fork it 
atly displaced
t lightly diffe
r models.  

s of the motorbike
d an optimized D
eed going from 1

ve used as ta
e wheelbase is
suspension tr

han 1% and is

DES AND STAB

of introducing
cycle is that t
omised. Motor
x systems tha
ed. The mode
for more deta
ability of the 
of suspension
in a similar m
d [8]. Once th
lt in Vehic
nning conditio
matrices of t
 states values
es over the op
cus for the G
+), a standard
r suspension 
0 degrees and 
g from 10 u

characteristic
pitch. 

nces between
plot. The wobb
when a Duole
it can be se
sponds to the 
did not appe

d on the left 
ers from the o

e fitted with a tele
Duolever (green o)
10 (squares) up to

arget function
s not kept con
avel. Neverth

s not consider

BILITY ISSUES

g new features
the stability o
rbikes are 
at can represe
es under study
ails on these 
motorcycle m
n is analyzed

manner as prev
he model with
cleSim, nonl
ons are perfor
the system are
s in order to s
perating enve

GSX-R1000 m
d (blue x) an
systems. The
the swept var

up to 80m/s. 
c modes wil

n the Duolever
ble mode beco
ever suspensio
een that a "n
pitch mode. I

ear as it was 
hand side o

optimized and

escopic fork (red+
) for 0 degrees of

o 80 m/s (stars).

n the 
nstant 
heless 
ed to 

s and 
of the 

ent a 
y are 

two 
model 
d by 
vious 
h the 
inear 
rmed 
e fed 
study 
elope. 
model 
nd an 
e roll 
riable 

The 
ll be 

r and 
omes 
on is 
new" 
n the 
well 

f the 
d the 

 
+), a 
f roll 

I
from
were
teles
and 
betw
Duo
of th
spee
com
gree
teles
eige
 
XT, 
XR, 
RSP
RW 
UBR
STR
TWS
 

I
was 
twis
appe
exis
fork
patte
coor
has 
rese

F
Duo

In order to fin
m, the eigenve
e compared 
scopic fork sy
standard Duo

ween eigenvec
olever model.
he componen
eds are shown

mponent, the v
en and on t
scopic fork i
envector are la

YT, ZT:
YR, ZR:

P and FSP:
and FW:

R: 
R: 
S: 

It has to be n
defined witho

st degree of 
ear for the tel
t a high sym

k and the opti
ern in their c
rdinate. For th
not been inc

earch. 

Figure 7. Eigenvec
olever suspension

nd what eigen
ectors of the m
with the eig

ystem. As the
olever models 
ctors has bee
The comparis

nts of the eige
n on the bar di
value for the o
the right; the
is shown in 
abelled as follo

Translation o
Rotation of m
Compression
Rotation of r
Rotation of r
Rotation of s
Rotation of tw

noted that the
out flexibility
freedom, he

lescopic fork m
mmetry betwee

imized Duole
components e
he Duolever c
luded, leavin

ctor components 
n in green on the 

nvalue it was 
model with the
genvectors of
e eigenvalues 
are very simi

en done only 
son in Fig. 7 s
envectors. On
iagram. On th
optimized Duo
e correspond
red. The com
ows: 

of main body. 
main body (Ro
n of rear and f
rear and front 
riders´ upper b
teer axis. 
wist axis. 

e Duolever m
, that means th

ence this coo
model. It can 
en the modes
ever models. 
except for the
case the twist 
g this for the

for weave, wobb
left, telescopic fo

and where it 
e Duolever sy
f the model 

for the optim
lar the compa
for the optim

shows the mod
nly the genera
he left side for
olever is show

dent value to
mponents of 

oll, Pitch, Yaw
front springs.
wheel. 

body. 

athematical m
hat it will hav

ordinate will 
be seen that 

s of the telesc
There is a si

e twist genera
degree of free

e next step of

ble and pitch mod
ork in red on the r

came 
ystem 

with 
mized 
arison 
mized 
dulus 
alized 
r each 
wn in 
o the 

each 

w). 

model 
ve not 

only 
there 
copic 
milar 

alized 
edom 
f this 

 
des. 
right. 

1109



Weave and wobble are out-of-plane modes. For both 
Duolever and telescopic fork cases, it is shown that the 
contribution of the various degrees of freedom to their 
eigenvectors is similar. On the other hand, pitch is an in-plane 
mode, the oscillation takes place in the symmetry plane of the 
motorbike, but for the Duolever case, the front wheel 
contribution becomes more relevant than in the fork 
suspension case whilst the contribution of the rear wheel is 
less. Also the front suspension coordinate increases its 
relevance and rear suspension decreases it. Finally the 
amplitude for the rotation in y and translation z (which implies 
the pitching of the main body) is reduced. Considering this, 
we can think of an oscillation about the front wheel which 
cannot be damped effectively by the front suspension. In order 
to check this, several simulations have been performed 
introducing various values of front tire damping coefficient. 
Fig. 8 shows these results for various values of damping. The 
weave and wobble modes appear as in Fig. 6 for both the 
telescopic and Duolever cases. The pitch mode appearing for 
the Duolever case changes according to various values of front 
tyre damping coefficient. 
 

In the light of results shown in Fig. 8, it can be seen how 
the Duolever suspension does not damp pitch oscillations as 
effectively as the fork suspension does. This is a consequence 
of the Duolever's geometry and the anti-dive effect that it 
provides, reason why a Duolever suspension does not dive 
whilst performing braking action. The front assembly has a 
main role in the motorbike dynamic and in the case of the 
Duolever model its design becomes relevant for the pitch 
mode. In order to illustrate this, a straight running, front wheel 
braking simulation was carried out. The vertical suspension 
travel is shown in Fig. 9.a and the pitch rotation of the main 
body is shown in Fig. 9.b. The force applied in the front brake 
was calculate to provide the same deceleration of 1.5m/s2 for 
all the three cases: telescopic fork (red), standard (blue) and 
optimized Duolever (green).  

 
Figure 8. Root locus for the model of the motorcycle fitted with a telescopic 

fork (magenta +) and an optimized Duolever (blue ·, green ·, red · and black ·) 
for 0 degrees of roll angle and speed being swept from 10 (squares) up to 
80m/s (stars). The damping of the front wheel is varied from 0 Ns/m up to 

1500 Ns/m. 

 
Figure 9. a) Vertical Suspension Travel for a braking simulation of 1.5m/s2, b) 
Pitch of the Main Body for a braking simulation of 1.5m/s2, c) Spectrogram of 

the Vertical Suspension Travel for the standard Duolever model during the 
braking simulation, d) Spectrogram of the Vertical Suspension Travel for the 

optimized Duolever model during the braking simulation. 
 

It can be seen how whilst the front fork dives about 6mm, 
the standard Duolever does it only less than 1.2mm and the 
optimized Duolever does not dive but rises about 2.2mm. This 
behaviour appears due to the Duolever geometry which was 
optimized to get a constant trail. Other effect seen in this 
figure is the oscillation for Duolever systems, being higher 
and larger in time for the optimized one. In order to get a 
better understanding a spectrogram of the signal was done. It 
was used a 2 seconds time window with an overlapping of 99% 
to get good compromise between time and frequency 
resolutions. The low and high frequency components were 
neglected in this plot. The results are shown in Fig. 9.c for the 
standard and Fig. 9.d for the optimized Duolever. Due to the 
size of the window (2 secs.) the spectrograms for the first and 
the last seconds cannot be displayed. However, in both plots, 
oscillations about 43rad/s can be clearly recognized, they 
propagate reducing their amplitudes until they disappear. It 
can be seen how for the optimized Duolever the oscillation is 
sustained up to 4 seconds, whilst for standard Duolever model 
it disappears about 2.5 seconds.  
 
The root locus plots showed that the frequency of the pitch 
mode is around 43rad/s at 80m/s, which is the initial speed of 
the motorcycle in the braking simulation case. This mode that 
becomes less stable with the Duolever front suspension system 
is prone to affect the behaviour of the motorcycle, 
representing a handicap for these type of suspension systems. 
 
From these simulations it is clear to see that fitting a Duolever 
suspension system produces instability in the wobble mode. 
Wobble mode depends mainly on three factors that need to be 
taken into account: the mass and inertia of the front assembly 
and the damping ratio of the steering damper. If a high value 
of damping ratio is used, a more stable steering will be found 
at high speeds but it will be much less manoeuvrable at low 
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speeds. Also, as it has shown in [6], increasing the steering 
damping coefficient the weave mode becomes less stable. 
Several commercial motorcycles with telescopic fork 
suspensions include steering dampers whose damping 
coefficients are variable with the speed. At the moment, the 
authors are investigating the possible benefits of including a 
speed dependant steering damper in the case of a Duolever 
suspension type. These results will be presented in a separate 
report. 

V. CONCLUSIONS 
 

The mathematical model used for this study corresponds to a 
Suzuki GSX-R1000. This motorbike is not fitted with a 
Duolever, it is designed to make use of a telescopic fork. The 
mathematical model was modified with a carefully designed 
new suspension system model based on reasonable 
assumptions. Some dynamical properties about this type of 
suspension system have been studied. 
 
The Duolever suspension can be designed in order to get a 
determined behaviour of the wheelbase, the head angle or the 
trail and the normal trail. In this study, a configuration which 
provides a constant normal trail along all the suspension travel 
for a Duolever system was obtained. 
 
In general, a Duolever suspension system provides an anti-
dive effect due to tyre's contact patch curvilinear trajectory. 
One of the consequences of the optimization of the Duolever 
is the increased anti-dive effect that appears compared to the 
standard Duolever suspension with a parallelogram design. 
 
The anti-dive effect would represent in most cases beneficial 
characteristics but, in terms of oscillating behaviour, the pitch 
mode becomes clearly less damped compared to the case of 
standard telescopic fork suspension, representing in this way a 
possible risk issue under certain running conditions.  
 
The advantages of the Duolever suspension system are meant 
to be the comfort, the manoeuvrability and the better 
performance of the front suspension, keeping the trails almost 
constant for all the suspension travel and presenting a relevant 
anti-dive effect. This allows the suspension to be fully  

operative on braking. However, it has been shown that less 
stable pitch modes are associated to this system. 
It has also been shown how after including this suspension 
system in the model of a motorcycle which has not been 
designed to fit this type of suspensions, the wobble mode 
becomes unstable at high roll angles and medium-moderate 
speeds. In order to get wobble stability for the Duolever case, 
possibly a more complex steering damper unit depending on 
the speed should be design, or an inerter could be included. 
These possible solutions are currently under investigation by 
the authors.  
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