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Abstract: The paper presents a model-based design method for fault diagnosis
(detection and isolation) and fault-tolerant control (FDI/FTC).The design is based
on pole placement of input-output models. Furthermore, the design of an output
feedback controller is divided into two independent design tasks: a generalized
state and fault observer design and a fault feedforward and state feedback design.
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1. INTRODUCTION

The model-based analysis methods for fault di-
agnosis and fault-tolerant control (FDI/FTC) use
architectural and structural models to analyse the
propagation of the fault through the process, to
test the fault detectability and to find the re-
dundancies in the process that can be used to
ensure fault tolerance. Design methods for diag-
nostic systems and fault-tolerant controllers are
usually based on more detailed analytical models,
discrete-event models or on quantised systems.
(Blanke et al., 2003). A typical FDI/FTC-system
is described in Fig.1. In this paper, multivariable,
time-invariant linear differential models are used
for analysis and design. The models are described
by polynomial matrices in the differential opera-
tor, i.e. by so-called polynomial systems.

First some basic concepts and definitions of poly-
nomial systems and their interconnections as
presented in (Blomberg and Ylinen, 1983) are
given. Then the pole placement designs of ob-
servers and feedback controllers introduced in
(Blomberg, 1974),(Blomberg and Ylinen, 1976),
(Blomberg and Ylinen, 1978) are considered. The
parametrization of controllers is shown to be
closely related to the well-known Youla-Kučera

Fig. 1. Fault-tolerant control

parametrization (Youla et al., 1976), (Kučera,
1979).

The observer and state feedback system are inte-
grated to a complicated feedback system and its
dynamics is shown to consist of the dynamics of
the estimation error and the dynamics of state
feedback systems. Furthermore, these can be de-
signed separately.



The methodology is then applied to state and
fault estimation and to the design of fault feed-
forward and state feedback controllers. Finally, a
numerical example is presented.

2. INPUT-OUTPUT RELATIONS

A set of linear time-invariant differential equations
can be written as a matrix equation

A(p)y = B(p)u (1)

where u ∈ X r,y ∈ X s and A(p), B(p) are

polynomial matrices over C[p]. Here X �
= the

signal space, a space of complex-valued infinitely
differentiable functions from T ⊂ R to C (C and
R are the fields of complex and real numbers,
respectively) and p is the differentiation operator
on X .

A multivariable differential input-output (IO-) re-
lation generated by (1) is defined as the set

S = {(u, y)|A(p)y = B(p)u} (2)

Equation (1) can be written also in the form

[A(p)
...− B(p)]

[
y
u

]
= 0 (3)

The matrix [A(p)
...−B(p)] is called a generator for

S. Generators for the same input-output relation
are input-output (IO-) equivalent.

The IO-relation S (2) is not necessarily a mapping
X r → X s but it should be realizable in the sense
that given an input u ∈ X r and a sufficient (finite)
number of initial values at some time t0, then the
corresponding output y ∈ X s is unique from t0
onwards. Such kind of S as well as its generators

[A(p)
... − B(p)] are said to be regular. If A(p) is

square, a necessary and sufficient condition for
that is detA(p) 	= 0.

The rational matrix G(p) �
= A(p)−1B(p) is a

transfer matrix of S. A more strict realizabil-
ity condition, the causality or nonantipativeness
property requires that the transfer matrix G(p)
has to be proper. This means that the degrees of
the denominators of its entries are not lower than
the degrees of the corresponding numerators.

A polynomial matrix P (p) is unimodular if it is
invertible as a polynomial matrix, i.e. if its de-
terminant is a nonzero constant. Two polynomial
matrices A(p), B(p) are row equivalent if there
is a unimodular matrix P (p) such that A(p) =
P (p)B(p). A unimodular matrix is also invertible
as a mapping. This means that a generator can be
brought to arbitrary IO-equivalent forms by use of

Fig. 2. General composition

unimodular elementary row operations. Then the
canonical forms like Canonical Upper Triangular
(CUT-) Form or Canonical Row Proper (or Re-
duced) (CRP-) Form for the row equivalence are
also canonical forms for the IO-equivalence )( see
(Blomberg and Ylinen, 1983)).

An IO-relation S generated by [A(p)
... − B(p)] is

said to be (asymptotically) stable if every solution
y to A(p)y = 0 approaches 0 when the time t
approaches the infinity. This is true if all the
roots of the characteristic polynomial detA(p)
have negative real parts. Then the matrix itself
A(p) is also called stable

Suppose that L(p) is a Greatest Common Left

Divisor (GCLD) of A(p) and B(p) i.e. [A(p)
... −

B(p)] can be factorized

[A(p)
...− B(p)] = L(p)[A1(p)

...− B1(p)] (4)

with A1(p), B1(p) left coprime, i.e. they have no
common left divisors apart from unimodular ones.
Now if L(p) is not unimodular, S contains outputs
related to L(p) which cannot be affected by the
input u. This means that S is not controllable. If
S is not controllable but L(p) is stable, then S is
called stabilizable. The IO-relation generated by

[A1(p)
...− B1(p)] is the controllable part of S.

3. COMPOSITION OF IO-RELATIONS

A more general description for a system is a
composition of input-output relations. It consists
of a set of input-output relations (‘subsystems’) or
their generators, and some kind of description of
the interconnections between the (signals of the)
subsystems. The interconnections can be given
graphically, using different kind of interconnection
matrices etc.

Every composition can be brought to the general
form of Fig. 2, where Si is the internal IO-relation
and So the overall IO-relation generated by the
composition. Conversely, the composition is then
said to be a decomposition of So.



Fig. 3. General composition with free internal
inputs

For the internal IO-relation Si it is always possible
to construct a generator from the generators of the
subsystems and the interconnections A1(p) A2(p)

... −B1(p)

A3(p) A4(p)
... −B2(p)

 (5)

Instead, for the overall IO-relation

So = {(uo, yo)|∃y1[(uo, (y1, yo)) ∈ Si]} (6)

the construction of a generator is a more compli-
cated task.

Compositions determining the same overall IO-
relations are input-output (IO-) equivalent. A
composition is regular if the corresponding inter-
nal IO-relation is regular. Furthermore, a compo-
sition is controllable if the internal IO-relation is
controllable.

Note that also the interconnections containing
‘free’ internal inputs (i.e. inputs which are not
any overall inputs) uj can be brought to this
form by adding an ‘identity’ subsystem described
by yj = uj and an interconnection uj = yj .
However, then the composition cannot be regular.
Consider the composition of 2 and suppose that
the composition is regular. The generator (5) can
be brought to upper triangular form Ã1(p) Ã2(p)

... −B̃1(p)

0 Ã4(p)
... −B̃2(p)

 (7)

Now if for each (uo, yo) satisfying the equation

Ã4(p)yo = B̃2(p)uo (8)

there exists a y1 such that (uo, (y1, yo)) satisfies
the equation

Ã1(p)y1 = −Ã2(p)yo + B̃1(p)uo (9)

then the overall IO-relation So is generated by the

equation (8) or by the generator [Ã4(p)
...− B̃2(p)].

Especially, if det Ã1(p) 	= 0 , then the condition
above is satisfied.

If Ã1(p) is unimodular, then the y1 satisfying (9)
must be unique. In this case the composition is
(y1(uo, yo))-observable. Ã1(p) is unimodular if and
only if A1(p) and A3(p) are right coprime. In
this case it is always possible to take Ã1(p) =
I . If Ã1(p) is not unimodular but stable, the
composition is (y1(uo, yo))-detectable.

In a nonregular case it may happen that [Ã4(p)
...−

B̃2(p)] is empty or the equation (9) does not have
a solution. In the latter case the output y1 cannot
be eliminated.

Consider again the composition of Fig.2. If the
generator of Si can be brought to the form Â1(p) 0

... −B̂1(p)

Â3(p) I
... −B̂2(p)

 (10)

the composition is called a generalized state space
decomposition of So, and y1 is the corresponding
generalized state. This means that the composi-
tion, where y1 instead of yo is taken as an overall
output, is (yo(uo, y1))−observable.

4. OBSERVER DESIGN

Consider the composition of Fig. 2 and suppose
that only the overall input uo = u and output
yo = y2 are measured. The problem is to design a
dynamic system, a so-called observer for continu-
ous estimation of the internal output y1, so that
the estimation error ỹ1 = y1 − ŷ1 behaves in a
satisfactory way.

Let the internal IO-relation Si be generated by
the generator (7) of an upper triangular form and
the observer Ŝ to be designed by the generator[

C
... −D1 −D2

]
(11)

Here and in what follows (p) is omitted in order
to shorten the notations.

It can be shown that the observer has to satisfy[
C −D1 −D2

0 Ã4 −B̃2

]
=

[
T1 T2

0 I

] [
Ã1 Ã2 −B̃1

0 Ã4 −B̃2

]
(12)

for some T1, T2 (see (Blomberg and Ylinen, 1983)).
Thus the design problem has been changed to the
construction of the matrices T1, T2. The matrix
T1 affects the stability of the estimation error,
because the error is generated by

T1Ã1ỹ1 = 0 (13)

After T1 of order high enough has been chosen the
matrix T2 is used to achieve a proper or a strictly



Fig. 4. General feedback control composition

proper observer. Both matrices can be constructed
sequentially using the elementary row operations.

5. FEEDBACK CONTROLLER DESIGN

Consider an IO-relation S generated by [A
...− B].

The basic feedback control problem is to design
a system S2, a feedback controller generated by

[E
...− F ] such that the overall system depicted by

Fig.4 behaves satisfactorily, is stable, robust etc.
Note that the internal output of the composition
is (y, u) and the input is empty. It can be easily
shown (Blomberg, 1974),(Blomberg and Ylinen,
1983) that every feedback composition can be
written as[

A −B
−F E

]
=

[
L 0
0 I

] [
I 0
T3 T4

]
︸ ︷︷ ︸

T

[
A1 −B1

Q3 Q4

]
︸ ︷︷ ︸

Q

(14)

for some [T3 T4]. Here [A1

...− B1] represents the
controllable part of S and the first candidate
Q for the generator of a feedback composition is

unimodular and the inverse of P bringing [A
...−B]

to the form [L
...0] .

The closed loop dynamics of the overall system
is determined by T4 and by the uncontrollable
part L. In order to guarantee the robustness the
controller should be at least proper but preferably
strictly proper. This can be achieved by choos-
ing T4 of high order and using T3 for decreasing
the degrees in F . Analogously to the condition
(12) also the condition (14) can be used repeat-
edly. The construction above is closely related
to the Youla-Kučera parametrization (Youla et
al., 1976),(Kučera, 1979). The difference is that
our parametrization (14) is based on polynomial
matrices instead of proper stable rational matri-
ces.

It was shown in (Ylinen, 2000) that for a general-
ized state decomposition (10) the feedback com-
position using both the state and the output as

Fig. 5. State feedback control

Fig. 6. State feedback with observer

controller inputs can be brought to IO-equivalent
compositions which use either the output or the
state alone as controller inputs. The latter compo-
sition is depicted by Fig. 5. Thus for each output
feedback there is an IO-equivalent state feedback
and vice versa.

If the original feedback controller is generated by

[E
...−F2 −F2], the feedback controller using the

output y2 is generated by[
Ẽ

...− F̃2

]
=

[
E − F1B̃1

...− F2 + F1Ã2

]
(15)

The situation is symmetric with respect to out-
puts y1and y2 so that the feedback can also be
based on the generalized state y1 only. In this case,
the feedback controller is generated by[

Ê
...− F̂1

]
=

[
E − F2B̂2

...− F1 + F2Â3

]
(16)

Suppose then that instead of the output y1 the
corresponding estimate ŷ1 determined by the ob-
server (12) is used for feedback control. The sit-
uation is depicted by Fig.6. Now the closed loop



system with (ŷ1, y1, y2, u) as output is generated
by

Acl
�
=


C 0 −D1 −D2

0 I Ã2 −B̃1

0 0 Ã4 −B̃2

−F̂1 0 0 Ê

 (17)

If the observer is constructed according to (12),
and state feedback according to (14), the charac-
teristic polynomial of (17) satisfies

detAcl = k detT1 detT4, k = constant 	= 0 (18)

(Ylinen, 2000). Thus the characteristic polyno-
mial consists of two factors, the characteristic
polynomial of the observer detT1 and the char-
acteristic polynomial of the state feedback com-
position detT4. The important result is that they
both can be designed independently of each other.

6. FAULT DETECTION

Return now back to the original FDI/FTC system
depicted by Fig. 1 and suppose that the system is
generated by Ã1 Ã2

... −B̃1 −B̃2

0 Ã4

... −B̃3 −B̃4

 (19)

Considering the internal input u1 as an output,
reordering the columns and using the elementary
row operations bring the generator further to the
following upper triangular form

Ã1 −B̃1 Ã2

... −B̃2

0 − ˜̃
B31

˜̃
A41

... − ˜̃
B41

0 0 ˜̃
A42

... − ˜̃
B42

 (20)

Because the generator is not regular, it is possible

that [ ˜̃A42

...− ˜̃
B42] becomes empty. In this case the

whole generator (20) must be used as an observer
and it is not possible to improve its properties.
This situation can be avoided, if the behavior of
the internal input u1 can be modelled e.g. by a
model

B̃5u1 = 0 (21)

which can be added as a new row to the equation
(19).

In the nonempty case the new candidates for
observer can be constructed using (12) repeatedly

 C1 C2 −D11 −D21

C3 C4 −D12 −D22

0 0 ˜̃
A42 − ˜̃

B42


=

 T11 T12 T21

T13 T14 T22

0 0 I


 Ã1 −B̃1 Ã2 −B̃2

0 − ˜̃
B31

˜̃
A41 − ˜̃

B41

0 0 ˜̃
A42 − ˜̃

B42


(22)

Because the internal system is not regular and
possibly not observable, a satisfactory observer,
however, cannot always be obtained.

If T1 is chosen to be upper triangular resulting
in an upper triangular matrix C, the observer
can be decomposed to a series composition of two
observers.

Example 1. Consider a state decomposition of a
two-input-two-output system generated by

(5p + 1)(p + 1) 0 0
... −(p + 1) −1

−1 1 0
... 0 0

−p 0 1
... 0 0

 (23)

Reordering the columns and bringing the matrix
to the upper triangular form gives 1 0 −1 0 0

0 p + 1 −1 −(5p + 6) 1
0 0 p −1 0

 (24)

A stable and proper observer candidate with error
dynamics p + 1 is obtained from

p + 1 0
... −1 −1 0

0 p + 1
... −1 −(5p + 6) 1

0 0
... p −1 0

 (25)

using transformation T11 T12 T21

T13 T14 T22

0 0 I

 =

 p + 1 0 −1
0 1 0
0 0 1

 (26)

to the first candidate.

7. FAULT-TOLERANT CONTROL

Suppose next that the system in Fig.1 is described
by a generalized state decomposition generated by Â1 0

... −B̂1 −B̂2

Â3 I
... −B̂3 −B̂4

 (27)

For simplicity, the composition is assumed to
be y1(y2, u2))−observable and the state system

generated by [Â1

...− B̂2] controllable.



The problem is to construct either an output
or a state feedback controller such that it takes
into account also the estimated fault. In what
follows, only the state feedback controller will be
considered but as shown in (Ylinen, 2000), it is
equivalent to an output controller.

So start from the generator [Â1

...− B̂1 − B̂2]. Let
the generator of the controller be E1 E2

... −F1

E3 E4

... −F2

 (28)

where E4 = 0 without loss of generality. Further-
more, because u1 (the fault) must be kept free also
the matrix F2 must be zero. Thus the output u1

is restricted only by equation

E3u1 = 0 (29)

which describes the probable behavior of the fault.
The first candidate for the internal system can be
chosen as  Â1 −B̂1 −B̂2

Q3 0 Q4

0 I 0

 (30)

where [
Â1 −B̂2

Q3 Q4

]
(31)

is unimodular (c.f.(14)). The other candidates can
be constructed using Â1 −B̂1 −B̂2

−F1 E1 E2

0 E3 0


=

 I 0 0
T31 T41 T42

0 0 T44

  Â1 −B̂1 −B̂2

Q3 0 Q4

0 I 0

 (32)

repeatedly in order to achieve a stable, robust and
proper controller.

The final controller is described by

E2u2 = F1y1 − E1u1 (33)

where the estimated fault and possibly also the
estimated state must be used instead of the real
ones.

Example 2. Consider the system in Example 1.
The first candidate can be easily chosen (5p + 1)(p + 1) −(p + 1) −1

1 0 0
0 1 0

 (34)

The use of the transformation 1 0 0
−(40p + 12) 25(2p + 1)3 −p(40p + 52)

0 0 p

 (35)

gives the closed loop generator (5p + 1)(p + 1) −(p + 1) −1
38p + 13 12 40p + 12

0 p 0

 (36)

and the controller

(40p + 12)u2 = −(38p + 13)y1 − 12u1 (37)

8. CONCLUDING REMARKS

The polynomial systems theory gives tools for
the analysis and design of linear estimators and
feedback controllers. In this paper the methodol-
ogy has been applied to design of fault detection
and estimation systems as well as fault tolerant
controllers. The main problems in the design are
related to the lack of observability of the unknown
inputs like faults. However, the theory gives tools
to analyze the situation and to find the form of
the needed additional information.
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