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Abstract: This paper describes the problem of a robust control for some class of network with 

nonminimum phase agents (subsystems). Only scalar input and output of each agents are available for 

measurement. Simulation results for network consisting of five agents with communication time delay are 

given. 
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1. INTRODUCTION 

One of the fundamental assumptions for control of a 

parametric uncertainty single input single output (SISO) plant 

is an assumption of minimum phase plant model. Designing a 

stable controller is the main reason of this assumption 

(Fradkov et al., 1999). 

Currently the problem for control of uncertainty SISO 

nonminimum phase plants has few solutions. The shunt 

method is used in Fradkov et al., 1999 and it is applicable 

only for linear plants. Moreover, this method is not effective 

for control of a plant with a disturbance because extended 

output is used, where extended output is equal to sum of the 

plant output and shunt output. The dynamic adaptive 

controller allowing get an extended model of the plant with 

vector input is designed in Hovakimyam and Calise, 2002. 

Such regulator compensates the positive zeros of the plant 

transfer function. Similar solution was designed in Tsykunov 

2005. However, the methods of Hovakimyam and Calise, 

2002, Tsykunov 2005 are effective only for stabilization of 

nonminimum phase plants without disturbances. 

The control problem is more complicated if we control a lot 

of interconnected plants (network systems) (Das and Lewis, 

2010, Fax and Murray, 2004, Li et al., 2009, Ren and Beard, 

2005). 

There are many examples of an important problem for control 

of the network systems (Das and Lewis, 2010, Fax and 

Murray, 2004, Li et al., 2009, Ren and Beard, 2005). There is 

a control of a multi-transmission and information processing, 

various transport networks, high-tech manufacturing 

networks, a complex crystal grid and nanostructured plants, 

etc. Among of control problems for networks with 

nonminimum phase agents we can note a coordinated motion 

aircraft control, control of underwater vehicles and mobile 

robots, distributed control systems and power grids control, 

etc. However, only dynamic networks with minimum phase 

agents are considered in Das and Lewis, 2010, Fax and 

Murray, 2004, Li et al., 2009, Ren and Beard, 2005. 

The paper deals with the design of a robust control for some 

class of dynamic networks with nonminimum phase agents. 

We consider dynamic networks in conditions of parametric 

uncertainties and uncontrollable external disturbances. Only a 

scalar input and output of each local subsystem are available 

for measurement. We consider the digraph associated with 

the network, where each vertex of the digraph is associated 

with a corresponding node of the network and arcs of the 

digraph are associated with information connections between 

the network agents. Synthesis of the control law is based on 

the auxiliary loop method. First it is proposed for control of 

one plant in Tsykunov, 2007. This method is generalized for 

control of dynamic networks with minimum phase agents in 

Furtat et al., 2011. Designed control system guaranties the 

network synchronization with the required accuracy. 

Simulation results illustrating the algorithm efficiency are 

given. 

2. PROBLEM STATEMENT 

Consider a digraph  = (V, E) associated with a network S, 

where V = v1, …, vk, vL is a set of nodes, E  V  V is a set 

of arcs. Denote by C = (cij) and S = (siL) the adjacency 

matrixes of the digraph  such that cij = 1 and siL = 1 if 

j  NjL, else cij = 0 and siL = 0, where NjL = vj  V: 

(vj, vi) , (vi, vL)  E is a set of neighbor nodes for the node vi. 

Let each subsystem Si of the network S be described by the 

following equation 

,...,,1,...,,1,)0(
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where yi(t)  R is an output, ui(t)  R is an input and fi(t)  R 

is a smooth uncontrollable bounded disturbance, Qi(p), Ri(p) 

are linear differential operators, deg Qi(p) = n, deg Ri(p) = m, 

n – m  1, ki > 0, l
iy 0  are unknown initial conditions. 
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Let the leading subsystem be described by the following 

equation 

)()()( trktypQ LLL  .  (2) 

Here yL(t)  R is a reference model output, r(t)  R is a 

reference signal, QL(p) is a known operator, deg QL(p) = n, 

kL > 0 is a known gain. 

It is necessary to synthesis the continuous control law, is that 

the following condition 

 )()( tyty Li  for t > T, (3) 

holds, where T > 0,  > 0 is small enough number. 

Assumptions: 

1. The unknown coefficients of Qi(p), Ri(p) and coefficient 

ki > 0 belong to a known bounded set . 

2. Only yi(t) and ui(t) are available for measurement. 

3. The digraph  has directed spanning tree (Ren and Beard, 

2005). The root of the tree is associated with the leading 

subsystem (2). 

3. MAIN RESULTS 

According to Furtat (2010), Furtat (2011), Furtat, Fradkov, 

and Tsykunov (2011), Furtat, Fradkov, and Tsykunov (2013), 

Furtat (2013), represent the operator Ri(p) of the form 

  )()()()( 00 pRpRppRpR iiiii
  , (4) 

where )(0 iR  and )(
iR  are polynomials with negative 

real parts of the roots, R0i() is some Hurwitz polynomial, 

10 )(deg mR i  , 2)(deg mRi   ,  is complex variable, 

i > 0 is a small parameter, )(0 iR  is an unstable 

polynomial. Substitute (4) in (1), we get 

  ).()()()()(
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Transform equation (5) to the form 

 
),()(

),()()()()(
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txLty

tfCtσtuBtxAtx
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 (6) 

),()(),()()( 2i
1 tzLtσtuNtzFtz iiiiiiii      (7) 

where xi(t)  R
n
, 1)(

m
i Rtz   are vectors of the fast and slow 

components respectively, Ai, Bi, Ci, Fi, Ni, L1i, L2i are matrixes 

with respectively dimensions. Since Ai, Bi and L1i depend on 

coefficients of the stable polynomials Qi() and 

)()( 0  iii RRk  , it is seen that system (6) is minimum phase 

when i(t) = 0. Since Fi, Ni and L2i depend on the coefficients 

of the stable polynomial R0i() and unstable polynomial 

R0i(), it follows that system (7) is nonminimum phase. 

Find the disturbance i(t) such that difference between 

solutions of system (6)-(7) when i(t)  0 and system (6)-(7) 

when i(t) = 0 is small enough. 

Rewrite (6)-(7) in the form 

 

),()(),()()(
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where 1i = 2i =i. Use the following Lemma for 

investigation a solution of system (8). 

Lemma 1 (Furtat, (2013)). Let the system be described by the 

following differential equation 

),,,( 21 txfx  ,  (9) 

where 1sRx , 2
21 ),(col

s
R  , f(x, µ1, µ2, t) is 

Lipchitz continuous function in x. Let (9) have a bounded 

closed set of attraction  = {x | P(x) ≤ C} for µ2 = 0, where 

P(x) is piecewise-smooth, positive definite function in 
1sR . 

In addition let there exist some numbers C1 > 0 and 
01 

 

such that the following condition 
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   (10) 

holds. 

Then there exists µ0 > 0 such that the system (9) has the same 

set of attraction  for µ2 ≤ µ0. 

Lemma 1 is an extension of Brusin’s lemma (Brusin, 1995) 

to time-varying systems. 

From Lemma 1, we consider system (8) for 2 = 0 

 
),()(

),()()()()(

1 txLty

tfCttuBtxAtx

iii

iiiiiiii



 
  (11) 

).()(),()( 21 tzLttzFtz iiiiiii     (12) 

Since matrix Fi is Hurwitz and 1i > 0, we see that system 

(12) is asymptotically stable. Represent equations (11)-(12) 

of the form 

  )()()()()()()( 0 tfttupRpRktypQ iiiiiiii    .   (13) 

Represent )()( 0 pRpR ii
  and Qi(p) of the form 

)(1)()( 0 pRpRpR iii  , )()()( pQpQpQ iLi  . (14) 

Here deg Qi(p) < n, deg Ri(p) = m. Taking into account 

(2), (13) and (14), we obtain equation of the tracking error 

   




jLNj

LiiLjiiji tytystytycte )()()()()(  of the form 

   




jLNj

LiiLjiijiL trktsttctepQ )()()()()()(  ,(15) 

where the function i(t) is presented by 
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


   (16) 

From (16) it follows that the function i(t) depends on 

uncertainty of ith subsystem and uncertainty of neighboring  

j-subsystem. 

Introduce the auxiliary loop (Tsykunov, 2007, Furtat et al., 

2011) 

)()()( tutepQ iaiL  ,  (17) 

where  > 0. Taking into account (15) and (17), form the 

function i(t) = ei(t) – eai(t). Differentiating i(t) with respect 

to t, we get 

)()()( ttpQ iiL   . 

Here     i

jLNj

LiiLjiiji urksc   


. 

Introduce the control law 

)()()( 1 tpQtu iLi   .  (18) 

Here )(ti  is an estimate of the function i(t). Taking into 

account (18), rewrite equation (15) of the form 

)()()( T tgtepQ iiL    (19) 

where g  R
n + 1

 is a vector such that coefficients of g are 

coefficients of the polynomial QL(), 

   T)(T)(T ...,,,...,,,
n
iii

n
iiii   . 

For implementation of the control law (18) use the observer 

  ),()(,)()()()( 00 tLtttDtGt iiiiii    (20) 

where i(t)  R
n
, parameters in (20) are chosen by Atassi and 

Khalil, 1999: 











00

0 1
0

nI
G , In – 1 is an identity matrix of 

order n – 1, D0 = –[d1
–1

, d2
–2

, …, dn
–n

]
T
, coefficients 

d1, d2, …, dn are chosen such that the matrix G = G0 – DL 

must be Hurwitz, D = [d1, d2, …, dn]
T
, L = [1, 0, …, 0],  > 0 

is small enough number. 

Introduce the vector )()( 1 tDt ii   , where D  = diag n –

 1
, n – 2

, …, , 1. Taking into account (20), take the 

derivative in time of )(ti . Therefore, we have 

)()()(
)(1 tbtGt
n
iii    , )()( 1 tLt i

n
i   , 

where b  = [0, …, 0 , 1]
T
. Transform last equation to the 

form 

).()(),()()( 11 tLttbtGt i
n

iiii      (21) 

Here i(t)  R
n
, )()( 11 tt ii    are the first components of the 

vectors i(t) and )(ti  respectively, b = [1, 0, …, 0]
T
. 

Taking into account (21), transform (20) to the form 

),()(),()()( T1 tLxtetbgtAxtx iii
n

ii    (22) 

where xi(t)  R
n
, A is Hurwitz matrix in Frobenius form with 

the characteristic polynomial QL(), 

 
T

)(111 )(,...),(),()(






n

iiii tttt   . 

Theorem 1. Let assumptions 1А-3А hold. If there exist  > 0, 

0 > 0 and 









 
 1
2

T
1

2

20 5,0,min n gbPQHbQ , 

where P and H are solutions of the matrix equations 

,1
T QPAPA   ,2

T QHGHG   0T
11 QQ , 

0T
22 QQ , then the control system (17), (18), (20) for 

 ≤ 0 provides the goal (3) for dynamic network with 

subsystems (11)-(12) and leading subsystem (2). 

Since )(ti  is exponentially decaying function, then 

Theorem 1 can be proved as in (Furtat, 2011). 

However, it follows from the problem statement that 

subsystems (1) are nonminimum phase. 

Consider the vector )()()( tztztz iii  . Taking into 

account third equation of (8), equation (12) and 

differentiating 
)(tzi

 with respect to t, we get 

)()(),()()( 2
1 tzLttuNtzFtz iiiiiiiii     . (23) 

Then the function i(t) in equation (23) is defined by 

).()()()()()(

)()()()(

tftypQtpRktk

tupRktukt

iiiiiiii
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




 (24) 

Theorem 2. Let the assumptions 1А-3А hold. There exist 

µ > 0 and 0 > 0 such that the solutions of the matrix 

inequalities 

 
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T
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








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









   (25) 

are positive define matrixes H1, H2 and H3, 0T
11 QQ , 

0T
22 QQ , 0T

33 QQ , kk  , L() is symmetrized 

Laplacian of the digraph , 2(L()) is the  second (nonzero) 
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eigenvalue of the L() (Godsil and Royle, 2001). Then for 

 < 0 algorithm (17), (18), (20) provides the goal (3) for the 

network with subsystem (1) and  the -leading subsystem (2). 

According to Furtat, (2014) control system (17), (18), (20) is 

available for network with communication time delay. 

4. EXAMPLE 

Consider the network S consisting of four subsystems Si, 

i = 1, …, 4 and the leading subsystem SL. The digraph , 

associated with the network S, is presented in Fig. 1. 

 

Fig. 1. The digraph  of the network S 

Let each subsystem Si be described by 

    )()(1)(01
2

2
3 tftupktyqpqpqp iiiiiii   .(26) 

The set  is given by the following inequalities: –5 qji 5, 

j = 0, 1, 2, , 1 ≤ ki  2, |fi(t)| ≤ 10. The set of values i > 0 will 

be determined. 

Consider the leading subsystem 

  )()(133 23 trtyppp L  , ttr sin21)(  . 

The goal is fulfillment of (3). 

Choose  = 1. According to (17), introduce the auxiliary loop 

of the form 

  )()(133 23 tuteppp iai  . 

Let Di = [3 3 1]
T
 and  = 0.01 in (20). Then the observer 

equations (20) are described by 

 
 

    .000)0(,)()(10)(

,)()(103)()(

,)()(103)()(

T163

1432
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





iiii

iiii

iiii
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tttt

tttt













 

Define the control law (18) as 

)()(3)(3)()( 1233 tttttu iiiii    . 

Let R0i(p) = ip + 1, R0i(p) = –2ip in (4). Than in (7): Fi = –

1, Ni = –2. 

Let Q1 = 10
–5

I3, Q2 = 0 and Q3 = I3 in (25). According to the 

digraph (Fig. 1), we get 2(L()) = 0.382. Change matrix 

inequalities to the matrix equations. Then those equations 

have solutions when 0i  (0; 0.0009].  

Let parameters in (26) be equal to 

S1: q21 = –5, q11 = –5, q01 = –5, k1 = 1, f1(t) = 2 + sint, 

y1(0) = 1, 0)0(1 y , 1)0(1 y ; 

S2: q22 = 1, q12 = –3, q02 = –3, k2 = 2, f2(t) = 1 + 8 sin 0,5t, 

y2(0) = –1, 1)0(2 y , 1)0(2 y ; 

S3: q23 = 5, q13 = –5, q03 = 0, k3 = 1, f3(t) = 1 – 2 sin 1,5t, 

y3(0) = 0, 2)0(3 y , 0)0(3 y ; 

S4: q24 = 1, q14 = 5, q04 = –5, k4 = 1, f4(t) = 2 + 4 sin 2t, 

y4(0) = 2, 1)0(4 y , 1)0(4 y ; 

From simulations it follows that for 01  (0; 0.001], 

02  (0; 0.004], 03  (0; 0.001] и 04  (0; 0.007] the 

closed-loop system is stable. Let information get from j-th 

subsystem to i-th subsystem after time delay ji(t) = 1(i + j) –

 0.5e 
-0.5t

. 

Let 1 = 0.001, 2 = 0.004, 3 = 0.001 and 4 = 0.007 in (26). 

In Fig. 2-5 the transients of 1
~y (t) = y1(t) – yL(t), 

2
~y (t) = y2(t) – yL(t), 3

~y (t) = y3(t) – yL(t) and 4
~y (t) = y4(t) –

 yL(t) are presented respectively. 

 

Fig. 2. Transient of )(~1 ty  

 

Fig. 3. Transient of )(~2 ty  

 

Fig. 4. Transient of )(~3 ty  
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Fig. 5. Transient of )(~4 ty  

5. CONCLUSIONS 

This paper considers the robust algorithm for some class of 

dynamic networks with nonminimum phase agents. It is 

supposed that each subsystem of the network can be 

represented as the main loop described by minimum-phase 

system and disturbance loop described by nonminimum 

phase system. Further subsystems are decomposed to systems 

of singularly perturbed differential equations. In these 

equations small parameter depends on positive zeros of the 

transfer functions of the subsystems. Found sets of small 

parameters such that the control algorithm designed for 

dynamic networks with minimum-phase agents holds for 

dynamic networks with nonminimum phase agents. The 

boundaries of these sets depend on subsystem parameters, 

coefficients in the control algorithm and the network 

topology. Simulations are confirmed by analytical results. 
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APPENDIX A. 

Proof of Theorem 2. Consider Lemma 2 (Furtat, 2011). 

Lemma 2. Let the digraph  has a directed spanning tree. 

Consider the quadratic form 
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Taking into account (18) and (20), rewrite (23) as 

s,t
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Rewrite equations (21), (22) and (27) of the form 
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Under the condition of Lemma 1, we consider Lyapunov 

function V(t) = V(x1(t), …, xk(t), z1(t), …, zk(t),1(t), …, 

k(t)) of the form 
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According to Lemma 1, consider (28) when 2i = 0. Since 

matrix Fi is Hurwitz, it follows that the second equation of 

(28) is asymptotically stable. Therefore, the function i(t) is 

bounded. According to Theorem 1, the system (28) is 

dissipative. 

Now we must define the value 0i such that the system 

(28) is dissipative for 2i > 0. Let 1i = 2i = 0i. Take 

derivative in time of function (29) along the trajectories of 

(28), we get 
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Taking into account Theorem 2 and Lemma 2, we can 

obtain the following estimates in (30): 
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Substitute these estimates in (30). Taking into account 

(25), rewrite (31) of the form 
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From Lemma 2 we can estimate (29) as 
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Taking into account (32), rewrite (31) as 
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Solve (33) for variable V(t) 
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From the last inequality and (25) it follows that in the 

goal (3)  is defined by 
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for t = T. 

From (25) and (34) there exist the values i such that an 

algorithm designed for networks with minimum phase agents 

holds for some class of networks with nonminimum phase 

agents. Moreover, from the last inequality it follows that 

increase of the value μ the value  can be reduced in (3). 

19th IFAC World Congress
Cape Town, South Africa. August 24-29, 2014

2587


