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Abstract: This paper characterizes optimal control policies for wind farms operated as
frequency response services in case of a fault of conventional generators. The frequency support
is provided through temporary over-production: when frequency drops, the turbines move from
the steady-state operating point and extra power is produced by slowing down the turbines and
releasing part of their kinetic energy. The control task is formulated and solved as an optimal
containment problem: the time during which an extra quantity of power can be produced,
within the set speed constraints for each turbine, is maximized. The solutions are calculated
and compared for different assumptions on the electric torque of the turbines.

1. INTRODUCTION

In a power system the network frequency is an indicator of
the balance which is kept at all times between supply and
demand. Imbalances may be introduced by trips of large
generating plants which cause a sudden drop in supply.
The corresponding drop in frequency is initially mitigated
by the inertial response, as described in Kundur (1994):
synchronous generators slow down and release part of
their kinetic energy. The growing environmental concerns
and advancements in technology are causing an increasing
penetration of asynchronous wind generation in power
systems. One significant effect of this phenomenon will be
the reduction of the system inertia: Lalor et al. (2005)
shows that steeper frequency falls will occur in case of a
fault in the network. Hence it will be of major importance
that wind turbines provide frequency response services in
the near future. Many approaches for frequency support
with wind turbines have been proposed, such as the release
of kinetic energy when frequency drops are detected in
Ullah et al. (2008) or the introduction of a deloaded max-
imum power extraction curve in de Almeyda and Lopes
(2007). What is proposed in this paper is a scheduling of
the wind generators: the electric torque applied to each
turbine when a fault occurs is chosen in order for the
whole population to generate an extra quantity of power.
The scheduling design has been approached as an optimal
containment problem: the additional power is produced for
as long as possible and, at the same time, the rotor speed
of the turbines must always be within the operational
boundaries. Similar problems, arising for example in the
control of surge tanks, have been tackled using different
approaches, such as differential games in Falugi et al.
(2012) and Boué and Dupuis (2001) or predictive control in
Ogawa et al. (2002). This paper is structured as follows: in
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Section 2 the single wind generator and its efficiency with
respect to rotor speed are modelled. The first approach
for frequency support, where each turbine can operate in
two different modes, is presented in Section 3, while its
results are shown through simulations in Section 4. The
case where the electric torque can be arbitrarily chosen
for all turbines is studied in Section 5.

2. MODELLING

The single wind turbine has been modelled in its mecha-
nical part as a rotating mass, describing its angular speed
ω by the swing equation:

ω̇ =
1

J
(Tm − Te) (1)

where J is the total moment of inertia, Tm is the mecha-
nical torque extracted from the wind and Te is the electric
torque used to generate power. If we consider the wind
speed v and we denote by R the radius of the rotor and
by µ the air density, the power of the wind Pw and the
corresponding mechanical torque are:

Pw =
µπR2v3

2
Tm =

PwCP (λ, θ)

ω
(2)

where the power coefficient CP is dependent on the tip-
speed ratio λ = ωR

v and the pitch angle θ. The expression
of CP adopted in our simulations is the one used by
Slootweg et al. (2001):

CP (λ, θ) = 0.22

(
116

λi
− 0.4θ − 5

)
e
− 12.5

λi

1

λi
=

1

λ+ 0.08θ
− 0.035

θ3 + 1

(3)

We initially assume, for the sake of simplicity, that the
wind speed v is constant. For low wind conditions pitch
angle actions are not applied and the angle θ is constant
and equal to zero. Under such assumptions, the CP coef-
ficient is only dependent from the rotor speed ω.
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Remark 1. It is reasonable to assume, by considering the
expressions of CP used in the literature, that the power
coefficient has a maximum point for some rotor speed
ω = ω0 and an inflection point for ωF < ω0.

Furthermore, the electrical dynamics of the turbine have
been neglected, assuming that the electric torque is the
input of the considered system. We propose alternative
solutions to the scheduling problem under different as-
sumptions:

(1) Each turbine can only operate in two modes, one
corresponding to the steady state at maximum power
extraction and one corresponding to a slower subop-
timal equilibrium. By switching to the second mode
the wind turbine reduces its kinetic energy and is
able to temporarily generate more power. This policy
can be desirable if one wants to slow down only a
fraction of the wind farm while waiting for secondary
response services to take over. Note that in this case,
in order to coordinate the switching between the two
modes of each generator, centralized management of
the turbines is required.

(2) Each turbine can be arbitrarily slowed down or accel-
erated. We will show that under this assumption the
optimal policy can be implemented in a decentralized
way.

The first case is analysed in Section 3 and the second
approach is detailed in Section 5.

3. TWO-MODES SCHEDULING

3.1 General framework

The two different modes in which each turbine can operate
(respectively denoted by plus and minus subscripts), cor-
respond to different choices of Te. In one case it is desirable
to operate at the rotor speed ω0 (and at the resulting tip-
speed ratio λ0 = ω0R/v) that maximizes the CP coefficient
and guarantees optimal efficiency. This is usually done by
choosing Te as the function T+ specified in Burton et al.
(2001):

T+(ω) =
µπR5CP (ω0)

2λ3
0

ω2 = KTω
2 (4)

Denoting by ω+ the rotor speed in the first operative mode
and replacing (2) and (4) in the swing equation (1), we
obtain:

ω̇+ =
Pw

J

ω3
0CP (ω+)− ω3

+CP (ω0)

ω3
0ω+

(5)

It is straightforward to notice that ω0 is an equilibrium
point for (5) and it can be easily proved, by linearization of
the system, that such equilibrium is locally asymptotically
stable. The wind turbines are able to provide frequency
response by switching to the second operative mode, where
an additional torque τ is applied, slowing down the turbine
and returning part of its kinetic energy to the network:

ω̇− =
Pw

J

ω3
0CP (ω−)− ω3

−CP (ω0)

ω3
0ω−

− τ

J
(6)

Particular care must be taken in the choice of τ : the
operative constraints on the rotor speed ω can be satisfied
by choosing the additional torque τ in such a way that the
suboptimal equilibrium speed for (6) is acceptable. High

values of τ must also be avoided, in order to limit the
mechanical stress on the switching turbines.

Given their particular structure and the complicated ex-
pression of CP , it has not been possible to solve the
equations (5) and (6) analytically, however, their solutions
are straightforward to obtain numerically. If we denote by
ϕ+(ωIN , t) and ϕ−(ωIN , t) the solutions at time t with ini-
tial condition ω(0) = ωIN , the equivalent power generated
by the turbine in the two modes is:

P+(ωIN , t) = KTϕ
3
+(ωIN , t)

P−(ωIN , t) = KTϕ
3
−(ωIN , t) + τϕ−(ωIN , t)

(7)

We consider a population of wind turbines where each ele-
ment can switch between the two operative modes and all
turbines are initially operating in the first mode, at the op-
timal rotor speed ω0. The control input ρ(t) will represent
the rate at which turbines switch to the second operative
mode at time t. We will assume that

∫
ρ(t) dt ∈ [0, 1] which

constitutes a reasonable approximation if the number of
considered turbines is very high. The elements that switch
to the second mode at t will remain in such mode for T (t)
seconds, where T is a second control input. Notice that
turbines switching at the same time are constrained to
commute back to the original mode simultaneously. This
hypothesis makes the analysis of the system easier and
does not limit its performance, as we will show later on.

We now want to understand what is the choice of ρ(t)
and T (t) that guarantees the best frequency response. We
will do so by considering the following scenario: a fault
in the network is detected at t = 0 and a fraction ρ0 of
turbines switches to the second mode, instantly achieving
the corresponding power variation ∆P = τω0ρ0. This
case can be modelled by considering ρ(t) presenting a
Dirac pulse of amplitude ρ0 at t = 0. Our optimality
criterion will be the maximization of the time interval
TEND during which the power generated by the wind
farm can be kept greater or equal than Pdes = P0 +∆P .
We study a similar problem which is easier to solve
and is obtained imposing P (t) = Pdes or, equivalently,

Ṗ (t) = 0 in the interval [0, TEND]. Denoting by D the set
of integrable distributions with non negative values, the
optimal problem becomes:

max
ρ(·),T (·),TEND

TEND

s.t.

∫ TEND

0+
ρ(t) dt = 1− ρ0

Ṗ (t) = 0 ∀t ∈ [0, TEND]
ρ(·) ∈ D

(8)

In order to calculate the optimal solution ρ∗(t) and T ∗(t)
a slightly different case, obtained by removing the integral
constraint on ρ(t), is preliminarily studied:

min
ρ(·),T (·)

∫ TEND

0+
ρ(t) dt

s.t. Ṗ (t) = 0 ∀t ∈ [0, TEND]
ρ(·) ∈ D

(9)

Some additional notation and properties which are re-
quired for the resolution of these two problems are detailed
next while the main results are provided in section 3.3.
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3.2 Preliminary operations

The power generated by a single turbine at time t if this
has switched to the second mode for t = 0 and switched
back to the first mode at t = T is denoted by PG(t, T ):

PG(t, T ) =

{
P−(ω0, t) if t < T

P+(ϕ−(ω0, T ), t− T ) if t ≥ T
(10)

Thanks to the previous expression, it is straightforward to
derive the rate of switching η(t, T ) that compensates the
power variation introduced at time t by a unitary pulse of
turbines switching at 0 and undergoing a switch back to
the initial mode after T seconds:

η(t, T ) = − 1

τω0

∂PG(t, T )

∂t
(11)

Notice that the time derivative of PG is continuous every-
where, except for a Dirac delta of amplitude −τϕ−(ω0, T )
at t = T . It is important to point out that in this scenario
ρ(t) is generally defined by the constraint on the power
derivative and the choice of T (·):

ρ(t) =

∫ t−

0

η(t− τ, T (τ))ρ(τ) dτ (12)

This means that solution of problem (9) amounts to opti-
mally select T (·). It is possible to extend our notation and,
for a given T (·), denote by ρ̄(t, s) the rate of switching after
t seconds if a unit impulse of turbines undergoes switch-
ing at time s and the power is kept constant thereafter.
By noticing that, for a given time instant, ρ̄(t, s) must
compensate the power losses introduced by all turbines
that have switched in [s, s + t), we obtain the following
definition:

ρ̄(t, s) =

∫ t−

0

η(t− τ, T (s+ τ))ρ̄(τ, s) dτ

= η(t, T (s)) +

∫ t−

0+

η(t− τ, T (s+ τ))ρ̄(τ, s) dτ

(13)
An alternative expression for ρ̄(t, s) can be obtained by
considering that, at each time instant t, two different
components must be taken into account:

(1) The turbines that switch in order to compensate the
initial power variation: η(t, T (s))

(2) The turbines that compensate the cascaded losses
introduced at each time instant τ < t by the first
component above: η(τ, T (s))ρ̄(t− τ, s+ τ)

Therefore we can write:

ρ̄(t, s) = η(t, T (s)) +

∫ t−

0+

η(τ, T (s))ρ̄(t− τ, s+ τ) dτ

=

∫ t

0+

η(τ, T (s))ρ̄(t− τ, s+ τ) dτ

(14)
A similar dual definition can be introduced for the integral
ρ̄I(t, s), defined as the cumulative fraction of turbines that
switch in the interval (s, s + t], for a given T (·), if a unit
impulse of turbines undergoes switching at s and the total
generated power is to be kept constant:

ρ̄I(t, s) =

∫ t

0+
ρ̄(τ, s) dτ (15)

Lemma 1. The integral ρ̄I can be alternatively defined as:

ρ̄I(t, s) =

∫ t

0+
η(τ, T (s)) [1 + ρ̄I(t− τ, s+ τ)] ds (16)

To show the equivalence of the two definitions of ρ̄I , we
initially replace (14) in (15):

ρ̄I(t) =

∫ t

0+
η(τ, T (s))dτ

+

∫ t

0+

∫ τ−

0+
η(x, T (s))ρ̄(τ − x, s+ x) dx dτ

(17)

By switching the order of integration in the second term
and introducing the change of variable τ̃ = τ − x, we
obtain:

ρ̄I(t, s) =

∫ t

0+
η(τ, T (s)) dτ

+

∫ t

0+

∫ t−x

0+
η(x, T (s))ρ̄(τ̃ , s+ x) dτ̃ dx

(18)

It is easy to realize that, moving η(x, T (s)) out of the
second integral, the resulting expression is equal to (16).

3.3 Optimal scheduling

We can now state the main result for this section:

Theorem 1. The optimal switching profile T̃ (t) for the
optimization problem (9) is given by:

T̃ (t) = argmin
T∈(0,TEND−t]

[∫ TEND−t

0+
η(s, T ) [1 + ρ̃I(t+ s)] ds

]
(19)

where ρ̃I is defined by the following integral equation
solved backwards in time (with ρ̃I(TEND) = 0):

ρ̃I(t) =

∫ TEND−t

0+
η(s, T̃ (t)) [1 + ρ̃I(t+ s)] ds (20)

Proof. We initially notice that the objective function in
(9) is equal to ρ0ρ̄I(TEND, 0), which in turn is a function of
the switching time profile T (·). When this is chosen equal

to T̃ (·) it yields:
ρ̃I(t) = ρ̄I(TEND − t, t) (21)

It is now necessary to show that ρ0ρ̃I(0) is the minimum
for the considered optimization problem. In order to so,
we introduce a different switching profile T̂ (·) which does
not satisfy condition (19) on a set T ⊆ [0, TEND] of
positive measure. The resulting cost function ρ̂I , with
ρ̂I(TEND) = 0, is given by:

ρ̂I(t) =

∫ TEND−t

0+
η(s, T̂ (t)) [1 + ρ̂I(t+ s)] ds (22)

If we introduce ρAD(t) = ρ̂I(t)−ρ̃I(t), subtracting (20) from
(22) we obtain:

ρAD(t)=

∫ TEND−t

0+
[η(s, T̂ (t))− η(s, T̃ (t))] [1 + ρ̃I(t+ s)] ds

+

∫ TEND−t

0+
η(s, T̂ (t))ρAD(t+ s) ds

=ρ0D(t) +

∫ TEND−t

0+
η(s, T̂ (t))ρAD(t+ s) ds

(23)

Notice that, following the definition of T̃ in (19), we have
ρ0D(t) > 0 ∀t ∈ T and ρ0D(t) = 0 elsewhere. An equivalent
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expression for the difference between the two cost functions
is given by ρBD, defined as follows:

ρBD(t) =

∫ TEND

t

ρ̄D(t, s) ds (24)

where ρ̄D(t, s) represents the component of ρBD(t) resulting

by different values of T̃ and T̂ at time s:

ρ̄D(t, s) = ρ0D(t)δ(t− s) +

∫ s−t

0+
η(τ, T̂ (t))ρ̄D(t+ τ, s) dτ

(25)
For s /∈ T and t ≤ s we have that ρ̄D(t, s) = 0 is a solution
of (25). To prove the equivalence of ρAD and ρBD we initially
notice that they are both equal to 0 for t = TEND and
then we show that ρBD satisfies the integral definition in
(23):

ρBD(t)=ρ0D(t)+

∫ TEND

t+
ρ̄D(t, τ) dτ

=ρ0D(t)+

∫ TEND

t+

∫ τ−t

0+
η(s, T̂ (t))ρ̄D(t+ s, τ) ds dτ

=ρ0D(t)+

∫ TEND−t

0+

∫ TEND

t+s

η(s, T̂ (t))ρ̄D(t+ s, τ)dτds

=ρ0D(t)+

∫ TEND−t

0+
η(s, T̂ (t))ρBD(t+ s) ds

(26)
We now introduce ¯̄ρ(t, s) = ρ̄(s− t, t) using (14):

¯̄ρ(t, s) =

∫ s−t

0+

η(τ, T (t))¯̄ρ(t+ τ, s) ds (27)

It is easy to notice that ρ̄D and ¯̄ρ fulfill the same integral
equation. This means that under the considered overpro-
duction regime, since ρ0D(s) > 0 ∀s ∈ T , the corresponding
ρ̄D(·, s) are always greater than 0. Since ρ̄D(·, s) = 0
∀s /∈ T , we can conclude that ρBD(0) > 0 and therefore
ρ0ρ̃I(0) is the minimum for the cost function in (9).

Remark 2. The hypothesis that the time T (t) of perma-
nence in mode 2 is equal for all turbines is not restrictive.
Assume that, for t = t̄, the turbines are divided in two
groups of size k1 and k2 that switch back for T1(t̄) and
T2(t̄), which may differ in general. The optimization prob-
lem becomes:

min
T1,T2

[∫ TEND−t̄

0+
k1η(s, T1) · [1 + ρ̃I(t+ s)]

+k2η(s, T2) · [1 + ρ̃I(t+ s)] ds]

(28)

The solution can be obtained by separately solving two
optimization problems of the same form:

min
T1

[
k1

∫ TEND−t̄

0+
η(s, T1) · [1 + ρ̃I(t+ s)]

]

min
T2

[
k2

∫ TEND−t̄

0+
η(s, T2) · [1 + ρ̃I(t+ s)]

] (29)

Hence they will yield the same results and this shows that
considering a unique switching policy does not degrade the
optimal solution.

Remark 3. We denote by Ĩ(TEND) and T̃S(TEND, ·) re-
spectively the optimal value and optimal switching times
for (9) as functions of the considered time interval TEND.
If the minimization is performed for a certain TEND = T1

by solving (19) and (20) backwards in time, the solutions
for all T2 < T1 are also obtained:

Ĩ(T2) = ρ0 · ρ̃I(T1 − T2) T̃S(T2, t) = T̃S(T1, t+ T1 − T2)
(30)

It is easy to notice, from (20) and (30), that Ĩ(TEND) is
monotonic increasing with respect to TEND.

Remark 4. It is now possible to explicitly calculate, for a
given ρ0, the time interval TN such that Ĩ(TN ) = 1 − ρ0.
Assuming that (9) is solved for a sufficiently large TEND,
the following must hold:

ρ0 · ρ̃I(TEND − TN ) = 1− ρ0 (31)

We can now state this result for the original optimization
problem:

Theorem 2. The optimal T ∗(t) for the optimization prob-
lem (8) can be computed according to the following for-
mula:

T ∗(t) = argmin
T∈(0,TN−t]

[∫ TN−t

0+
η(s, T ) [1 + ρ̃I(t+ s)] ds

]
(32)

Proof. If T ∗(t) is not the solution to the optimization
problem, there exists ρMAX and TMAX > TN such that
P (t) = Pdes ∀t ∈ [0, TMAX ] and:

1− ρ0 =

∫ TMAX

0+
ρMAX(t) dt (33)

but this is clearly impossible since the following must also
hold:∫ TMAX

0+
ρMAX(t) dt ≥ Ĩ(TMAX) > Ĩ(TN ) = 1− ρ0 (34)

4. SIMULATION RESULTS

The performance of the scheduling described in section 3
has been evaluated through simulations. Initially the tur-
bines dynamics and equation (20) have been discretized.
The function η(t, T ) has been calculated, using two dif-
ferent time vectors and time steps. For the first argument
the interval [0, TEND] has been chosen, with a time step
∆t1 = 0.01s, in order to properly capture the dynamics
of the switching turbines. For the second argument, which
represents the times at which switching back is considered,
a bigger time step ∆t2 = 0.5s has been used, in order to
reduce the computational burden. For the same reason a
shorter time vector has been chosen, excluding the time
instants that were too close to TEND and that, after
direct verification, represented suboptimal switching times
for the turbines. The solution (T̃ , ρ̃) of problem (9) for
TEND = 500s has been calculated using the parameters in
Slootweg et al. (2001):

R = 37.5m J = 5.9 · 106Kg ·m2

v = 10m/s ω0 = 1.69rad/s
Teq = KTω

2
0 = 7.02 · 105Nm Peq = KTω

3
0 = 1.18 · 106W

(35)
Notice that ρ̃I(t) can be evaluated for decreasing values

of time, starting with t = TEND, and T̃ (t) is the result,
at each time step, of the minimization problem (19). The
resulting ρ̃(t) and its integral, with ρ0 = 4.3 · 10−4, are
shown in Fig. 1 and Fig. 2 where they are compared with
the case of T (t) = TEND. The optimal values T̃ (t) for
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different torque steps τ (considered a fraction of the torque
Teq in normal operative conditions) are shown in Fig. 3
while the values of TN with respect to ∆P/P0 and the
applied torque step τ are in Fig. 4.

0 100 200 300 400 500
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

time[s]

ρ
(t

)

 

 

T (t) = T̃ (t)

T (t) = TEND

Fig. 1. Values of ρ̃(t) and ρ(t) with T (t) = TEND.
The spikes in the first case are due to the cascaded
compensations of the initial fraction of turbines ρ0
switching back to mode 1.

0 50 100 150 200 250 300 350 400 450 500
0

0.2

0.4

0.6

0.8

1

1.2

1.4

time[s]

∫
ρ
(t

)

 

 

T (t) = T̃ (t)

T (t) = TEND

Fig. 2. Integral of ρ̃(t) and ρ(t) with T (t) = TEND. The
integral in the first case is initially bigger, since some
of the turbines are switching back and require higher
power compensation. When TEND is approaching the
turbines stop switching and, since some of them are
again in the first mode of operation (with higher
efficiency) ρ̃(t) increases more slowly.

5. SCHEDULING WITH UNCONSTRAINED
TORQUE

In the previous sections all turbines can operate in two
modes, to which correspond two different expressions for
the applied electric torque Te. The possibility to arbitrarily
set Te for each turbine is now considered. Furthermore,
we also suppose that the rotor speed ω can always be
measured, allowing to generate the desired power Pe (the
new control variable) by setting Te = Pe/ω. The study is

0 50 100 150 200 250 300 350 400 450 500
0

100

200

300

400

500

600

time[s]

T̃
(t

)

 

 

τ = 0.20Teq

τ = 0.25Teq

τ = 0.30Teq

τ = 0.35Teq

τ = 0.40Teq

τ = 0.45Teq

Fig. 3. Values of T̃ (t) for different torque steps, assuming

TEND = 500s. In all cases, T̃ (t) increases with
time: for lower times turbines switch back to the
first mode since the instantaneous increase of ρ̃(t) is
compensated over time by the increasing efficiency.
There exists a threshold after which is not possible
to perform such compensation and turbines remain
in the second state (T̃ (t) = TEND).

0 0.005 0.01 0.015 0.02 0.025 0.03
0

50

100

150

200

250

300

350

400

450

500

∆P/P0

T
N

[s
]

 

 
τ = 0.20Teq

τ = 0.25Teq

τ = 0.30Teq

τ = 0.35Teq

τ = 0.40Teq

τ = 0.45Teq

Fig. 4. Values of TN for different power variations and
torque steps. Considering that ρ0 = ∆P

τω0
, it appears

that higher values of TN are achieved in a certain
range of ρ0: when ∆P is lower, low values of τ are
preferable and vice versa.

carried out on a finite number of turbines, which initially
operate in steady-state at the optimal rotor speed ω0,
generating the total power P0. Following a fault in the
network, the wind farm is asked to generate the total power
PTOT = P0 +∆P . A change of coordinates is introduced
in the model of the turbine (1), considering the kinetic
energy E as the new state of the system:

Ė = Jωω̇ = Pm − Pe = C̃P (E)− Pe (36)

In (36), assuming constant wind speed, the mechanical
power Pm is exclusively dependent from the kinetic energy

E and will be denoted by C̃P (E) = PwCP

(√
2E
J

)
while
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Pe represents the generated electrical power. A possible
approach to the problem is to maximize the time during
which the constant power PTOT is generated and the
energy is within the operational limits [EMIN , E0]. Notice
that, since turbines are slowing down and releasing part
of their kinetic energy, this corresponds to a final state
constraint Ei(tEND) = EMIN . If we denote by Pi the
power generated by each turbine, we can then introduce
the following optimal control problem:

min
Pi(·),i=1...N

∫ tEND

0

−1 dt

s.t. Ei(0) = E0 ∀i = 1..N
Ei(tEND) = EMIN ∀i = 1..N

Ėi(t) = C̃P (Ei(t))− Pi(t) ∀i = 1..N
N∑
i=1

Pi(t) = PTOT

(37)

Some indications about the solution of (37) can be ob-
tained by the following static optimization problem, which
returns the distribution of energy among the turbines that
minimizes the energy losses (i.e. maximize the derivative
of total energy):

max
Ei,i=1...N

N∑
i=1

C̃P (Ei)− PTOT

s.t.

N∑
i=1

Ei = ETOT

Ei ≥ EMIN

(38)

By introducing this optimization problem, it is now possi-
ble to state the following:

Theorem 3. We consider E∗
i (t), i = [1 . . . N ] as piecewise

continuous functions with a finite number of discontinu-
ities such that:

N∑
i=1

Ėi(t) =
N∑
i=1

C̃P (Ei(t))− PTOT (39)

If such functions at each time t are a solution to (38) with

ETOT =
∑N

i=1 E
∗
i (t), they are optimal trajectories for the

problem (37).

Proof. Notice that two state-vectors Ea = [Ea
1 , . . . , E

a
N ]

and Eb = [Eb
1, . . . , E

b
N ] taken as initial conditions have the

same optimal cost for (37) if:
N∑
i=1

Ea
i =

N∑
i=1

Eb
i

It is in fact possible to instantly switch from one state
to another, considering that all Pi are unconstrained and
the total power required for the switching is equal to zero.
It is straightforward to show that, given E∗(t) defined in
the theorem claim as a solution to (38) and an arbitrary
feasible solution Ea(t) with E∗(0) = Ea(0), the following
holds:

N∑
i=1

E∗
i (t) ≥

N∑
i=1

Ea
i (t) ∀ t > 0 (40)

Notice that E∗
i (tEND) = EMIN ∀i, therefore we have:

N∑
i=1

E∗
i (tEND) = NEMIN ≥

N∑
i=1

Ea
i (tEND) (41)

All components of Ea(tEND) are equal to EMIN (or there
would exist one which is lesser than EMIN ), therefore Ea

is never better than E∗ for the optimal problem (37).

We now turn our attention to the resolution of (38) for a
given value of total energy ETOT . Consistently with our

original choice of CP , we assume that ∂C̃P (E)
∂E is always

positive in [EMIN , E0] and its only stationary point is
a maximum for E = ETHR. In other words, the second
partial derivative of C̃P (E) changes sign for E = ETHR.
It is now possible to state the following result:

Theorem 4. Under the current assumptions on C̃P (E), the
vector Ē =

[
ETOT

N , . . . ETOT

N

]
is a local maximum of (38)

if ETOT > N · ETHR.

Proof. The Lagrangian of the optimization problem, de-
noted by L(E, λ), has the following expression:

L(E, λ) =

N∑
i=1

C̃P (Ei) + λ

(
ETOT −

N∑
i=1

Ei

)
(42)

The first order condition for the existence of a local
optimum reads as follows:

∂L(E, λ)

∂Ei
=

∂C̃P (Ei)

Ei
− λ = 0 (43)

Notice that, according to (43), ∂C̃P (Ei)
∂Ei

must be the same

for all i: such condition is verified for Ei = ETOT

N . We
now consider the second order necessary condition (SOC)
which states, in this case, that the stationary point is a
local maximum if, starting with the principal minor of
order 3, the last N−1 principal minor determinants of the
bordered Hessian alternate in sign, starting with (−1)2.
For the considered problem the bordered Hessian is:

H =



0 −1 . . . −1

−1
∂2C̃P (E1)

∂E2
1

...
. . .

−1
∂2C̃P (EN )

∂E2
N


(44)

and the determinant of the principal minor of order n+2,
evaluated at Ei =

ETOT

N , has the following expression:

−(n+ 1)

[
∂2C̃P (

ETOT

N )

∂E2

]n
(45)

The proof is concluded by noticing that, under the current

assumption on ETOT ,
∂2C̃P (

ETOT
N )

∂E2 is negative and the
SOC is satisfied.

The results presented above have been verified through
simulations. Using the parameters in (35) and considering
a number of turbines N = 10, the numerical solution to
the maximization problem has been calculated. In this
case the energy coefficient C̃P (E) satisfies the necessary
conditions of the local maximum for all E > ETHR, with
ETHR = 1.47 · 106J . In Fig. 5 the global optima E∗

i are
shown for different values of ETOT . It is possible to notice
from the figure that, for high values of total energy, local
and global maximum coincide. On the other hand, there
exists a threshold energy EG (dotted blue line) greater

19th IFAC World Congress
Cape Town, South Africa. August 24-29, 2014

7909



0 1 2 3 4 5 6 7 8

x 10
7

0

1

2

3

4

5

6

7

8

x 10
6

ETOT

E
∗ i

 

 

ETHRN

EGN

Fig. 5. The optimal values E∗
i as functions of ETOT . The

continuous coloured lines show the global maximum
for the different turbines while the black dotted line
represents the local maximum Ei = ETOT /N ex-
pected from the second order conditions.

than ETHR (dotted red line) for which a new global maxi-
mum appears: it is more convenient to instantly slow down
one turbine and equally redistribute its energy content
among the remaining turbines. It should be pointed out
that, for the value of EG obtained with the considered
parameters, the corresponding speed seems to be smaller
than the minimum rotor speed at which wind turbines
are usually operated. Therefore, an uniform distribution of
the energy among the turbines appears to be the optimal
solution in most of the cases. In this situation the optimal
policy can be implemented in a decentralized way: each
turbine will be able to independently detect the fault and
provide a proportional extra power, with the proportional
constant equal for all turbines.

We are now interested in comparing the optimal policy for
unconstrained torque with the one of Section 3, where the
turbines can only switch between two operative modes.
The comparison is made by considering the optimal time
in both cases, when the same variation of total kinetic
energy is introduced and the same amount of extra power
is produced. The kinetic energy Ek for the constrained
case after TN seconds has been calculated with the same
parameters used in the simulations of Section 4. Denoting
with ω(t, T ) the rotor speed at time t of a turbine that
switches back to the original mode after T seconds we
have:

Ek =
1

2
J

∫ TN

0

ρ∗(t) · ω2(TN − t, T ∗(t)) dt (46)

The optimal time T̄N in the unconstrained case has been
calculated by producing the same quantity of extra power
and optimally slowing down the turbines until the same
value Ek of kinetic energy is achieved. The ratio rT = TN

T̄N

is shown in Fig. 6.

6. CONCLUSIONS

In this paper a scheduling of wind turbines for frequency
control is presented. In the initial section the single turbine
is modelled and the expression for the power extracted
from the wind is calculated. The scheduling problem is
initially solved when turbines can operate in two different
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Fig. 6. Ratio rT of the optimal times in the two cases,
for different values of the parameters τ and ρ0. For
high values of ρ0, the repartition of power among the
turbines in the two-modes scenario closely resembles
the one of the unconstrained case, therefore their
performances are more similar.

modes, providing an optimal policy which maximizes the
frequency support time from wind generation and can be
easily calculated numerically. The problem with uncon-
strained electric torque has also been considered, showing
that in this case optimality is obtained by equally dis-
tributing the torque among the turbines until a threshold
rotor speed is reached.
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