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Abstract: Distributed averaging problems are a subclass of distributed consensus problems,
which have received substantial attention from several research communities. Although many of
the proposed algorithms are linear iterations, they vary both in structure and state dimension.
In this paper, we investigate the performance benefits of adding extra states to distributed
averaging iterations. We establish conditions for convergence and discuss possible ways of
optimizing the convergence rates. By numerical examples, it is shown that the performance can
be significantly increased by adding extra states. Finally, we provide necessary and sufficient
conditions for convergence of a more general version of distributed averaging iterations.

1. INTRODUCTION

In this paper, we discuss distributed averaging, which
is a special class of distributed consensus. Distributed
averaging has found diverse applications in areas such as
multi-robot coordination, distributed synchronization and
resource allocation in communication networks. A large
body of literature exists, see the recent survey Olfati-Saber
et al. (2007) for a good starting point.

Since the distributed consensus problem has received a
large attention from several diverse research communities
(from physics, mathematical programming to control and
communications), it is natural that several different al-
gorithms have been proposed. Many of these are linear
iterations where each agent maintains one internal consen-
sus state. Other algorithms are nonlinear, or have a larger
state dimension than the basic iteration. One example of
this is when the consensus is used for distributed quadratic
programming where nodes maintain states corresponding
to primal and dual (Lagrange multiplier) iterates. The it-
erations are then still linear, but of higher state dimension
than the basic distributed averaging algorithm.

The objective of this paper is to try to understand the po-
tential benefits of linear averaging iterations with extended
state dimension. We establish conditions for convergence
and explore how one could optimize the parameters to
obtain faster convergence. Somewhat surprisingly, we show
that it is possible to make existing distributed averaging
algorithms substantially faster with a simple extension
that do not change the communication topology.

We consider systems of the following type
x(k+1) = Az(k) + Bu (1)
ylk+1)=Czx(k +1),

where z(k) is a vector of the nodes’ internal states; y(k) is

a vector of the nodes’ outputs; and u is a vector with con-

stant input. The asymptotic output should be the average
value of the starting values of the nodes. Furthermore, the
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matrices A, B, and C respect the communication topology
of the network, so that the nodes need to rely on only peer-
to-peer communication to execute the iterations.

1.1 Assumptions and Notation

The network is composed of N nodes, and it is described
by a graph with vertices V = {1,..., N} and edges £& C
{(#,7) 4,5 € V}. The network is assumed to be strongly
connected and the links are assumed to be bidirectional,
ie, (i,7) € & implies (j,i) € &. The system matrices
should respect the communication topology and each node
should only need state information from its neighbors.
To this end, we define the set & = {§ € RV*N|S,;; =
0V (i,j) ¢ &}, and all matrices in this set respect the
communication topology. Each node ¢ has an initial value,
zi, and the asymptotic output for each node should be the
mean value of all nodes’ starting values, limy_.c y;(k) =
Z;V:l zj/N. The symbol 15 denotes the N x 1 vector with
all entries equal to one, and the symbol Iy denotes the
N x N identity matrix. Finally, we denote the Kronecker
product with ®.

We can use different notions of convergence rates to
quantify how fast the different algorithms approaches the
desired output or fixed point. One choice is the worst case
per step convergence factor,

o, Azl
P
o Tl

which is the spectral norm. However, the most common
choice is the worst case geometric average convergence
factor, for which we have the following (Varga, 1962,

Theorem 3.2)
1/k
: ||A* ]|
lim | sup ————— = p(A),

k~w<#o|Mb W

= [14]l2,

where p(A) is the spectral radius of A, i.e., the eigenvalue
of A with the largest magnitude.
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1.2 Related Work

Xiao and Boyd (2004) consider the iterations

x(k+1) = Ax(k) (2)
and provide necessary and sufficient conditions on the
matrix A for the iterations to converge to the average of
the initial values. The average is reached if A fulfills

. kL T

leII;OA = N].N].N.

For the case of a symmetric A, they also provide a
convex optimization problem formulation to find an A
that minimizes the spectral radius. However, it is possible
to do better using a slightly modified algorithm: if we
allow scaling of the output, then it is possible to get
the spectral radius arbitrarily close to zero (Olshevsky
and Tsitsiklis, 2006). The drawback is that the resulting
algorithm will suffer from numerical difficulties. Olshevsky
and Tsitsiklis (2006) also provide simple and numerically
stable algorithms that have good worst case performance.
In addition, it is possible to boost the convergence by using
a shift-register in the stochastic version of (2), as noted by
Cao et al. (2006).

It is also possible to reach similar iterations by a com-
pletely different approach. Namely, if we view the average
value as the optimal solution to a least-squares problem,

2
e 2 z;(0)) (3)
T; = Ty, V(Z,]) € 57
then a distributed optimization algorithm solving this
problem will also be a distributed averaging algorithm.
Several optimization algorithms can be used, e.g., dual
relaxation combined with a subgradient method (Rabbat
et al., 2005) or the alternating direction multiplier method
(Schizas et al., 2007). With a carefully posed optimization
problem, both of the methods result in iterations of the
same form as in (1).

In addition, these alternative formulations can be used
to devise iterations with bolstered resilience to commu-
nication noise, as shown in Schizas et al. (2007). This
extension can be useful, since the iterations (2) is sensitive
to communication noise due to its eigenvalue at 1 for A.
However, the algorithm presented in Schizas et al. (2007)
has the problem that internal values in the nodes blow up,
since the desired fixed point is encoded in z(k 4+ 1) — z(k).

In this paper we look at convergence conditions and pos-
sible optimization schemes for the augmented versions
of (2). We also look at convergence conditions for itera-
tions of the more general form (1).

1.8 Outline

In Section 2, the general shift-register case for systems
without input is considered. Then, in Section 3, we discuss
how the system matrices can be found using different
optimization schemes. Next, in Section 4, we investigate
the possible benefits of these schemes using numerical
examples. In Section 5, we provide necessary and sufficient
conditions for convergence for the more general case of (1)
with nonzero input. Finally, the paper is concluded with a
discussion in Section 6.

2. GENERAL SHIFT-REGISTER CASE

Shift-registers can be used to speed up convergence in the
stochastic version of (2) (Cao et al., 2006). As we will see
later in this section, shift-registers can be used to speed
up convergence in the deterministic case as well. In fact,
shift-registers are known to speed up several types of other
iterative methods as well (Young, 1972).

For the consensus iteration case, shift-registers result in
iterations of the type

x(k+1) = (5}41\[11 (1 _Oﬁ)IN) xz(k), (0) = (ﬁg) z
yk+1) = (IN O) z(k+1),

where [ is a scalar constant, A;; is a matrix constant
(a matrix coming from (2) can be used). The limit (if it
exists) has the structure

i (P Y 2 (24 (),

where « is a function of 3.

k—o0

The generalized version of this iteration, with M copies of
the initial state, is the following

{x(k +1) = Az(k), z(0) =1y @ 2 1)
y(k+1) = (Iy 1},_, ®0) z(k +1),

where A € RMNXMN T4 describe this generalized ver-
sion in terms of (1), we have that B = 1) ® 0 and
C = (Iy 1};,_, ®0x). Furthermore, in order for the

asymptotic output to reach the desired average, A needs
to satisfy the limit

) 1y M
kEII;OAk:N (g1}, ... aMllTV),Zaizl, (5)
]-N i=1
since then

M
1
i - 11T
klgl;o y(k) = N E—l a;1n1)z.

We have the following theorem (similar to Theorem 2 in
Xiao and Boyd (2004)).

Theorem 1. The iteration (4) satisfies (5) if and only if A
and « fulfill the following conditions.

)

L
Af=Ff, f= ~I| | (6)
1N
b)
arly M
9T (a)A = g"(a), g(a) = DY =1
aMlN =1

p(A=FfgT(e)) <1, (8)
where p(-) denotes the spectral radius.

Proof. We start with showing sufficiency of the conditions.
If conditions a) and b) are satisfied, then we have that
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(A= fgT(@)' = (A= AfgT(@)" = A"(I = fgT())"

=AY = fgT(a)) = A" — fgT(a),
where we used Af = f in the first equality, and the
third equality is based on the fact that (I — fgT(«))(I —
fam(a)) =1 —=2fgT(a) + fgT()fgT(a) = I —2fgT(a) +
fgT(a)(1/N) Zf\il Na; = I — fgT(a). Now condition
c) implies that limg_oo A® — fgT(a) = limg_oo(A —
fgT(a))t = 0, and sufficiency is established. We continue
with necessity. The limit limy_, o, A® = fgT(a) exists if and
only if (Meyer and Plemmons, 1977)

I, 0 -1
amr(5 ) o
where T is an invertible matrix, Z is a matrix with

p(Z) < 1, and I,; is the k-dimensional identity matrix.
Since

I; O\
T<O O>T :ng(a)
and rank fgT(o) = 1, we know that rankl, = 1 and
%k = 1. The limit and (9) also imply that fgT(a)A =
AfgT(a) = fgT(a), thus f is a right eigenvector and g

is a left eigenvector, both with eigenvalue 1. Finally, we
also have that

p(A—fgT(a)) =p (T <8 2) T1> <1

We conclude that the conditions are both necessary and
sufficient. m

3. MINIMIZING THE SPECTRAL RADIUS

As mentioned in Section 1.1 and Theorem 1, the spectral
radius is crucial for the convergence rate. Thus, it is
of interest to find an A with minimal spectral radius.
Optimization of the spectral radius is very hard in general,
but in the case of a Hermitian A, the spectral norm and
the spectral radius coincide; the spectral norm is much
easier to work with.

3.1 Scaling

Inspired by Xiao and Boyd (2004), we will now search for
a transformation that allow us to use Hermitian matrices
in the optimization problem. We desire that A fulfills the
convergence conditions given in Theorem 1. Let A € S
be given by the following similarity transformation of a
Hermitian matrix A,
A=TAT™

Condition a) in Theorem 1 becomes

Af = fe AT Yf=T717.
Condition b) (with fixed &) in Theorem 1 becomes

g (@A =gT(a) & gT()TA= gT()T.
Since A is assumed to be Hermitian, a left-eigenvector,
9T ()T, will imply the following right-eigenvector
(9T()TA)" = A*T*g = AT*g.

The two eigenvectors should be equal in order for the
scaling to be useful,

T g=T 'f<TT*5=f.

If such a T exists, we can use the following convex
optimization problem to find the fastest converging A of
the form A = TAT 1,

minimize |[A — T fgT(a)T||2

s

such that A = A
AT=1f =T71f
AT =TA
AesS.

The drawback is that it is not known which the best
transformation 7' is, and that the fastest converging A
may not be on the form A = TAT 1.

8.2 Bilinear Matrixz Inequalities

Instead of trying to find a scaling that convert the problem
back to the symmetric case, we can directly look for an
unsymmetric matrix (for a fixed « in condition b)) that
satisfies Theorem 1 and the sparsity constraints. Define
the error, Z(k), as Z(k) = x(k) — x*, where z* is the fixed
point of the linear iteration. The error should decay to zero
as fast as possible. Consider the following inequality

12 (k + DIG — 201G < —llz(k)I]G),
which, using the Schur complement and a congruence

transformation, is equivalent with the following positive
semidefinite expressions
)=
(10)

<( 1-9)Q"
Q7 '>o0.

A= fgT(a)Q!
If ¢, @7, and A are decision variables, then (10) is a so
called bilinear matrix inequality (BMI). We can then use
the following optimization problem

Q™A= fgT(a))T
Q—l

minimize —v

A,Q-1,T
such that T=A-fg"(a)
oo (M=)t QT
= TQ 1 Q 1
0< Q!
[f=Af
g'(a) = g"(a)A
0<p8<1
Ae S

to find an unsymmetric A that minimizes [|Z(k + 1)|[3,
and thereby also pushing down the spectral radius of (A —
fg7(«)), while still satisfying Theorem 1 and the sparsity
constraints. The drawback with this approach is that the
optimization problem is nonconvex.

4. NUMERICAL EXAMPLES

To evaluate the performance of the different linear it-
erations that achieve distributed averaging, we consider
the simple network in Figure 1. To avoid numerical diffi-
culties and maintain computational tractability, the net-
work consists of only 7 nodes. We test four methods of
finding the system matrices, using the software packages
YALMIP (Lofberg, 2004), SDPT3 (Tutuncu et al., 2003),
and PENBMI (Kocvara and Stingl, 2003).
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Fig. 1. Topology of the random 7 node network.
4.1 Symmetric Matriz Algorithm. Dimension N x N.

We use the method described in Xiao and Boyd (2004)
in conjunction with YALMIP and SDPT3 to find the
symmetric A that minimizes the spectral norm (which is
the same as the the spectral radius in this case).

4.2 Unsymmetric Matriz Algorithm. Dimension N x N.

The method outlined in Section 3.2 is used in conjunction
with YALMIP and PENBMI to find an unsymmetric
matrix that is a local minimum of the matrix norm m(A) =
|A = 1n1} /N3, and since we are optimizing over @ as
well, this norm is close to the spectral radius.

4.8 Shift-Register Algorithm. Dimension 2N x 2N.

Consider the shift-register example (with a fixed matrix
A11 and M copies of the state) once again. The structure

of Ais
BrA ... Bau—1d Bul
I 0 0
A=
0 ... I 0

With this structure and Zf\il Bi = 1, condition a) in The-
orem 1 is satisfied. To satisfy condition b) in Theorem 1,
a and [ need to satisfy

o = o1 B,
ap—1 = a1fBv—1 + o,
ap—2 = a1fn—2 + ap—1,

a1 = o181 + ag,

in addition with sz\i1 «; = 1. Finally, to satisfy condition
¢) in Theorem 1, «, 8, and A need to satisfy
p(AB) = fgT(a)) < 1.

We use the above conditions with M = 2 (this means
we have one shift-register and one scalar weight to chose,
namely ) and use the A matrix from Section 4.1 as our
Aj1 matrix. A search for the optimal 8 in the interval
[—2,2] is then performed. Since we only have one scalar
variable to chose, the interval search is rather computa-
tionally cheap. The interval search gave g = 1.1717.

4.4 General Shift-Register Algorithm. Dimension 2N X
2N.

Here we use the f and g vectors from Section 4.3 (M = 2
and f = 1.1717) and search for a general unsymmetric A
using the method in Section 3.2, with

Al A
A= (Ai A;z) , A1, A1, Ag1, Asp € S.

It is possible to do a search over (3 in this case as well, but
it is not really tractable, since the optimization with BMI
is rather time consuming.

4.5 Results

For the communication topology shown in Figure 1, the
performance of the four resulting algorithms are shown
in Figure 2. We use the following performance metrics: for
the N x N matrices

performancey, v (k) = || A" — IN1L/N|,,
and for the 2N x 2N matrices

(In 0) A GZ) —1y1L/N
(12)

(11)

performance, o (k) = ‘

The general shift-register algorithm has significantly bet-
ter performance than the other algorithms. The unsym-
metric matrix algorithm is second best, and the shift-
register algorithms is quite close. The symmetric matrix
algorithm has the worst performance in this example.
Thus, this example suggests that much can be gained from
using the general shift-register algorithm. However, since
this optimization problem is bilinear, it is computationally
intractable for topologies with more than ten nodes. The
same is valid for the unsymmetric matrix algorithm.

The most computationally viable way to increase the
convergence speed is thus the shift-register algorithm
from Section 4.3. In Figure 3, we show Monte Carlo sim-
ulations for the shift-register algorithm and the optimal
symmetric algorithm. For each number of nodes, 1000
connected random networks were generated, and the mean
of the performance (using (11) and (12)) for k = 5,25,125
is shown. The simulations indicate that the shift-register
algorithm is better if high accuracy is desired, while the op-
timal symmetric algorithm has better initial convergence
speed.

Thus, a performance boost can be achieved by using the
simple shift-register algorithm, with virtually no extra
computational burden on the nodes nor on the off-line
algorithm that computes the system matrices.

5. GENERAL CASE

We now look at necessary and sufficient conditions for the
most general case of (1) to converge to the average of
the starting values, while respecting the communication
constraints between the nodes.

We consider the following system
z(k+1) = Az(k) + Bz
ylk+1)=Czx(k+1)

z(0) = Ez,

(13)
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Fig. 2. Performance of the four algorithms for a 7 node
network.

with (k) € RVM y(k) € RN,

An ..o Al

A= Do ,Ai; €8, (14)
A oo Avm
By

B = C |, Bi€ RY*N and diagonal, (15)
B

C=(Cy...Cn), C; € RN*N and diagonal,  (16)
Ey

E=| : |, E € RV*YN and diagonal. (17)
Ey

We have the following theorem.

Theorem 2. Consider the system defined by (13)-(17). The
limit limy_.o, A* exists, the sequence of states, {x(k)}, is
bounded, and the corresponding system output satisfies
limg_o y(k) = 1n152/N if and only if the matrices A,
B, C, and F satisfy the following conditions:

a) There exist two matrices, T and Z, and an integer, &,
such that

AT(I('; 2) T, p(Z) <1, 0< k< NM. (18)

We divide the rest of the conditions into B = 0 and B # 0.
For B = 0, the last condition is:

b) The matrix T from a) satisfies

CT (I“ 0) T7'E =1y51}/N. (19)

00
For B # 0, the last conditions are:

c¢) If k from a) is greater than zero, then the x eigenvec-
tors of A with eigenvalue 1 are orthogonal to Bz.
d) There exists a vector, Z, such that

Z = AZ + Bz and CZ = 1y1},2/N. (20)
e) The nullspace of (A—1Ixas) is a subset of the nullspace
of C.

Proof. The limit limy_ ., A* exists if and only if (Meyer
and Plemmons, 1977) condition a) is satisfied. We divide

k=5
+__+__+——+~—'*’“*
/#’ -
Phe Y
//+ _4---'"“_4__4
7 "—
+ e
[} ! Pae
o / &
% A
g II f',
b ol ! !
S [
! —
] 1
1
1
¥ —— Optimal Symmetric NxN
- + - Shift-Register 2Nx2N
20 40 60 80 100
Number of Nodes

k=25

Performance

107, —w— Optimal Symmetric NxN
! - + - Shift-Register 2Nx2N
20 40 60 80 100
Number of Nodes
k=125

[0}
[&]
C
©
E
L
9]
o " 1
10 °r N
1
1
N —— Optimal Symmetric NxN
1078 _ -+ - + - Shift-Register 2Nx2N
20 40 60 80 100

Number of Nodes

Fig. 3. Average performance of the Symmetric Matrix
Algorithm and the Shift-Register Algorithm. For each
number of nodes, 1000 random networks were gener-
ated and averaged over. The thick line denotes the
average and the thin line denotes the sum of the
average and the computed variance.

the rest of the proof into two parts, one for B = 0 and one
for B # 0.

When B = 0, existence of limy_,.o A¥ implies that the
sequence {z(k)} is bounded. The limit of the output is
then

lim cTAT'E = o7 (= 9\ r—1p.
k—oo 00
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Hence, the desired output can only be reached if and only
if condition b) is satisfied.

When B # 0, we can write the state as

k—1 k—1 k
a(k) = A B2+ Y ARBz = AFE4 ST ( g) T Bz,
7=0 3=0
with
T1 (1...tN)T andT:(fl {N)

When x = 0, then
lim z(k) = lim A*Ez + (Iyy — A) 7' Bz,
k—oo k—oo

which implies that the sequence of states is bounded.
When « > 0, by using the unique representation of Bz

in the basis {t1,...,tn}, Bz = Zi\il viti, we can write

e S G2 o

7=0
since t]t; = 0 if i # j and t]¢;

k—1 kK
. . I. 0 _1 . T
Jim a(k) =T (g 0> T Ez+k1LrI;OZZVZtZ+
7j=01i=1
-1 N
00 _ =
+ <INMT<0 Z)T 1) 217iti7
1=K+

where limp_, Z;:Ol > ~;t; exists and the sequence of
states is bounded if and only if v; =0 for alli = 1,...,x
which is equivalent with condition c). Also note that
limy, . z(k) is a fixed point to (13).

Condition d) is equivalent with that a fixed point with the
desired properties exists.

Finally, condition e) is equivalent with that if there are
multiple fixed points, all of them give the desired output:
assume that there are two fixed points Z and T + 2/, then
the vector z’ will be in the nullspace of (A — Inas). Now
condition e) gives that z’ is in the nullspace of C, which
implies that Cz =C(Z +2'). m

Remark 3. The conditions in Theorem 2 are difficult to
use in an optimization problem. For example, condition e)
can easily be shown to be nonconvex (in its present form).

Remark 4. It is possible to find matrices fulfilling the
conditions in Theorem 2. One choice is the matrices from
the algorithms in Section 4. Another choice is the matrices
from a dual relaxation solution algorithm to (3).

6. CONCLUSIONS

Motivated by the many different algorithms that have been
proposed for distributed averaging, we have investigated
the convergence of a more general class of linear averaging
iterations. First, we considered iterations that allow nodes
to maintain several internal states. We provided necessary
and sufficient conditions for convergence, and discussed

some possible optimization schemes to improve the conver-
gence rate. It turns out that with a single shift-register it
is easy to search for the optimal weights (a one-parameter
search), giving a computationally inexpensive way to find
a weight matrix A that in some cases converges faster than
the original algorithm in Xiao and Boyd (2004). If we
search for a nonsymmetric weight matrix, numerical ex-
amples indicate that performance can be vastly improved.
However, this optimization problem is computationally in-
tractable for larger network topologies. Finally, we looked
at necessary and sufficient conditions for the convergence
to consensus of a larger class of algorithms with input.
These conditions are not amenable for optimization in
their present form, but we are looking into this in our
future work.
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