
H∞ Tracking with Preview for Linear
Systems with Impulsive Effects -State
Feedback and Full Information Cases-

Gou Nakura ∗

∗ Graduate School of Engineering, Osaka University, Suita, 565-0871
Japan (e-mail: nakura@watt.mech.eng.osaka-u.ac.jp).

Abstract: In this paper we study H∞ tracking problems with preview by state feedback and
full information for linear systems with impulsive effects on the finite time interval. We mainly
consider the case that our systems are affected by discrete disturbance at jump instants. We
mainly consider the problem that the reference signals are previewed in a fixed time interval
and present state feedback and full information control laws for the H∞ tracking problems.
Our theory can be applied into robust H∞ tracking problems with preview considering upper
bounded uncertainties.

1. INTRODUCTION

It is well known that, for the design of tracking control
systems, the preview information of reference signals is
very useful for improving the performance of the closed-
loop systems, and recently much work has been done for
preview control systems. Considering the effect of mod-
elling uncertainties or disturbance is also very important
on preview control theory. U. Shaked et al. have stud-
ied the H∞ tracking theory with preview for continuous-
and discrete-time systems by the game theoretic approach
([1][2][5]).

Control theory for linear systems with impulsive effects (or
linear jump systems), which contain linear continuous and
discrete time systems, can be widely applied, for example,
to mechanical systems, ecosystems, chemical processes,
finantial engineering and so on. It has been reseached in
detail by A. Ichikawa and H. Katayama([3]). Their theory
can be also applied into the sampled-data control system
with the control input realized through a zero-order hold
and the sampled-observation.

In this paper we study the H∞ tracking problems with
preview in the state feedback and full information settings
for linear systems with impulsive effects (or linear jump
systems). Our systems are described by the ordinary
differential equations with impulsive effects. We consider
two different tracking problems according to the preview
information structure and give the control strategies for
them respectively. Our theory can be applied into the
control system with the control input realized through a
zero-order hold. Our theory can be also easily reduced to
the case that only the preview information of a discrete
reference signal is available, or the case that only whether
the continuous input or the impulsive input is available.

2. PROBLEM FORMULATION

Consider the following linear system with impulsive effects.

ẋ(t) = A(t)x(t) + B1(t)w(t) + B2(t)uc(t) + B3(t)rc(t)

t �= kτ, x(0) = x0

x(kτ+) = Ad(k)x(kτ) + B1d(k)wd(k)

+B2d(k)ud(k) + B3d(k)rd(k)

zc(t) = C1(t)x(t) + D12(t)uc(t)

+D13(t)rc(t), t �= kτ (1)

zd(k) = C1d(k)x(kτ) + D12d(k)ud(k) + D13d(k)rd(k)

where x ∈ Rn is the state, w ∈ Rp and wd ∈ Rpd are
the exogenous disturbances, uc ∈ Rmc and ud ∈ Rmd

are the continuous and impulsive control input, zc ∈ Rkc

and zd ∈ Rkd are the controlled output, rc(t) ∈ Rrc and
rd(k) ∈ Rrd are known or mesurable reference signals, x0

is an unknown initial state. We assume that all matrices
are of compatible dimensions. Throughout this paper the
dependence of the system matrices on t or k will be omitted
for the sake of notation simplification.

The H∞ tracking problems we address in this paper for
the system (1) are to design control laws uc(t)∈L2[0, T ]
and ud(k)∈l2[0, N ] over the finite horizon [0, T ], Nτ <
T < (N + 1)τ using the information available on the
known parts of the reference signals rc(t) and rd(k) and
minimizing the sum of the energy of zc(t) and zd(k), for
the worst case of the initial condition x0, the disturbances
w(t)∈L̃2([0, T ];Rp) and wd(k)∈l̃2([0, N ];Rpd). We denote
by L̃2([0, T ];Rk) and l̃2([0, N ];Rkd) the space of nonantic-
ipative signals. Considering the average of the performance
index over the statistics of the unknown parts of rc and
rd, we define the following performance index.

JT (x0, uc, ud, w,wd, rc, rd) = −γ2x′
0R

−1x0

+




N−1∑
k=0

(k+1)τ∫
kτ+

+

T∫
Nτ+


ER̄s

{‖zc(s)‖2}ds

+
N∑

k=0

ER̄k
{‖zd(k)‖2} − γ2[‖wd‖2

2 + ‖w‖2
2] (2)

Proceedings of the 17th World Congress
The International Federation of Automatic Control
Seoul, Korea, July 6-11, 2008

978-1-1234-7890-2/08/$20.00 © 2008 IFAC 3994 10.3182/20080706-5-KR-1001.3340



where Nτ < T < (N + 1)τ , R = R′ > O is a given
weighting matrix for the initial state, ER̄s

and ER̄k
mean

expectations over R̄s+hτ and R̄k+h, h is the preview length
of rc(t) and rd(k), and R̄s and R̄j denote the future
information on rc and rd at time s and jτ respectively,
i.e.,R̄s := {rc(l); s < l ≤ T } and R̄j := {ri; j < i ≤ N}.
We consider two different tracking problems according to
the information structures (preview lengths) of rc and rd

as follows.
Case a) H∞ Fixed-Preview Tracking:
In this case, it is assumed that at the current time t (kτ+ ≤
t ≤ (k + 1)τ), rc(s) is known for s ≤ min(T, s + hτ) and
at the time kτ , rd(i) is known for i ≤ min(N, k + h).
Case b) H∞ Tracking of Noncausal {rc(t) and rd(k)}:
In this case, the signals {rc(t)} and {rd(k)} are assumed to
be known a priori for the whole time intervals t ∈ [0+, T ]
and k ∈ [0, N ].

In order to solve these problem, we formulate the following
differential game problems for the system (1) and the
performance index (2).
The H∞ Tracking Problem by State Feedback:
Find {u∗

c}, {u∗
d}, {w∗}, {w∗

d} and x∗
0 satisfying the follow-

ing (saddle point) condition:

JT (x0, u
∗
c , u

∗
d, w,wd, rc, rd)

≤ JT (x∗
0, u

∗
c , u

∗
d, w

∗, w∗
d, rc, rd)

≤ JT (x∗
0, uc, ud, w

∗, w∗
d, rc, rd)

where the control strategies u∗
c(s), 0 ≤ s ≤ T and u∗

d(k),
0 ≤ k ≤ N , are based on the information Rs+hτ :=
{rc(l); 0 < l ≤ s + hτ} and Rk+h := {rd(i); 0 < i ≤ k + h}
(0 ≤ h ≤ N), and, in the state feedback case, based on the
current state, in the full information case, based on the
current state and the disturbances.

3. H∞ TRACKING CONTROLLERS BY STATE
FEEDBACK

In this section we present the theory of H∞ tracking by
state feedback.

For the system (1), we assume the following condition.

A1: D′
12D12 > O and D′

12dD12d > O

Now we consider the following Riccati equation with jump
parts.

Ẋ + A′X + XA + C′
1C1 +

1
γ2

XB1B
′
1X

−S̃′R̃−1S̃ = O, t �= kτ (3)

X(kτ−) = A′
dX(kτ)Ad + C′

1dC1d

+R′
1T

−1
1 R1(k) − F ′

2V2F2(k) k = 0, 1, · · · (4)

T1(k) > aXI for some aX > 0 (5)

where

R̃ = D′
12D12, S̃(t) = B′

2X(t) + D′
12C1,

T1(k) = γ2I − B′
1dX(kτ)B1d,

T2(k) = D′
12dD12d + B′

2dX(kτ)B2d,

S(k) = B′
2dX(kτ)B1d,

R1(k) = B′
1dX(kτ)Ad,

R2(k) = D′
12dC1d + B′

2dX(kτ)Ad,

V2(k) = (T2 + ST−1
1 S′)(k),

V3(k) = (B′
2d + ST−1

1 B′
1d)(k),

F2(k) = −V −1
2 (k)(R2 + ST−1

1 R1)(k).

We obtain the following saddle point strategy for our game
problem. (Also refer to the case of no any disturbances at
jump parts in [4])
Proposition 3.1. Consider the system (1) and suppose A1.
Then the H∞ Tracking Problem is solvable by State
Feedback if and only if there exists a matrix X(t) > O
satisfying the conditions X(0−) < γ2R−1 and X(T ) = O
such that the Riccati equation (3)(4) with (5) holds over
[0, T ]. A saddle point strategy is given by

x∗
0 = [γ2R−1 − X(0−)]−1θ(0)

w∗ = γ−2B′
1Xx + Cθθ

u∗
c = −R̃−1S̃x − Curc − Cθuθc

w∗
d(k) = T−1

1 (k)[R1(k)x(kτ) + S′(k)ud(k)]

+Dwrd(k) + Dθwθ(kτ+)

u∗
d(k) = F2(k)x(kτ) + Du(k)rd(k) + Dθuθc(kτ+)

where

Cθ = −γ−2B′
1, Cθu = R̃−1B′

2, Cu = R̃−1D′
12D13

Dw(k) = T−1
1 (k)B′

1dX(kτ)B3d

Du(k) = −V −1
2 (k)(B′

2dX(kτ)B3d + D′
12dD13d + SDw)

Dθw(k) = T−1
1 (k)B′

1d

Dθu(k) = −V −1
2 (k)(S(k)Dθw + B′

2d).
θ(t), t ∈ [0, T ], satisfies




θ̇(t) = −Ā′
c(t)θ(t) + B̄c(t)rc(t), t �= kτ

θ(kτ) = Ā′
d(k)θ(kτ+) + B̄d(k)rd(k)

θ(T ) = 0
(6)

where

Āc = A +
1
γ2

B1B
′
1X − B2R̃

−1S̃

B̄c = −(XB3 + C′
1D13) + S̃′Cu

Ād(k) = Ad + D′
θwR1(k) − D′

θuV2F2(k)

B̄d(k) = A′
dX(kτ)B3d + R′

1Dw

−F2V2Du(k) + C′
1dD13d

and θc(t) is the ’causal’ part of θ(·) at time t. This θc is
the expected value of θ over R̄s and R̄k and given by




θ̇c(s) = −Ā′
c(s)θc(s) + B̄c(s)rc(s), s �= kτ

t ≤ s ≤ tf
θc(jτ) = Ā′

d(j)θc(jτ+) + B̄d(j)rd(j),
k < j ≤ kf (kf τ < tf < (kf + 1)τ)

θc(tf ) = 0

(7)

where, for kτ+ ≤ t ≤ (k + 1)τ ,

17th IFAC World Congress (IFAC'08)
Seoul, Korea, July 6-11, 2008

3995



{
tf = t + hτ and kf = k + h if (k + h)τ < T

tf = T and kf = N if (k + h)τ ≥ T.

Moreover, the value of the game is

JT (x∗
0, u

∗
c , u

∗
d, w

∗, w∗
d, rc, rd)

=




N−1∑
k=0

(k+1)τ∫
kτ+

+

T∫
Nτ+


ER̄s

{‖R̃1/2Cθuθ1(s)‖2}ds

+
N∑

k=0

ER̄k
{‖Ṽ 1/2

2 Dθu(k)θ1(kτ+)‖2}

+J̄c(rc) + J̄d(rd) (8)
where θ1(t) = θ(t) − θc(t), t ∈ [0, T ],

J̄c(rc) =




N−1∑
k=0

(k+1)τ∫
kτ+

+

T∫
Nτ+


ER̄s

{δJc(rc)

+2θ′B3rc + γ2‖Cθθ‖2

−2θ′C′
θuR̃′Curc − ‖R̃1/2Cθuθ‖2}ds,

J̄d(rd) = γ2ER̄0
{‖θ(0−)‖2

P0
}

+
N∑

k=0

ER̄k
{θ′(kτ+)D′

θwT1Dθw(k)θ(kτ+)

+2θ′(kτ+)D′
θwT1Dw(k)rd(k)

−θ′(kτ+)D′
θuṼ2Dθu(k)θ(kτ+)

−2θ′(kτ+)D′
θuṼ2Du(k)rd(k)

+2θ′(kτ+)B3drd(k) + Jd,k(rd)}
and P0 = [R−1 − γ−2X(0−)]−1.

Next, utilizing the above saddle point strategy for our
game problem, we present a solution to each of the three
H∞ tracking problems by state feedback.
Theorem 3.1. Consider the system (1) and suppose A1.
Then each of the H∞ tracking problems is solvable
by state feedback if and only if there exists a matrix
X(t) > O satisfying the conditions X(0−) < γ2R−1 and
X(T ) = O such that the Riccati equation (3)(4) and
the condition (5) hold over [0, T ]. Moreover, the following
results hold using

Kx,c = −R̃−1S̃, Krc = −R̃−1D′
12D13,

Kθ,c = −R̃−1B′
2 Kx,d = F2(k),

Krd
= −V −1

2 (k)(D′
12dD13d + V3(k)X(kτ)B3d),

Kθ,d = −V −1
2 V3(k).

Case a) The control law for the H∞ fixed-preview
tracking is

us,a,c(t) = Kx,cx(t) + Krcrc(t) + Kθ,cθc(t), t �= kτ

us,a,d(k) = Kx,dx(kτ) + Krd
rd(k) + Kθ,dθc(kτ+)

with θc(·) given by (7). Moreover,
JT (x∗

0, us,a,c, us,a,d, w
∗, w∗

d, rc, rd) coincides with (8) .
Case b) The control law for the H∞ tracking of
noncausal rc(·) and rd(·) is

us,b,c(t) = Kx,cx(t) + Krcrc(t) + Kθ,cθ(t), t �= kτ

us,b,d(k) = Kx,dx(kτ) + Krd
rd(k) + Kθ,dθ(kτ+)

with θ(·) given by (6) and

JT (x∗
0, us,b,c, us,b,d, w

∗, w∗
d, rc, rd) = J̄c(rc) + J̄d(rd)

since θ(t) = θc(t), ∀ t ∈ [0, T ].

4. PROOF OF PROPOSITION 3.1

In this section, we describe the proof of Proposition 3.1.

(Proof of Proposition 3.1)
Sufficiency: Let X(t) be a solution to (3) over [0, T ],
t �= kτ , such that X(0−) < γ2R−1. By considering (1)
and (3), in the genaral case that {rc(·)} is arbitrary but
not including any preview information, it can be shown
that the following equality holds.

ER̄s

(k+1)τ∫
kτ+

d

ds
{x′(s)X(s)x(s)}ds

= ER̄s

(k+1)τ∫
kτ+

{γ2[‖w‖2 − ‖w − γ−2B′
1Xx(s)‖2]

−‖C1x + D12uc + D13rc‖2

+‖uc(s) + R̃−1S̃x(s) + Curc‖2
R̃

−2x′B̄c(s)rc(s) + δJc(rc)}ds (9)

where δJc(rc) = ‖D13rc‖2 − ‖R̃1/2Curc‖2.
Now

2

(k+1)τ∫
kτ+

ER̄s
{ d

ds
(θ′(s)x(s))}ds

= 2

(k+1)τ∫
kτ+

ER̄s
{θ̇′x + θ′(Ācx + B1ŵ

+B2ûc + B3rc)}ds (10)

where ŵ = w − γ−2B′
1Xx and ûc = uc + R̃−1S̃x. Adding

(10) to (9),

ER̄s

(k+1)τ∫
kτ+

{ d

ds
(x′(s)X(s)x(s)) + 2

d

ds
(θ′(s)x(s))}ds

= ER̄s

(k+1)τ∫
kτ+

{γ2[‖w‖2 − ‖ŵ − Cθθ(s)‖2]

−‖C1x + D12uc + D13rc‖2

+‖ûc(s) + Curc + Cθuθ(s)‖2
R̃

+δJ̄c(rc)}ds (11)
where

δJ̄c(rc) = δJc(rc) + 2θ′B3rc + γ2‖Cθθ‖2

−2θ′C′
θuR̃′Curc − ‖R̃1/2Cθuθ‖2
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= δJc(rc) + 2θ′B3rc + γ−2‖B′
1θ‖2

−2θ′B2R̃
−1D′

12D13rc − ‖R̃−1/2B′
2θ‖2

and we have used the continuous part

θ̇ + Ā′
cθ − B̄crc = 0

of the dynamics (6) to get rid of the terms that mix rc, θ
and x.

On the other hand, with respect to jump parts, define

φk := x′(kτ+)X(kτ)x(kτ+) − x′(kτ)X(kτ−)x(kτ)
We first consider the case that {rd(·)} is arbitrary but not
including any preview information. It can be shown that
the following equality holds, using the jump parts (4) of
the Riccati equation.(cf. [3])

ER̄k
{φk} = {γ2‖wd(k)‖2 − ‖zd(k)‖2

−‖T 1/2
1 (k)[wd(k) − T−1

1 (k){R1(k)x(kτ)

+S′(k)ud(k)} − Dwrd(k)]‖2

+‖V 1/2
2 (k)[ud(k) − F2(k)x(kτ) − Durd(k)]‖2

+2x′(kτ)B̄d(k)rd(k) + Jd,k(rd)}
Notice that, in the right hand side of this equality, Jd,k(rd),
which means the jump parts of the tracking error not
considering the effect of the preview information, is added.
In fact,

Jd,k(rd) = r′d(k)[D′
wT1Dw(k) − D′

uV2Du(k)

+B′
3dX(kτ)B3d + D′

13dD13d]rd(k).
Now introducing the vector θ, which can include some
preview information of the tracking signals,

ER̄k
{φk + 2{θ′(kτ+)x(kτ+) − θ′(kτ)x(kτ)}}

= ER̄k
{γ2‖wd(k)‖2 − ‖zd(k)‖2

−‖T 1/2
1 (k)[wd(k) − T−1

1 (k){R1(k)x(kτ)

+S′(k)ud(k)} − Dwrd(k)]‖2

+‖V 1/2
2 (k)[ud(k) − F2(k)x(kτ) − Durd(k)]‖2

+2x′(kτ)B̄d(k)rd(k) + Jd,k(rd)

+2θ′(kτ+)(Adx(kτ) + B1dwd(k) + B2dud(k)

+B3drd(k)) − 2θ′(kτ)x(kτ)}
= ER̄k

{γ2‖wd(k)‖2 − ‖zd(k)‖2

−‖T 1/2
1 (k)[wd(k) − T−1

1 (k){R1(k)x(kτ)

+S′(k)ud(k)} − Dwrd(k) − Dθwθ(kτ+)]‖2

+‖V 1/2
2 (k)[ud(k) − F2(k)x(kτ) − Durd(k)

−Dθuθ(kτ+)]‖2

+J̄d,k(rd)} (12)
where we have used the jump part

θ(kτ) = Ā′
d(k)θ(kτ+) + B̄d(k)rd(k).

of the dynamics (6) to get rid of the terms that mix
rc, θ and x, and J̄d,k(rd), which means the tracking
error including the preview information vector θ, can be
expressed by

J̄d,k(rd) = θ′(kτ+)D′
θwT1Dθw(k)θ(kτ+)

+2θ′(kτ+)D′
θwT1Dw(k)rd(k)

−θ′(kτ+)D′
θuṼ2Dθu(k)θ(kτ+)

−2θ′(kτ+)D′
θuṼ2Du(k)rd(k)

+2θ′(kτ+)B3drd(k) + Jd,k(rd).

By summing up these quantities ((11)),(12)) from t = 0 to
t = T piecewise,

−γ2x′(0)R−1x(0)

+
N∑

k=0

ER̄k
{‖zd(k)‖2 − γ2‖wd(k)‖2}

+




N−1∑
k=0

(k+1)τ∫
kτ+

+

T∫
Nτ+


ER̄s

{‖zc‖2 − γ2‖w‖2}ds

+2




N−1∑
k=0

(k+1)τ∫
kτ+

+

T∫
Nτ+


ER̄s

{
d

ds
(θ′x)

}
ds

+
N∑

k=0

ER̄k
{φk + 2(θ′(kτ+)x(kτ+) − θ′(kτ)x(kτ))}

+




N−1∑
k=0

(k+1)τ∫
kτ+

+

T∫
Nτ+


ER̄s

{
d

ds
(x′(s)X(s)x(s))

}
ds

= −γ2x′(0)R−1x(0)

+




N−1∑
k=0

(k+1)τ∫
kτ+

+

T∫
Nτ+


ER̄s

{−γ2‖ŵ − Cθθ(s)‖2

+‖ûc(s) + Cθuθ(s)‖2
R̃
}ds

+
N∑

k=0

ER̄k
{‖ûd(k) − Dθu(k)θ(kτ+)‖2

Ṽ2(k)

−‖ŵd(k) − Dθwθ(kτ+)‖2
T1(k)}

+J̄c(rc) + J̄d(rd)
where

ŵd(k) = wd(k) − T−1
1 (k){R1(k)x(kτ) + S′(k)ud(k)}

−Dwrd(k),

ûc(t) = uc(t) + R̃−1S̃x(t) + Curc(t),

ûd(k) = ud(k) − F2(k)x(kτ) − Durd(k).
Since the left hand side reduces to


N−1∑
k=0

(k+1)τ∫
kτ+

+

T∫
Nτ+


ER̄s

{‖zc(s)‖2}ds

+
N∑

k=0

ER̄k
{‖zd‖2}

−γ2[‖w‖2
2 + ‖wd‖2

2 + x′
0R

−1x0]

−2θ′(0)x(0) − x′
0X(0−)x0
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considering X(T ) = O and θ(T ) = 0, we obtain

JT (x0, uc, ud, w,wd, rc, rd)

= −γ2ER̄0
{‖x0 − γ−2P0θ(0)‖2

P−1
0

}

+




N−1∑
k=0

(k+1)τ∫
kτ+

+

T∫
Nτ+


ER̄s

{−γ2‖ŵ − Cθθ(s)‖2

+‖ûc(s) + Cθuθ(s)‖2
R̃
}ds

+
N∑

k=0

ER̄k
{‖ûd(k) − Dθu(k)θ(kτ+)‖2

Ṽ2(k)

−‖ŵd(k) − Dθwθ(kτ+)‖2
T1(k)}

+J̄c(rc) + J̄d(rd).
Note that J̄c(rc) and J̄d(rd) are independent of uc, ud,
w, wd and x0. Since the average of θ1 over R̄k is zero,
including the ’causal’ part θc(t) of θ(·) at time t, we adopt

û∗
c(t) = −Cθuθc(t)

û∗
d(k) = Dθw(k)θc(kτ+)

as the minimizing control strategy. Then

JT (x∗
0, uc, ud, w

∗, w∗
d, rc, rd)

=




N−1∑
k=0

(k+1)τ∫
kτ+

+

T∫
Nτ+


ER̄s

{‖ûc(s) + Cθuθ(s)‖2
R̃
}ds

+
N∑

k=0

ER̄k
{‖ûd(k) + Dθu(k)θ(kτ+)‖2

Ṽ2(k)
}

+J̄c(rc) + J̄d(rd)

≥




N−1∑
k=0

(k+1)τ∫
kτ+

+

T∫
Nτ+


ER̄s

{‖Cθuθ1(s)‖2
R̃
}ds

+
N∑

k=0

ER̄k
{‖Dθu(k)θ1(kτ+)‖2

Ṽ2(k)
}

= JT (x∗
0, u

∗
c , u

∗
d, w

∗, w∗
d, rc, rd).

Finally we obtain

JT (x0, u
∗
c , u

∗
d, w,wd, rc, rd)

= −γ2ER̄0
{‖x0 − γ−2P0θ(0)‖2

P−1
0

}

+




N−1∑
k=0

(k+1)τ∫
kτ+

+

T∫
Nτ+


ER̄s

{−γ2‖ŵ − Cθθ(s)‖2

+‖Cθuθ1(s)‖2
R̃
}ds

+
N∑

k=0

ER̄k
{‖Dθu(k)θ1(kτ+)‖2

Ṽ2(k)

−‖ŵd(k) − Dθwθ(kτ+)‖2
T1(k)}

+J̄c(rc) + J̄d(rd)

≤ JT (x∗
0, u

∗
c , u

∗
d, w

∗, w∗
d, rc, rd)

which concludes the proof of sufficiency.

Necessity: Because of arbitrality of the reference signals
rc(·) and rd(·), by considering the case of rc(·) ≡ 0 and
rd(·) ≡ 0, one can easily deduce the necessity for the
solvability of our game problem. One can also get the
saddle point strategy by applying the standard dynamic
programming method. In detail, refer to ([3]) and so on.
(QED.)

5. FULL INFORMATION CASE

In this section, we present the solution of the H∞ tracking
problem in the case of full information such that, at each
jump instant, all states and disturbances are observable.
The H∞ tracking theory in the full information setting,
presented in this section, can be applied the H∞ tracking
problem by output feedback for linear jump systems which
are affected by discrete disturbance at jump instants and
the robust H∞ tracking problem by output feedback for
linear jump systems.

In this section, we do not consider the effect of any
continuous inputs. Namely we assume B2 ≡ O and D12 ≡
O on the system (1).

We consider the following Riccati equation with jump
parts for the system (1) with B2 ≡ O and D12 ≡ O.

Ẋ + A′X + XA + C′
1C1

+
1
γ2

XB1B
′
1X = O, t �= kτ (13)

X(kτ−) = A′
dX(kτ)Ad + C′

1dC1d

−R′
2T

−1
2 R2(k) + F ′

1V1F1(k) k = 0, 1, · · · (14)

V1(k) > aXI for some aX > 0 (15)

where

V1(k) = (T1 + S′T−1
2 S)(k),

F1(k) = V −1
1 (k)(R1 − S′T−1

2 R2)(k).

Then we obtain the following thorem, which gives the
necessary and sufficient condition for the solvability of the
H∞ tracking problem in the full information setting and
the saddle point strategy for this game problem.
Theorem 5.1. Consider the system (1) with B2 ≡ O and
D12 ≡ O and suppose A1. Then the H∞ tracking
problems is solvable in the full information setting
if and only if there exists a matrix X(t) > O satisfying the
conditions X(0−) < γ2R−1 and X(T ) = O such that the
equation (13)(14) and the condition (15) hold over [0, T ].
Then

x∗
0 = [γ2R−1 − X(0−)]−1θ(0)

w∗ =
1
γ2

B′
1(Xx + θ)

w∗
d(k) = F1(k)x(kτ) + Rw(k)rd(k) + Rθw(k)θ(kτ+)

u∗
d(k) = −[T−1

2 R2(k)x(kτ)

+T−1
2 S(k)wd(k) + Ru(k)rd(k) + Rθu(k)θc(kτ+)]

where

Rw(k) = V −1
1 (k)[B′

1dX(kτ)B3d
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−S′T−1
2 (k)(B′

2dX(kτ)B3d + D′
12dD13d)]

Ru(k) = T−1
2 (k)(B′

2dX(kτ)B3d + D′
12dD13d)

Rθw(k) = V −1
1 (k)(B′

1d − S′T−1
2 (k)B′

2d)

Rθu(k) = T−1
2 (k)B′

2d.

θ(t), t ∈ [0, T ]Csatisfies




θ̇(t) = −Ā′
c,f (t)θ(t) + B̄c,f (t)rc(t), t �= kτ

θ(kτ) = Ā′
d,f (k)θ(kτ+) + B̄d,f (k)rd(k)

θ(T ) = 0
(16)

where

Āc,f = A +
1
γ2

B1B
′
1X

B̄c,f = −(XB3 + C′
1D13)

Ād,f (k) = Ad + R′
θwV1F1(k) − R′

θuR2(k)

B̄d,f (k) = A′
dX(kτ)B3d + (R′

1 − R′
2T

−1
2 S)Rw(k)

−R′
2Ru(k) + C′

1dD13d

and θc(t) is the ’causal’ part of θ(·) at time t. This θc is
the expected value of θ over R̄s and R̄k and given by




θ̇c(s) = −Ā′
c,f (s)θc(s) + B̄c,f (s)rc(s), s �= kτ,

t ≤ s ≤ tf
θc(jτ) = Ā′

d,f (j)θc(jτ+) + B̄d,f (j)rd(j)
k < j ≤ kf (kfτ < tf < (kf + 1)τ)

θc(tf ) = 0

(17)

where, for kτ+ ≤ t ≤ (k + 1)τ ,

{
tf = t + hτ and kf = k + h if (k + h)τ < T

tf = T and kf = N if (k + h)τ ≥ T.

Moreover, the value of the game is

JT (x∗
0, u

∗
d, w

∗, w∗
d, rc, rd)

=
N∑

k=0

ER̄k
{‖T 1/2

2 Rθu(k)θ1(kτ+)‖2}

+J̄c(rc) + J̄d(rd) (18)

where θ1(t) = θ(t) − θc(t), t ∈ [0, T ],

J̄c(rc) =




N−1∑
k=0

(k+1)τ∫
kτ+

+

T∫
Nτ+


RR̄s

{‖D3rc‖2

+γ−2‖B′
1θ‖2 + 2θ′B3rc}ds, (19)

J̄d(rd) = γ2ER̄0
{‖θ(0−)‖2

P0
}

+
N∑

k=0

ER̄k
{−‖Ru(k)rd(k) + Rθu(k)θ(kτ+)‖2

T2(k)

+‖Rw(k)rd(k) + Rθw(k)θ(kτ+)‖2
V1(k)

+r′d(k)[B′
3dX(kτ)B3d + D′

13dD13d]rd(k)

+2θ′(kτ+)B3drd(k)} (20)

and P0 = [R−1 − γ−2X(0−)]−1.

Corollary 5.1. If Full Information H∞ Tracking Prob-
lem for the system (1) with B2 ≡ O and D12 ≡ O and
the performance index (2) is solvable, the following results
hold, using the gains

Kx = −T−1
2 R2(k), Kwd

= −T−1
2 S(k),

Krd
= −Ru(k), Kθ = −Rθu(k),

Case a) The FI control law for the H∞ fixed-preview
tracking is

uf,a,d(k)

= Kxx(kτ) + Kwd
wd(k) + Krd

rd(k) + Kθθc(kτ+)
with θc(·) given by (17). Moreover, JT (x∗

0, uf,a,d, w
∗, rc, rd)

coincides with (18).
Case b) The FI control law for the H∞ tracking of
noncausal rc(·) and rd(·) is

uf,b,d(k)

= Kxx(kτ) + Kwd
wd(k) + Krd

rd(k) + Kθθ(kτ+)
with θ(·) given by (16) and

JT (x∗
0, uf,b,d, w

∗, w∗
d, rc, rd) = J̄c(rc) + J̄d(rd)

since θ(t) = θc(t), ∀ t ∈ [0, T ].

6. CONCLUSION

In this paper, we have presented the H∞ tracking theory
with preview for linear systems with impulsive effects
(linear jump systems) in the state feedback and full in-
formation cases. Our state feedback theory can be applied
to the robust H∞ tracking theory by state feedback, and
our full information theory can be also applied to the ro-
bust H∞ tracking theory by output feedback for uncertain
linear systems with impulsive effects, where the auxiliary
disturbance is introduced at impulsive parts. Their theory
will be reported elsewhere.
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