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Abstract: Nuclear magnetic resonance (NMR) is a physical phenomenon widely used to study
complex materials. NMR is governed by the Bloch equation, a first order non-linear differential
equation. Fractional order generalization of the Bloch equation provides an opportunity to
extend its use to describe a wider range of experimental situations. Here we present a fractional
generalization of the Bloch equation for a simple spin 1/2 system in a static magnetic field using

the Caputo fractional derivative.

1. INTRODUCTION

Fractional calculus is an extension of classical calculus.
In fractional calculus, definitions are established for in-
tegrals and derivatives of non-integral order, such as
d'/2 f(t)/dt'/?. The literature of fractional calculus begins
with Leibniz, is quite extensive, and today is growing
rapidly (Carpinteri and Mainardi, 1997; Hilfer, 2000; Old-
ham and Spanier, 1974; Podlubny, 1999; Magin, 2006;
Mainardi, 1994; Mainardi et al., 2007; Metzel and Klaffer,
2000; Samko et al., 1993; Zaslavsky, 2005; West et al.,
2003). Fractional calculus is particulary useful in describ-
ing the dynamics of complex systems (e.g., viscoelastic
materials, diffusion in porous composites, and bioelectrode
impedance), and it is now being applied to model relax-
ation and diffusion in nuclear magnetic resonance (NMR)
(Magin et al., 2008).

Fractional derivatives have many properties in common
with the classical ones, but not all the properties are the
same. These differences can be used to describe complex
phenomena that arise due to non-local interactions and
system memory.

However, an important challenge in fractional calculus is
to give a physical meaning for the fractional derivative.
One way to develop physical meaning is by studying the
behavior of complex systems under known perturbations.
A particular and very interesting class of complex phe-
nomena arises in NMR imaging and spectroscopy. The
starting point for NMR is to solve the Bloch equation for
various combinations of applied static, radio frequency and

2. BASIC DEFINITIONS

There are many similar definitions for the fractional
derivative. In this work we employ the left Caputo frac-
tional derivative which is given by (Kilbas et al., 2006)
as

A p— =yt (A smpar. 1
I'(n a)/ <d7’

a

Since we will restrict the order alpha of our derivative
to the range between zero and one this definition can be

simplified as
L[ df(r)
Ti—a) /(t —7) 7‘“, (2)

a

D f(t) =

where the Gamma function has the form
o0

T(z) = / e~ du, (3)

0

One property of the Caputo derivative that is different
from its classical analog is the Leibniz rule for the a-th
order derivative, which is given below for a = 0

soreoio) =Y (§) Eornehn.

0

gradient magnetic fields (Abragam, 2002; Haacke et al., where

1999). In this paper we consider the simple case of a spin o\ I'a+1) (5)
1/2 particle in a static magnetic field. k) kT(a—k+1)
978-1-1234-7890-2/08/$20.00 © 2008 IFAC 9613 10.3182/20080706-5-KR-1001.3172



17th IFAC World Congress (IFAC'08)
Seoul, Korea, July 6-11, 2008

This expression is valid provided both f(t) and ¢(¢) and
all their derivatives are continuous on the interval [0, t],
(Podlubny, 1999).

In addition, for the Caputo derivative we have the follow-
ing properties

T(k + 1)tk

C ok _

A e L U (6)
6 Di(1) =0. (7)

In various applications of fractional calculus the Mittag-
Leffler function appears. This function is a generaliza-
tion of the classical exponential function (Carpinteri and
Mainardi, 1997; Podlubny, 1999; Kilbas et al., 2006; Samko
et al., 1993). The single parameter Mittag-Leffler function
is defined by

=Y ————,a>0. (8)
= I( ak +1)’

By inspection we conclude that

Ey(t) = €', Ey(t) = cosh(t). 9)

The two-parameter Mittag-Leffler function has the form
Eq5(t) = -, a, 3> 0. 10
50 =3t (10)

This function possesses the following properties

t_1 inh(t
Ei5(t) = L,Ez,z(t) = S”f/g( )7

E51(t) = cosh(t).

(11)
(12)

The Laplace transformations for several Mittag-Leffler
functions are summarized below:

a—1
o S
L(Ea(=At")) = PNy (13)
o— « 1
Lt By o(—MtY)) = FY (14)
a—p

_ o s
L7 Bap (=A%) = . (15)
LB (A = S (16)

o, (Sa +)\)pa

provided that s >| A |# .
3. FRACTIONAL BLOCH EQUATIONS

The generalization of the Bloch equation by extension of
the time derivative to fractional order suggests a number
of interesting possibilities concerning spin dynamics and
magnetization relaxation. In this paper we investigate the

classical Bloch equations (Haacke et al., 1999).
dzfz _ Mo;le’ (17)
di\lf = woMy — A,é , (18)
Wy g, o s

Here M., M,, and M, represent the system magneti-
zation (x,y and z components), My is the equilibrium

magnetization, T} is the spin-lattice relaxation time, T5
is the spin-spin relaxation time, and wy is the resonant
frequency given by the Larmor relationship wg = 7By,
where By is the static magnetic field (z-component) and is
the gyromagnetic ratio for spin % particles (water protons).

For the above equations there are several approaches to
follow in fractional generalization; we ultimately should
employ the form best suited for fitting experimental data.
Nevertheless, the assumption of a time domain fractional
derivative suggests a modulation - or weighting - of system
memory, an assumption that alters the spin dynamics
described by the Bloch equations.

In addition, it is well known that fractional order sys-
tems of differential equations (Kilbas et al., 2006) are
strongly dependent on the initial conditions; therefore, we
should choose the fractional derivative most appropriate
for handling the initial conditions of our physical problem.
In NMR the initial state of the system is specified by
the components of the magnetization, hence these need
to be clearly identified. Another more general, and still
open issue, is the physical meaning of the fractional Bloch
equation. This question ultimately goes back to the basic
formulation the Schrédinger equation as a fractional order
partial differential equation in quantum mechanics - a
topic beyond the scope of the present paper (Herman,
2007; Naber, 2004; Baleanu and Muslih, 2005; Baleanu et
al., 2006; Rabei et al., 2007).

In order to preserve the meaning of the initial conditions
for the magnetization for our problem, namely, M,(0),
M,(0), and M (0), we will use the fractional order Caputo
derivative. Therefore, we obtain the following system: a set
of fractional order Bloch equations

My — M,
SpeM, = —2 =2 (20)
T

M
§DEM, = WM, — —~, (21)

T,

M,
SDIM, = —GgM, — Ty (22)

2
Here iy, T, ,and = T each have the units of (sec) ™. Using

either fractional calculus or the Laplace transformation,
the solution for M, (t) is given by

—to M, —te

M, =M,(0)E,(— a, .

(OBl ) + Pt B ()

(23)

For a = 1, this equation reduces to
—1

My
MZ—MZ(O) Ty JthEl Q(Tl) (24)

This can be simplified to the classical result

M, = M,(0)eT™ + My(1 — e 77,

== E171(Z) — 1.

The solutions for M, (t) and M,(t) can be found by solving
the corresponding fractional order differential equations. If
we suppose that

My (t) = My(t) + My (1),

(25)

since zF4 (%)

(26)
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Fig. 1. Plots of M,(t) for different values of « in the

range of @« = 0.5 (bottom curve) to a« = 1.0
(top curve) in steps of 0.1. For these plots, equa-
tion (23) was used with M,(0) = 0, T1=1 sec and
My = 100. The Mittag-Leffler function was evalu-
ated using the Matlab function m-file mlf.m found
at http://www.mathworks.com/matlabcentral.

with

M, (0) = M, (0) + iM, (0), (27)

then we can combine the two equations for the x and the
y components of magnetization given above to yield

o 1
§ DF M. (t) = —iwig M (t) = = Mo (1), (28)
2
Now, assuming
My (t) = M4 (0)Eq(—At7), (29)

and using the Caputo derivative of the single parameter
Mittag-Leffler function

CDEE, (=A%) = —AE, (=A%), (30)
we find that must be
1
A=W + —. 31
Wy + 7 (31)

In addition, using the definition of the single parameter
Mittag-Leffler function, we find

M, (t = 0) = M, (0), M (t = 00) = 0. (32)

Finally, for a = 1 we obtain the classical result
M,(t) = €™ T2 (M, (0)cos(wot) + M, (0)sin(wot)), (33)

M,(t) = e_TLz(]Wy(O)cos(wot) — M, (0)sin(wot)). (34)

The behavior of the transverse magnetization M, (t) at
long times can be estimated by using an asymptotic ex-
pansion for the the Mittag-Leffler function. The following

formula (Kilbas et al., 2006) is accurate to order —y+t,
when |arg(z)] < §

(35)
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Fig. 2. Plots of M, (t) for T = 20 ms and fy = (27 /wy) =
80, 160, and 320 Hz, top to bottom, respectively. For
these plots, equation (34) was used with M, (0) = 0
and M,(0) = 100.
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Fig. 3. Plots of M, (t) for fo = 160 Hz and T, = 10, 20, and
40 ms, top to bottom, respectively. For these plots,
equation (34) was used with M, (0) = 0 and M, (0) =

100.
where we substitute the following
2= =X\ =pe? 0 =arg(\),p=|\. (36)
Thus, A can be written in terms of Wy and TQ/ as
1 5.)2 =1 (5T
p= <F) + (wW0)?, 0 =tan™ " (woTy). (37)
2
In NMR woT), > 1, so that |arg(z)| approaches %. For

increasing time we need only consider the first term of
equation (35), thus
1 xo 1
Ey (=A%) = —exp(e'= Aot), (38)
e

where

Q=

A = p%[cos(g) + isin(g)]. (39)
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Fig. 4. Plots of M (t) in the complex plane with o = 1
(a, classical model), @« = 0.9 (b) and o = 0.8 (¢). For
these plots, equations (26) and (29) were used with
M,(0) =0, M,(0) = 100, T5 = 20 ms and fy = 160

Hz.
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Fig. 5. A plot of fractional order solution to the Bloch
equations with o = 1 (classical model). For this
plot, equations (23), (26) and (29) were used with
M,(0) = 0, M,(0) = 100, M.(0) = 0, T1 = 1 s,
T = 20 ms and fy = 160 Hz.
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Fig. 6. A plot of fractional order solution to the Bloch
equations with o = 0.9. For this plot, equations (23),
(26) and (29) were used with M,(0) = 0, M,(0) =
100, M,(0) =0, Ty = 1s, To = 20 ms and fo = 160
Hz.

Collecting terms we find

1 0 0
Ea(-X%) = —eap(p¥tlcos(— ) + isin(#)]). (40)
Substitution into the expression for the transverse magne-
tization we find for the long time limit

M, (0 0 0
22 = O et ateos T 1 isin T, (a1)
@ « @
which for o = 1 gives the classical result

_ M, (0)

t.
M, (t) earp(—? — iwpt).

2

(42)

. !
We can also examine the cases of very long 75, and for

us

wo = 0. In the first case, = 5 and in the second 6 = 0.
Therefore, for a very long T: 2,’ we find
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M (0 e
ay ) = 2O e, (43)
while in the case of wy = 0, we obtain
M, (0 1 x
2 () = 0 oy Ly aeis), (44)
o T,

Both results suggest fractional order processes; fractional
order precession (with attenuation) in the case of long

T 2/ and fractional order relaxation (with a phase shift) in
the case of Wy = 0 . The necessity of ensuring that the
magnetization terms decay (not grow) in time when @y =
0 is provided by restricting the fractional order parameter
to the range, % < «a < 2. This range is consistent with our
assumption that a fractionalized Bloch equation should
exhibit a fractional damping form of behavior.

4. DISCUSSION

The generalization of the Bloch equation presented in
this paper is one of several possible approaches. However,
given the well defined initial conditions that arise in NMR
experiments, the choice of the so-called Caputo form of
the fractional derivative appears reasonable. For the case
of a simple static magnetic field, the NMR, problem was
easily solved in terms of Mittag-Leffler functions, using
known properties of the fractional derivative - as might
be expected, given the nature of the governing linear,
fractional order differential equations.

The correspondence of the fractional order solutions with
the classical results when the fractional order « is set to
one is reassuring and the expected asymptotic behavior
of the solutions is consistent with the physics of the NMR
problem. For arbitrary values of a an analytical expression
of the transverse and the longitudinal components of
the magnetization is derived. This solution involves a
fractional order generalization of the angular frequency
and the relaxation time constants. This is anticipated as
similar results arise in the fractional order generalization
of viscoelastic and bioelectrode problems (Magin, 2006).
And, just as fractional calculus provides expanded models
for describing biomaterials and bioelectricity in complex
and composite systems, the fractional order generalization
of NMR could be expected to find applications in the study
of heterogeneous, porous and complex materials exhibiting
memory.

The next step in applying fractional calculus to NMR is
to extend the analysis to include the effects of RF pulses,
gradient pulses, and an entire imaging sequence (MRI).
Recent work applying fractional calculus to NMR, mea-
surements of diffusion by space and time fractionalization
of the Bloch-Torrey equation (Magin et al., 2008) and the
theoretical analysis of spin-lattice relaxation by anomalous
translational diffusion in heterogeneous systems using the
fractional diffusion equation (Sitnitsky et al., 2005) sug-
gests that fractional calculus can play an important role in
advancing our understanding of NMR, in complex systems.
Here we use fractional calculus to solve the much simpler,
but fundamental, model for NMR. Examination of this
result and other more general cases can be useful in at least
two ways. First, fractional calculus models represent a
relatively simple way to describe NMR in complex, porous,

or composite systems. There is a multi-scale generalization
inherent in the definition of the fractional derivative, which
accurately represents interactions occurring over a wide
dynamic range of space or time. Hence, there is no need to
segment or compartmentalize systems into all subsystems
or subunits - a system reduction that often creates more
complexity than can be experimentally evaluated. Second,
NMR experiments and measurements conducted on com-
plex materials can shed light on the meaning of fractional
order operations, when the results match the intermediate
order system dynamics predicted by fractional calculus.
Thus, we can begin to unravel the contributions to the
physics that follow from the fundamental model dynamics,
the geometry, and the interaction between system compo-
nents and physical barriers.

In dielectric spectroscopy, fractional order models work
well, often extending over large ranges of time and fre-
quency. NMR, like dielectric spectroscopy, may provide
another tool for probing the connections between physics
and mathematics. In heat transfer and electrochemistry,
for example, the half order fractional integral is the natural
integral operator connecting the applied gradients (ther-
mal or material) with the diffusion of ions or heat (Magin,
2006).

In what way can NMR experiments add to our under-
standing of the meaning of the fractional derivative? Can
the fractional order Bloch equation be derived from a frac-
tional order Schréodinger equation? What does a fractional
order Bloembergen, Purcell and Pound theory predict
about 77 and T, relaxation? What does fractional order
Magnetic Resonance Imaging entail?

The answers to these questions are not known, but the
questions have been raised and the analysis begun.

5. CONCLUSION

Fractional order generalization of the Bloch equations for
spins in a simple, static magnetic field By is possible using
the Caputo definition of the fractional order derivative.
The results are analytical expressions for the longitudinal
and transverse components of the induced magnetization
that can be expressed in terms of Mittag- Leffler functions.
The spin dynamics are found to be in general, fractional
order, but reduce to the classical case when the order of
differentiation is set to one.
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