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Abstract: We propose a novel approach to the three-dimensional reconstruction of flexible
cables for applications in factory automation, such as cable handling and connecter insertion
using robotic arms avoiding conflicts among multiple cables. The approach is based on motion
stereo with a single vision sensor. To solve the stereo correspondence problem efficiently and
effectively, feature-point projection with slit beams and a feature tracking algorithm based on
a robust image-matching method is applied. In addition, we define the tracking stability of
the feature points in order to reject defective stereo correspondences. Experiments using these
methods demonstrate that an arched cable shape can be reconstructed to an accuracy of 1.5%.

Fig. 1. How to measure cable shapes.

1. INTRODUCTION

Automatic flexible cable handling is one of the principal
topics in the field of factory automation. In this paper, a
novel approach to the three-dimensional (3D) reconstruc-
tion of cables is proposed for the purpose of automatic
handling. The method is intended for the reconstruction
of the overall shape of stationary cables, and also as a
preprocessing step for the extraction of more detailed
parts, such as connecters.

Vision sensing is well suited to the acquisition of cable
shape, being a non-contact method that is easy to in-
stall. One option is commonly used binocular vision. It
is however difficult to solve the stereo correspondence
problem when targeting flexible linear objects without
rich textures. Indeed, even if multiple views are utilized,
the problem remains far from easy. Light projection may
be used to simplify the problems associated with cables
when considering the effects of specular reflections. Laser
range-finders, which are typical active sensing instruments,
are susceptible to various effects and changes in illumina-
tion conditions. Complete cable surfaces cannot therefore
be reconstructed stably using such active methods under
real factory environment conditions. Visual cone intersec-
tion methods[1], and methods embodying the visual hull
concept[2], while suitable for the reconstruction of com-
plete cable shapes, require excessive space for installation.
An ideal solution would be mountable on a robotic arm,
cooperating with robot motion to accomplish tasks.
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We deal with the problem using motion stereo with a
single vision sensor mounted on a robotic arm, and discrete
feature-point projection using slit beams. Motion stereo
can handle a variable baseline length, tailored to suit a
given task. Short baselines give rise to significant recon-
struction errors because of the effects of stereo geometry
and quantization noise. Long baselines instead make the
stereo correspondence problem awkward to solve. Hence,
variable baseline lengths tailored to tasks are advanta-
geous. The discrete feature points in the slit beam pro-
jection provide a means to evaluate the reliability of the
stereo correspondence, and perform reconstruction point
by point. As stated above, reconstruction of an entire cable
surface is not easy. One simplistic solution is projection
in order to find the stable feature points on cables and
reconstruct them separately. Assuming that a sufficient
number of reliable feature points can be projected onto the
cables, cable models based on the geometric constraints
of cables may be fitted. One reconstruction method, the
factorization method (Shape from Motion)[3] [4], may be
suitable, except that all feature points under examination
must be reliable in order to reconstruct objects, which
is not feasible. Reconstruction on a point-by-point basis
using motion stereo was therefore selected.

It is necessary to consider two problems in order to achieve
this approach: the stereo correspondence problem of each
projected feature point, and the evaluation of the reliabil-
ity of each stereo correspondence. Multiple images taken
from image sequences should be used in order to solve the
first problem in a stable manner, as with multiple-baseline
stereo[5]. The method of using line detection in closely
sampled image sequences is stable but computationally
expensive.[7][8] In order to achieve a stable solution with
a low computational cost, we applied a tracking algo-
rithm based on Orientation Code Matching (OCM)[6].
This image matching method is robust against changes of
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Fig. 2. Feature point stereo correspondence.

illumination, and more sparsely sampled image sequences.
The potential for ambiguity among the correspondences
still remains, so long as the image features are subject
to degradation caused by various factors, such as the
quality of the projected feature points, surface gloss of
cables, illumination conditions, backgrounds and so on.
We define Tracking Stability (TS) by means of the epipolar
constraint and statistical theory so as to limit the influence
of the ambiguity. These methods facilitated stable and
efficient 3D cable shape sensing.

In the next section, we outline the process involved in the
reconstruction method. Two key algorithms, OCM and
TS, are explained in Sections 3 and 4, respectively. In Sec-
tion 5, experimental results regarding the reconstruction of
arch-shaped cables are presented. Conclusions and future
work are discussed in Section 6.

2. PROCESS OUTLINE

The outline of the process involved in our method is
based on 3D reconstruction of discrete feature points using
motion stereo, as mentioned above. Suppose that there
are n feature points on the cables. The 3D position of
the jth feature point on the cables is denoted by Xj

(j = 1, 2, · · · , n). The 3D position of the jth feature
point being reconstructed using the images at the tth and
(t + k)th frames is denoted by X̂

j

t/t+k. The 3D motion
of the camera from the tth to the (t + k)th position is
denoted by [Rt/t+k, tt/t+k]. Figure 1 shows twelve feature
points reconstructed using a motion [Rt/t+k, tt/t+k]. Such
a segment of successive camera motion is defined as a
motion element, et.

The steps of the algorithm are divided into four sections:
feature extraction, feature tracking, defective point rejec-
tion and feature point reconstruction.

2.1 Feature Extraction

2D feature points are extracted from the image considered
to be the first frame of the motion element et. The
2D position of the jth feature point at the tth frame is
denoted by xjt . These feature points are extracted using
the difference between an image with slit beams and an
image without slit beams. The feature points are defined
as landmarks. Then, in order to handle absent landmarks
during the reconstruction of cable shape, interpolated
points are generated using an Orientation Code (OC)[10]
texture analysis method which is described in Section 3.

2.2 Feature Tracking

At the (t + 1)th frame, the stereo correspondences of the
extracted feature points are found using OCM and an
epipolar constraint. The epipolar equation[9] is defined as:

x̃jTt (tt/t+1 × (Rt/t+1x̃
jT
t+1 + tt/t+1)) = 0 (1)

where x̃ is the augmented vector of x, and xT is the trans-
posed vector of x. The geometry of stereo correspondence

is shown in Fig. 2. Ct is the position of a camera coordinate
system at the tth frame.

2.3 Defective Point Rejection

To determine and reject the defective points, we define
the Tracking Stability (TS) of each feature point. A
feature point that is being tracked well exists on the
epipolar line, provided the camera calibration is accurate
and the camera motion is acquired accurately. Assuming
that feature points demonstrate uniform motion, a stably-
tracked feature point is defined as a point with uniform
motion on the epipolar line. TS, as described in Section
4, is based on the statistical nature of tracking errors and
is used to find defective stereo correspondences. Unstable
feature points can thus be rejected.

2.4 Reconstruction

X̂
j

is reconstructed by means of motion stereo ap-
plied to the 2D position of feature points with stable
correspondence, xjt and xjt+k, and the camera motion
[Rt/t+k, tt/t+k]. These reconstructed feature points are
interpolated by cubic spline curves.

3. ORIENTATION CODE (OC) AND ITS
APPLICATION

3.1 Definition

OC is defined as a quantized value corresponding to the
orientation of the maximum intensity change in neighbor-
ing pixels[6]. The quantization level can be set arbitrarily,
providing it is stable in the presence of intensity or contrast
changes, highlights and shadows. The code cxy is defined
at an arbitrary pixel position as:

cxy =


[
θxy
∆θ

] if | 5 Ix|+ | 5 Iy| > Γ

N =
2π
∆θ

otherwise
(2)

Let θxy, ∆θ and 5Ii represent the direction of the gra-
dient, the quantization width, and the derivative of I in
the i-direction, respectively. Γ is a threshold for suppress-
ing unreliable codes generated from neighbors with low
contrast, for which an exceptional value of N is used. We
adopted N = 16 throughout the paper.

3.2 OC Texture Analysis

Texture analysis using the entropy of the OC distribution
in a local area is applied to find the feature points well
suited to tracking. OC entropy[11] is defined as:

Exy = −
N−1∑
i=0

hxy(i)
M2 − hxy(N)

log2(
hxy(i)

M2 − hxy(N)
) (3)

where hxy(i) (i = 0, 1, · · · , N) is defined as the number
of the ith OC in an M by M local region centered on
any given pixel. OC texture analysis is robust against
gradation and illumination change. It is not so much an
edge [12] [13] or corner [14] [15] detector, as a rich texture
detector containing corner detection.
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Fig. 3. Hand-eye motion model based on motion elements.

Fig. 4. Examples of stable and unstable feature tracking.

Fig. 5. Description of jth feature point motion between the
ith and (i+ 1)th frames in et.

Fig. 6. Standard normal distribution fitting results.

3.3 Orientation Code Matching (OCM)

Feature points are tracked using OCM[16], which can find
templates under hostile conditions, such as illumination
change, shading, highlighting, some amount of object
deformation, and so on. As a similarity measure between
a reference image f and a target image g of the same size,
L × L, the mean of the absolute residuals in OC, D, is
defined as:

D =
1
M2

∑
M×M

d(cf , cg) (4)

d(a, b) =


N

4
if a = N, b = N

min{|a− b|, N − |a− b|} otherwise
(5)

4. TRACKING STABILITY (TS)

Correspondence among the feature points in the images is
achieved using OCM between successive frames. However,
because of the shapes of cables, poor textures caused by
cables with specular surfaces, environmental effects and
so on, complete correspondences are hard to retain in the
image sequence. The TS of the feature points on the cables
was thus defined in order to reject feature points which
have large tracking errors.

4.1 Movement Model

Firstly, we define two constraint conditions for hand-eye
motions: epipolar constraints and uniform motion of each
feature point on an extended image plane. The extended
image plane is defined as a plane including all the image
planes in a motion element et. In order to satisfy these
conditions, the motion of the robotic arm in a given
motion element is expressed by four DoF affine transforms
that contain translational motions along three axes and a
rotation of the optical axis of the camera lens. The hand-
eye movement model is shown in Fig. 3. When the camera
takes samples at even intervals in a motion element, the
two conditions above are assumed. Hand-eye systems can
perform motions of sufficient complexity to achieve tasks
by combining motion elements.

Under the movement model, the stably tracked feature
points perform almost uniform motion on the epipolar
lines. Some feature points however, move unsteadily on
the epipolar lines as shown in Fig. 4. We define the TS of
jth feature point by using the variance of the movement
distance Lji , and the angle θji formed between the epipolar

line with the direction of motion between the ith and
(i + 1)th frames, as shown in Fig. 5. Formally, Lji and
θji are defined as:

Lji = xji+1 − xji (6)

θji = Cos−1(
Lji · e

j
i

|xji+1 − xji |
) (7)

where eji is a unit tangent vector along the epipolar line.

4.2 Formulation based on The Statistical Nature of The
Error

The sample variance of the Euclidean movement distance
Lji = |xji+1 − xji | and the angle θj is defined as:

sjL
2

=
1

k − 1

k−1∑
i=1

(Lji − L̂
j)2

sjθ
2

=
1

k − 1

k−1∑
i=1

(θji − θ̂
j)2

(8)

where k is the number of the last frame in the motion
element. Since the population parameter of the expected
value L̂j is not easily comprehended, the unknown pa-
rameter is chosen to be 1

k

∑k
i=1 L

j
i (= L̄j). In contrast,

a population parameter of θ̂j may be found from our
preliminary analysis, so θ̂j ≡ 0.

Let us now consider the statistical nature of the errors,
Lj − L̂j and θj . Figure 6 shows histograms of the distance
and angle errors observed in our experiments, fitted with
the standard normal distribution. The experimental con-
ditions are described in Section 5. The results reveal some
fluctuation, but it is reasonable to assume that the errors
obey normal-distributions, which we take to be N(L̄j , sjL

2
)

and N(0, sjθ
2
). When random variables X1, X2, . . . , Xn fol-

low a normal distribution N(µ, σ2), the following equation
holds as a general characterization:

(n− 1)s2

σ2
∼ χ2(n− 1) (9)

where χ2(n − 1), s2 and σ2 are an n − 1 DoF chi-square
distribution, the sample variance, and population variance,
respectively. We therefore obtain:

sjL
2
∼ σ2

L

k − 2
χ2(k − 2)

sjθ
2
∼ σ2

θ

k − 1
χ2(k − 1)

(10)

The DoF of the chi-square distribution of L becomes k−2,
because the population parameter of L̂j is unknown.

We define thresholds of sjL
2

and sjθ
2

using the variance
values corresponding to a 100(1-α) percent confidence
interval for the chi-square distribution:

ΓL =
σ2
L

k − 2
χ2
α(k − 2)

Γθ =
σ2
θ

k − 1
χ2
α(k − 1)

(11)
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Fig. 7. Environment used in the cable measurement exper-
iment.

Fig. 8. An example cable image sequence.

Fig. 9. Landmarks on cables using slit beam irradiation.

Fig. 10. 40 feature points extracted from cables.

Fig. 11. SCC rate in each frame with or without tracking.

We adopted α = 0.01 throughout the paper.

Because σ2
L and σ2

L are in general unknown, appropriate
values must be estimated. In our experiments, these values
were estimated from the variance among all feature points.
Finally, the TS is defined as:

T j = T jLT
j
θ (12)

T jL =

1−
sjL

2

ΓL
if sjL

2
≤ ΓL

0 otherwise
(13)

T jθ =

1−
sjθ

2

Γθ
if sjθ

2
≤ Γθ

0 otherwise
(14)

When the observed variance is outside of a 99 percent
confidence interval for the chi-square distribution, TL and
Tθ become zero. If the variances sjL

2
and sjθ

2
are small, TL

and Tθ approach one.

5. MEASUREMENT EXPERIMENT

5.1 Experimental Environment

The experimental environment is shown in Fig. 7. A
camera was mounted on an automatic X-Z stage with a
positioning accuracy of 0.02 mm. The depth from the floor
to the CCD plane of the camera was 450 mm. The camera
was moved 140 mm along the XI -axis of the image in 7
mm intervals, and 20 images were taken at each position.
An example image sequence is shown in Fig. 8. Motion
stereo was applied using the 1st and 20th images. This
is equivalent to stereo vision with a baseline of 140 mm.
The images were of VGA size, and the maximum frame
rate was 30 fps. The focal length of the lens was 6 mm.
The intrinsic camera parameters were computed using the
flexible estimation method by Zhang[17]. The parameters
were then modified by measuring the 3D positions of the
corners of a checker board to an accuracy of 1/10th pixel.
By using this measurement system, we calculated the
depth of the corners of the checker board to within 0.5%
of their true values. This illustrates the basic performance
of this 3D measurement system.

Fig. 12. TS of each feature point.

Fig. 13. 3D cable shape reconstruction.

5.2 Feature Extraction Performance

20 landmarks and interpolated points were extracted from
two arch-shaped cables as shown in Fig. 10. The interpo-
lated points were extracted from the cable surface in a
stable manner. Many of the landmarks were on the upper
side, due to the angle of rotation. In addition, a number
of landmarks, e.g., 6, 15, and 18, were not on the cables,
because reflections of some laser slit beams projected onto
the background were seen on the cables in the image. These
are false extractions, but a correct choice with respect to
the image. 82.5% of the feature points were on the cables.

5.3 Feature Tracking Performance

Firstly, we have tested the effectiveness of the tracking
algorithm by comparison to stereo correspondence without
tracking. “Without tracking” means solving the stereo
correspondence problem using only two images for each
frame, the first and the last. The results are shown in
Fig. 11. The Stereo Correct Correspondence (SCC) rate,
shown in Fig. 11, is defined as SCC= 100n−nd

n %, where n
is the number of feature points and nd is the number of
falsely tracked feature points. False tracking was defined
as tracking with an error of more than 5 pixels. The error
was observed by hand in this experiment. The results with
tracking are improved, and have an increased number of
frames. About 40% of the feature points in the last frame
are however tracked falsely.

Figure 12 shows the TS of each feature point in the
last frame. The TS of the landmarks has an average
value of 0.79, while the TS of the interpolated points
has an average value of 0.53. Five interpolated points,
24, 27, 37, 38 and 39, were rejected according to the
threshold based on the confidence interval of the chi-
square distribution. Without these points, the average
for the interpolated points rises to 0.71. The TS of the
falsely extracted landmarks was lower than the correctly
extracted landmarks, as mentioned above, because they
move in a different direction to the camera’s motion in the
extended image plane. In addition, some landmarks, such
as 11, disappeared during the tracking process because of
specular reflections on the surface of the cable from lights
in the environment. The TS of such feature points was
lower.

5.4 3D Reconstruction Performance

Figure 13 (a) shows the 3D reconstruction results for all
feature points and the application to the cubic spline
interpolation. The errors in stereo correspondence cause
a noisy reconstruction result. On the other hand, in Fig.
13 (b), the reconstruction using only points with high TS
(T > 0.8) reveals results with a better appearance than
when all points are used.

For a quantitative evaluation, a non-contact 3D digitizer
VIVID 910 from KONIKA MINOLTA was used to re-
construct the arch-shaped cables. The digitizer was not
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Table 1. Height measurement results for arch-
shaped cables.

Digitizer High TS All points

cable A 105mm 110mm (+5) 116mm (+11)
cable B 110mm 114mm (+4) 116mm (+6)

optimized for 3D cable reconstruction. The experiment
was therefore performed in a dark room with no environ-
mental lighting. The positioning accuracy of the digitizer
was 0.008 mm. The heights from the floor to the arch-
shaped cables were measured using the digitizer as well
as by the proposed method. The error between the result
of the digitizer and the proposed method for each recon-
structed point was measured. Next, the maximum error
was found. Table 1 shows the results for the reconstruction
of the heights of each cable top. The reconstruction results
for cable B are better than for cable A, because many
interpolated points, 37, 38, 39 and so on, whose TS values
were zero appeared on cable B.

The result using only points with high TS values is closer
than the result using all the points. The depth errors in
each reconstructed point when using all the points are
within 3.2%. By contrast, the errors when using only
points with a high TS value are within 1.5%. Errors were
cut by over 50% by means of TS analysis.

6. CONCLUSIONS

We proposed a system for reconstructing the shapes of ca-
bles in 3D, using a single camera intended for mounting on
a robotic arm. The method involves landmark projection,
OC-based feature tracking, TS analysis and motion stereo.
In the arch-shaped cable reconstruction experiments, cable
shape was reconstructed to within 1.5% of its true depth
value. Future work includes the improvement of the land-
mark projection method.
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