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Abstract: In this paper, we investigate stability and bifurcation arising in a communication network

model with a large number of homogeneous (symmetric) users and a single bottleneck AQM queue. We

carry out bifurcation analysis to study the effect of user delay and strength of feedback. It is shown that

for any given delay, there exists a critical amount of feedback (due to AQM) at which the equilibrium

loses stability and a limit cycling solution develops via a super-critical Hopf bifurcation. The conclusion

is verified both numerically and analytically.

1. INTRODUCTION

Communication networks such as the Internet exhibit a wide

variety of complex dynamic behavior. Examples of such com-

plex behavior include dynamic synchronization of the flows

passing through the same bottleneck link [Han et al. (2005)],

user flow rate oscillations in the presence of delays [Shakkottai

et al. (2003)], and chaotic behavior of user flows and queues at

the routers[Veres and Boda (2000)].

This paper is concerned with stability, bifurcation and oscilla-

tions arising in communication networks vis-a-vis two impor-

tant factors: 1) network delay and 2) network inter-connection

strength. The type of delay considered models the delay
√

d

that user experiences in receiving feedback from the network.

The network inter-connection strength is modeled here using

coupling strength parameter β , a parameter in the active queue

management (AQM) model. The stability and bifurcation re-

sults are described in the parameter space (β ,d). The moti-

vation for considering these two factors (more than others)

is because: 1) of their physical relevance to communication

networks, and 2) these issues are universal, albeit in different

forms, across networks. As an example, biological networks

are often studied using simplified oscillator models where os-

cillator frequency is a network parameter and inter-connection

is determined by coupling strength and the properties of graph

Laplacian; cf., Ariaratnam (2002).

Recently, there have been many papers focussing on dynam-

ics, bifurcation, oscillations and chaos in simplified models

of communication networks. One of the earliest papers, Veres

and Boda (2000) found (using numerical simulations) that TCP

exhibits chaotic behavior regardless of the applications, such

as HTTP, SMTP, suggesting that there are inherent chaotic

behavior imbedded in TCP. This was verified by La et al. (2002)

when they found that the chaotic behavior is also independent

of the discontinuities in the drop probability of droptail. Firoiu

and Borden (2000) showed that the equilibrium queue value

depends on its relation with the drop probability, and Shakkottai

et al. proved that the oscillatory TCP flows are in fact bounded.

A variety of analytical methods have been applied to study these

oscillations. Ranjan and Abed (2002) found period-doubling

and border-collision bifurcation using center manifold theo-

rem on an discrete-time normalized TCP-RED model. Li et al.

(2004) used normal form theory and center manifold theorem

to find a supercritical Hopf Bifurcation. Raina (2005) obtained

results on local bifurcation for a nonlinear delay differential

equation model of communication with a single discrete delay.

Han et al. (2005) study the question of synchronization of two

TCP flows by using a weakly coupled oscillator analogy. An

approach based on describing functions analysis of synchro-

nization is described in Korkut (2006).

There are three contributions of this paper: One, we provide an-

alytical methods of a homogeneous network with large number

of users. Two, the parameter space (β ,d) representing the ef-

fects of delay and inter-connectivity are not only relevant from

practical considerations but also can be used as benchmark

for other investigations with more general network topology.

In particular, we present numerical and analytical evidence on

role of these two factors and characterize stability of equilib-

rium solutions, as well as nature of bifurcation and resulting

non-equilibrium limit cycling solution. Finally, the results of

our analysis can serve as design guidelines for choosing the

feedback strength as well as investigating other coupling mech-

anisms that have better stability and bifurcation characteristics.

The remainder of this paper is organized as follows. In Sec-

tion 2, we present the fluid model with numerical results on

kinds of behavior observed. These numerical results are ex-

plained with the aid of linear and nonlinear analysis presented

in Sections 3 and 4 respectively. Section 5 concludes with a

summary of the work and possible avenues for future research.
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2. MODEL AND NUMERICS

2.1 Models

We consider a communication network with a single bottleneck

link topology with fixed capacity C shared by M users. Instead

of conducting a packet level analysis of the network we adopt

a network model based on fluid approximations Srikant (2004);

Alpcan and Başar (2005). Each user is associated with a unique

connection for simplicity and transmits with a nonnegative flow

rate xi over this bottleneck link. For xi ∈ R
+ .

= [0,∞), the ith

user is assumed to follow a transfer control protocol (TCP)-like

additive-increase multiplicative-decrease flow control scheme:

ẋi(t) = κ

[

1

d
−βxi(t)xi(t −

√
d)p(t −

√
d)

]

, (1)

where 0 ≤ p ≤ 1 is the observed rate of marking (or depending

on the implementation, dropping) of its packets,
√

d is the delay

and β is the coupling parameter.

The packet marking occurs at the link whose dynamics are next

described. If the aggregate sending rate of users exceeds the

capacity C of the link, then the arriving packets are queued in

the buffer q of the link. The non-negative queue size evolves

according to the ODE:

q̇(t) =







































M

∑
i=1

xi(t)−C if 0 < q < Qmax,

min(0,
M

∑
i=1

xi(t)−C) if q = Qmax,

max(0,
M

∑
i=1

xi(t)−C) if q = 0,

(2)

where we assume a maximum buffer size of Qmax at which

the queue saturates and any incoming packet after this point is

dropped; cf. Hollot et al. (2002). p(·) in (1) is set by the AQM

control and takes the general form

p = f (q). (3)

The analytical results and formulas are presented with feedback

form p = f (q). The numerical evidence will be provided for a

linear feedback of the type used in a RED type AQM scheme.

In particular, p(t) is a linear function of q:

p(t) =
q(t)

Qmax
. (4)

Note that the parameter β is used to scale the amount of

feedback.

2.2 Numerical Results

In this section, we present the results on the numerical study

of equations (1) and (2). The simulations were carried out in

MATLAB for parameter values given in Table 1. For details on

numerical approximation, time-step, initial conditions, conver-

gence etc., see Wang (2007). Numerically, there are two kinds

of asymptotic behavior observed in the (β ,d) parameter space:

Equilibrium and limit-cycle Oscillations.

Equilibrium solution: For β = 0, the queue saturates at Qmax

and user flow rates increase without bound. For sufficiently

small positive values of parameter β , one asymptotically ob-

serves an equilibrium solution for user flow rates and queue.

Table 1. Parameter Values

Link Capacity C = 1000

# of users M = 10

Queue bounds Qmin = 0, Qmax = 100

User parameters κ = 0.01

This solution is denoted as z0 = (x0,q0)
T , where x0 is a positive

vector of size M. The equilibrium solution x0 is symmetric,

i.e., all users have the same flow rate. x0 > C
M

and q0 = Qmax

for d < d∗(β ), and x0 = C
M

and q0 < Qmax for d > d∗(β ); see

Fig. 1(a). In words, for a given coupling strength β , the queue

saturates (q0 = Qmax) leading to an inefficient user flow rate

(x0 > C
M

) for sufficiently small delays.

Oscillations: For a fixed delay d, we have: a) x0 > C
M

and

q0 = Qmax for β ≤ β ∗(d)(this corresponds to the inefficient

equilibrium regime); b) x0 = C
M

and q0 < Qmax for β ∗(d) < β <
β0(d); and c)large amplitude oscillations appear for β ≥ β0(d).

The above discussion is summarized in a single bifurcation

diagram depicted in the (β ,d) parameter space in Figure 1(a).

The boundaries β ∗(d) and β0(d) are indicated. In the following,

we present analysis of stability, bifurcation, and oscillations in

the efficient regime, i.e., for β > β ∗(d). Our choice is largely

dictated by the fact that this regime is the most interesting; more

complete results including stability analysis for β ≤ β ∗(d)
appear in Wang (2007).
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Fig. 1. (a) Stability diagram calculated numerically with queue

amplitude, and (b) Comparison of critical beta between

simulation and analytical results

3. LINEAR ANALYSIS

In this section, we obtain formulas for equilibria (Section 3.1)

and study its stability via spectral analysis (Section 3.3). The

analysis shows the equilibrium looses stability at a critical value

of parameter β = β0. At the crossover point, the eigenvalue is

imaginary suggesting the presence of Hopf bifurcation. This is

pursued in detail in the following section.

3.1 Equilibrium

The numerical simulations show that the user flow rate is

symmetric in both the equilibrium and the oscillatory regimes.

To aid the analysis of such solutions, (1)-(2) is replaced by

dynamics in the symmetric fixed point space:
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ẋ(t) = κ

[

1

d
−βx(t)x(t −

√
d)p(t −

√
d)

]

(5)

q̇(t) =







Mx(t)−C if 0 < q < Qmax

min(Mx(t)−C, 0) if q = Qmax

max(Mx(t)−C, 0) if q = 0.
(6)

The equilibrium solution, denoted as z0
.
= (x0,q0)

T is obtained

by setting right hand side to 0:

z0 =



















(

1
√

βd
, Qmax

)T

if β < β ∗(d)

(

C

M
, f−1

(

β ∗(d)

β

))T

otherwise

, (7)

where β ∗(d) = 1
d

(

M
C

)2
= β f (q0). We denote β ∗(d) as β ∗.

3.2 Functional Analytic Preliminaries

We denote R = (−∞,∞), and z = (x,q) ∈ Z
.
= R

2, a 2-

dimensional linear vector space over reals with standard inner

product denoted by < ·, · >. Ck([a,b],Z) is used to denote the

Banach space of k-times continuously differentiable functions

on [a,b] taking values in Z with the sup-norm topology. In

particular, C
.
=C0([−

√
d,0],Z) is a Banach space of continuous

functions mapping interval [−
√

d,0] into R with sup-norm

|φ | = sup
−
√

d≤θ≤0

|φ(θ)| for φ ∈C. (8)

For a continuous function of time z(t) ∈C(R,Z), we define

zt(θ)
.
= z(t +θ) for −

√
d ≤ θ ≤ 0. (9)

Now, it is convenient to think of the DDE (5)-(6) as an evolution

equation on C. Explicitly, one can write

∂ z(t +θ)

∂ t
=

{

∂ z(t +θ)/∂θ for −
√

d ≤ θ < 0

F(zt ,β ) for θ = 0
, (10)

where

F(zt ,β )
.
=





κ

[

1

d
−βx(t)x(t −

√
d)p(t −

√
d)

]

Mx(t)−C



 . (11)

About an equilibrium solution z0 = (x0,q0), the linearization is

given by

∂ z1(t +θ)

∂ t
=

{

∂ z1(t +θ)/∂θ if −
√

d ≤ θ < 0

L(β )(z1)t if θ = 0,
(12)

where

L(β )(z1)t =
[

−κx0

[

β ∗
(

x1(t)+ x1(t −
√

d)
)

+βx0 f ′(q0)q1(t −
√

d)
]

Mx1(t)

]

,

and z1 = (x1,q1)
T ; subscript 1 will often be used to clarify that

z1 is a perturbation about the equilibrium z0. For notational

purposes, we will often denote the two equations (at θ = 0)

as

∂ z

∂ t
(t) = F(zt ,β ), and

∂ z1

∂ t
(t) = L(β )(z1)t . (13)

Here F : U ×V → Z where U and V denote open sets such

that z0 ∈U ⊂C, β0 ∈V ⊂ R. L(β ) = DzF(z0,β ) is the Frechet

derivative of F taken with respect to z at (z0,β ). Associated

with L(β ) is its adjoint:
[

−κx0β ∗ ·
[

x1(t)+ x1(t +
√

d)
]

+Mq1(t)

−κβx2
0 f ′(q0)x1(t +

√
d)

]

.
= L∗(β )(y1)t

(14)

where y1 = (x1,q1)
T .

3.3 Eigenvalue Calculations

On taking the Laplace Transform of the linearization (12), one

obtains an eigenvalue problem

σ

[

X1

Q1

]

= L(β )

[

X1

Q1

]

, (15)

where

L(β ) =

[

−κx0β ∗(1+ e−σ
√

d) −κβx2
0 f ′(q0)e

−σ
√

d

M 0

]

(16)

and Z1(σ) = (X1,Q1)
T (σ) is a Laplace transform of z1(t) =

(x1,q1)
T (t). L is defined by the 2×2 operator matrix. In gen-

eral, the operator L may have both a continuous and a discrete

spectrum. In this paper, we only evaluate the discrete spectrum;

details regarding continuous spectrum appear in Wang (2007).

Let (X1,Q1)
T denote the eigenvector corresponding to an eigen-

value σ . Solving for X1 yields

X1 =
−κβ · x2

0 f ′(q0)Q1 · e−σ
√

d

σ +κ · x0β ∗ ·
(

1+ e−σ
√

d
) , (17)

provided that the denominator never vanishes, i.e., σ 6= −κ ·
x0β ∗ ·

(

1+ e−σ
√

d
)

for any d. The characteristic equation is

given by:

1+
κx0 (β ∗σ +M ·βx0 f ′(q0))e−σ

√
d

σ(σ +κx0β ∗)
= 0 (18)

which is numerically solved to obtain the discrete spectrum;

see Wang (2007) for details. Figure 2(a) depicts the root locus

of the least stable eigenvalue pair, denoted as λ (β ), as it crosses

the imaginary axis for increasing values of the parameter β .
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Fig. 2. (a) Critical eigenvalues, and (b) Real part of eigenvalue

speed at critical point

We will use the notation β0(d) to denote the critical value where

the eigenvalue λ (β0) = iω0. At the critical value, the eigenvec-

tor is denoted by Z1(β0) = (χ1,φ1)
T .

= ζ . One can also repeat

these considerations for the adjoint problem (equation (14)). At

the critical value, Y1(β0) = (χ∗
1 ,φ ∗

1 )T .
= υ is used to denote

the eigenvector for the adjoint problem, i.e., L∗(β0)Y1(β0) =
−iω0Y1(β0), where L∗ denotes the Laplace transform of the

adjoint operator L ∗.
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Spectral analysis shows that there is a single path of eigenvalue

λ (β ) that cross the imaginary axis at the critical value β =
β0(d). This suggests appearance of oscillations via a classical

Hopf bifurcation analysis. To conclude a Hopf bifurcation

result, one require an estimate of the eigenvalue speed at the

crossover. Although, one can directly take a derivative of the

characteristic equation (18), we provide this estimate in terms

of operator L and its adjoint. The formulas will be useful in

the perturbation calculations given in the following section.

Denoting

A(β ) =

[

0 −κx2
0 f ′(q0)e

−λ (β )
√

d

0 0

]

, (19)

B(β ) =

[

κβ ∗√dx0e−λ (β )
√

d κβ
√

d f ′(q0)x
2
0e−λ (β )

√
d

0 0

]

, (20)

we obtain the following formula

dλ

dβ
(β0) =

< A(β0)ζ ,υ >

< ζ ,υ > − < B(β0)ζ ,υ >
(21)

The details appear in Wang (2007), where we further simplify

the expression to obtain a crisp formula. Here we provide

a numerical comparison of the eigenvalue speed using (21)

and numerical experiments; see Figure 2(b). Note, at β = β0,

one substitutes λ (β0) = iω0 in (19)-(20) and we will use the

notation A(β0,ω0) and B(β0,ω0) to make this dependence

explicit.

4. NONLINEAR ANALYSIS

The purpose of this section is to describe a perturbation method

to obtain the oscillation solutions past-bifurcation. Using these

methods, one can easily study the effect of parameters such as

β and d on the post-bifurcation behavior. Details on some of

these studies appear in Wang (2007).

4.1 Functional Analytic Preliminaries

We are interested in periodic solutions of (5)-(6). For study of

such solutions, it is useful to introduce a substitution s = ωt to

rescale the unknown period 2π/ω to 2π . Explicitly, one obtains

ω
∂ z(s)

∂ s
=





κ

[

1

d
−βx(s)x(s−ω

√
d)p(s−ω

√
d)

]

Mx(s)−C





.
= F̃(zs,ω,β ) (22)

where F̃(zs,ω,β ) = F(zs(ω·),β ). In the re-scaled coordinate,

the linearization is given by

ω0
∂ z1

∂ s
(s)

=

[

−κx0

[

β ∗
(

x1(s)+ x1(s−ω0

√
d)
)

+β0x0 f ′(q0)q1(s−ω0

√
d)
]

Mx1(s)

]

.
= L̃(β0,ω0)(z1)s, (23)

where L̃(β0,ω0)(z1)s = DzF(z0,β0)zs(ω0·) = L(β0)(z1)s. Note

that the unknown frequency ω now appears in the right hand

side of equations too.

For analysis of periodic solutions, Ck
2π(R,Z) is used to denote

the Banach space of k-times continuously differentiable peri-

odic functions with period 2π . Functional analytically, one is

interested in solutions of the nonlinear operator equation

G̃(z,ω,β )(s) ≡ ω
∂ z

∂ s
(s)− F̃(zs,ω,β ) = 0, (24)

where G̃ : Ũ ×Ṽ →C0
2π(R,Z), and z0 ∈ Ũ ⊂C1

2π(R,Z),

(ω0,β0) ∈ Ṽ ⊂ R
2. The linearization of the nonlinear operator

equation is given by

DzG̃(z0,ω0,β0)z1(s) = ω0
∂ z1

∂ s
− L̃(β0,ω0)(z1)s, (25)

where DzG̃(z0,ω0,β0) : C1
2π(R,Z) →C0

2π(R,Z).

We will follow a perturbation method based on Lyapunov-

Schmidt reduction to investigate zeros of (24). The crucial

property here is that there is a simple eigenvalue iω0 such

that L(β )(z1)t = iω0z1(t), where z1(t) = ζ eiω0t for some func-

tion ζ = (χ1,ϕ1) ∈ Z. At this point, we also recall the nota-

tion for the eigenvalue problem for the adjoint: L∗(β )(y1)t =
−iω0y1(t), where y1(t) = υeiω0t for some function υ =
(χ∗

1 ,ϕ∗
1 ) ∈ Z. After re-scaling, the explicit equations for adjoint

L∗ are:

L̃∗(β0,ω0)(y1)s
.
=

[

−κβ ∗x0

[

x1(s)+ x1(s+ω0

√
d)
]

+Mq1(s)

−κβ0x2
0 f ′(q0)x1(s+ω0

√
d)

]

(26)

In carrying out the Lyapunov-Schmidt reduction, one needs a

Fredholm alternative condition for establishing existence of 2π-

periodic solution of linear equation

ω0
∂ z1

∂ s
(s)− L̃(z1)s = h(s) (27)

where ω0 appears due to the scaling of time; the explicit form

of L̃ in our case is given in (23). The existence of 2π-periodic

solution for the general boundary value problem (27) is related

to the 2π-periodic solution of the adjoint problem, formally

written as:

ω0
∂y1

∂ s
(s)+ L̃∗(y1)s = 0. (28)

Theorem 1. (Corollary 4.1 in Hale (1993)). The sufficient and

necessary condition that there exist 2π-periodic solutions of

(27) is
∫ 2π

0
< h(s),y1(s) > ds = 0 (29)

for all 2π-periodic solutions y1 of the formal adjoint problem

(28).

In order to aid calculations in bifurcation study, we also define

notation for two linear operators:

Ã(β0,ω0)(z1)s
.
=

[

−κx2
0 f ′(q0)q1(s−ω0

√
d)

0

]

(30)

B̃(β0,ω0)(z1)s
.
=

[

κ
√

dx0

[

β ∗x1(s−ω0

√
d)+β0x0 f ′(q0)q1(s−ω0

√
d)
]

0

]

, (31)

where z1 = (x1,q1)
T . Note operators A and B first defined

in (19)-(20) are in fact the Laplace transforms of these oper-

ators.

4.2 Perturbation Method

In this section, we present a Lyapunov-Schmidt based pertur-

bation method to determine the nature of the bifurcation and
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obtain asymptotic formulas for the periodic orbit near the bifur-

cation point. To do so, we introduce a small parameter ε and

consider the perturbation expansion:

z(s) = z0 + εz1(s)+ ε2z2(s)+ ε3z3(s)+ . . . , (32)

β = β0 + εβ1 + ε2β2 + ε3β3 + . . . , (33)

ω = ω0 + εω1 + ε2ω2 + ε3ω3 . . . , (34)

where (ω0, β0) are the frequency and the bifurcation parameter

value at the critical point, z0 = (x0,q0)
T is the equilibrium

value for the user and queue, and zi(s) = (xi(s),qi(s))
T . The

equilibrium solution is consistent with (7). On substituting the

series in equation (22) and collecting terms, the O(ε) yields the

linearization

ω0
∂ z1(s)

∂ s
= L̃(β0,ω0)z1(s) (35)

where L̃(β0,ω0) is defined in (23). Its solution is given in terms

of the eigenfunction:

z1(s) =

{

χ1eis + c.c.

ϕ1ei(s) + c.c.
(36)

Here we recall that (χ1,ϕ1)
T .

= ζ are the eigenfunctions for

L̃(β0,ω0). At this point, it is also useful to point out the solution

to the adjoint problem (28), which is given by

y1(s) =

{

χ∗
1 eis + c.c.

ϕ∗
1 eis + c.c.

, (37)

where (χ∗
1 ,ϕ∗

1 )T .
= υ are the eigenfunction for the adjoint

L̃∗(β0,ω0).

At O(ε2)

ω0
∂ z2(s)

∂ s
= L̃(β0,ω0)z2(s)+h(s) (38)

where

h(s) =−ω1
∂ z1(s)

∂ s
+β1Ã(β0,ω0)z1(s)

+ω1B̃(β0,ω0)z
′
1(s)+N2(s), (39)

where L̃(β0,ω0), Ã(β0,ω0), and B̃(β0,ω0) are defined in (23),

(30), and (31), respectively and

N2(s) =

[

−κβ ∗x1(s)x1(r)−κβ0x0 f ′(q0)q1(r)(x1(s)+ x1(r))

0

]

, (40)

where r
.
= s−ω0

√
d is used as a notational aid, z′1(r) denote

the derivative of z1(·), taken with respect to its arguments. By

applying the Fredholm alternative (29), for the solution to exist
∫ 2π

0
< h(s),y1(s) > ds = 0 (41)

Substituting (37) and (39) into (41), one obtain
∫ 2π

0
− iω1 < z1(s),y1(s) > +β1 < Ã(β0,ω0)z1(s),y1(s) >

+ iω1 < B̃(β0,ω0)z1(s),y1(s) > + < N2(s),y1(s) > ds

= 0, (42)

where Ã(β0,ω0) and B̃(β0,ω0) are defined in (30)-(31). Now
∫ 2π

0 < N2(s),y1(s) > ds = 0, because N2(s) has no harmonic

component (a term proportional to eis or e−is). Substituting (36)

and (37) into (42) results in the following

Ã(β0,ω0)
(

ζ eis + c.c.
)

= A(β0,ω0)ζ eis + c.c., (43)

B̃(β0,ω0)i
(

ζ eis + c.c.
)

= iB(β0,ω0)ζ eis + c.c. (44)
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Fig. 3. Results of z2(s):(a)Real part (b)Imaginary part

Thus (42) simplifies to

− iω1 < ζ ,υ > +β1 < A(β0,ω0)ζ ,υ >

+ iω1 < B(β0,ω0)ζ ,υ >= 0. (45)

Using formula (21), this gives

dλ

dβ
(β0)β1 − iω1 = 0. (46)

Since the real part of the speed is non-zero, β1 = ω1 = 0. As a

result of this, the O(ε2) term becomes

ω0
∂ z2(s)

∂ s
= L̃(β0,ω0)z2(s)+N2(s) (47)

whose solution is given by

z2(s) =

{

χ2ei2s + c.c.

ϕ2ei2s +ϕ20 + c.c.
, (48)

where χ2, ϕ2 and ϕ20 are shown in Figure 3(a)-(b).

At O(ε3), we need only apply the Fredholm alternative to

deduce β2 and ω2, so we express the equation

ω0
∂ z3(s)

∂ s
= L̃(β0,ω0)z3(s)+h(s) (49)

where

h(s) =−ω2
∂ z1(s)

∂ s
+β2Ã(β0,ω0)z1(s)

+ω2B̃(β0,ω0)z
′
1(s)+N3(s) (50)

where L̃(β0,ω0), Ã(β0,ω0), and B̃(β0,ω0) are defined in

(23),(30) and (31),respectively. N3(s) is given by

N3(s) =

[

N3,x(s)
0

]

, (51)

where

N3,x(s) =−κβ ∗ [x1(s)x2(r)+ x1(r)x2(s)]

−κβ0 f ′(q0)x1(s)x1(r)q1(r)

−κβ0x0 f ′(q0)q2(r)[x1(s)+ x1(r)]

−κβ0x0 f ′(q0)q1(r)[x2(s)+ x2(r)], (52)

where r = s − ω0

√
d is again used as a notational aid. By

the Fredholm alternative, for a solution to (49) to exist, the

following condition must be satisfied
∫ 2π

0
< h(s),y1(s) > ds = 0. (53)

Substituting h(s) into (53), we have
∫ 2π

0
− iω2 < z1(s),y1(s) > +β2 < Ã(β0,ω0)z1(s),y1(s) >

+ iω2 < B̃(β0,ω0)z1(s),y1(s) > + < N3,y1(s) > ds = 0.

Now,
∫ 2π

0 < N3,υ > ds 6= 0 because it contains harmonic

components. We denote Ñ3 as the harmonic components of N3
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Ñ3 =

[

Ñ3,x

0

]

, (54)

where

Ñ3,x =−κβ ∗χ̄1χ2

(

e−i2ω0

√
d + eiω0

√
d
)

−κβ0 f ′(q0)
[

χ2
1 ϕ̄1 + χ1χ̄1ϕ1(1+ e−i2ω0

√
d)
]

−κβ0x0 f ′(q0)χ̄1ϕ2(e
−i2ω0

√
d + e−iω0

√
d)

−κβ0x0 f ′(q0)χ1(ϕ20 + ϕ̄20)(1+ e−iω0

√
d)

−κβ0x0 f ′(q0)χ2ϕ̄1(e
iω0

√
d + e−iω0

√
d).

On repeating the steps (43)-(45), one obtain for this case

− iω2 < ζ ,υ > +β2 < A(β0,ω0)ζ ,υ >

+ iω2 < B(β0,ω0)ζ ,υ > + < Ñ3,υ >= 0. (55)

where ζ = (χ1,ϕ1)
T and υ = (χ∗

1 ,ϕ∗
1 )T . Solving the real and

complex terms of (55) leads to ω2 and β2. The results are shown

in Figure 4(a), which shows that the bifurcation is supercritical

(β2 is positive). For a particular d = 0.022, the resulting stable

branch of the oscillations is presented in Figure 4(b).
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Fig. 4. (a)Results of β2 and Ω2 and (b) the resulting stable

branch of oscillations.

5. CONCLUSION

In this paper, we studied the dynamical model (1)- (2). Using

numerical simulations, we found two states: equilibrium and

limit-cycle oscillations. The equilibrium value was found ana-

lytically in (7), which matched the numerical results obtained

with RED AQM. Using bifurcation analysis, we showed oscil-

lations arise as a result of a supercritical Hopf bifurcation. A

perturbation method was used to obtain the branch of oscilla-

tion solutions consistent with the solutions observed numeri-

cally (see Figure 4).

6. APPENDIX

ζ =

(

χ1

ϕ1

)

=





1
M

iω0
χ1



 υ =

(

χ∗
1

ϕ∗
1

)

=





1

κβ0x2
0 f ′(q0)e

iω0

√
d

iω0
χ∗

1



 (56)

χ2 =
−κχ2

1 e−iω0

√
d
[

β ∗ +β0x0 f ′(q0)
M

iω0
(1+ e−iω0

√
d)
]

i2ω0 +κx0

[

β ∗(1+ e−i2ω0

√
d)+β0x0 f ′(q0)

M
i2ω0

e−i2ω0

√
d
] (57)

ϕ2 =
M

i2ω0
χ2 (58)

ϕ20 = −β ∗χ1 χ̄1eiω0

√
d

β0x2
0 f ′(q0)

− ϕ̄1χ1(1+ eiω0

√
d)

x0
(59)
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