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Abstract: This paper describes a framework for implementing real-time enterprise planning, scheduling
and control processes based on information provided by RFID sensing systems. The proposed framework
is based on optimal control algorithms, and interfaces with existing ERP infrastructure. The objective
is to respond autonomously to changes in the enterprise using a feedback configuration that minimizes
disruptions. RFID sensing systems have the potential to provide the real time data needed to implement
enterprise feedback functionality. The central concept presented in the paper is a real time repair schema
implemented in a distributed architecture, that utilizes dynamical models described by differential

equations with piece-wise continuous solutions.

1. INTRODUCTION

The real-time data provided by RFID technology by tagging
products and tracking their movements at every point along
the supply-chain has the potential to impact the efficiency
and speed of enterprise processes such as inventory control,
automated sales, price determination, and marketing. RFID
sensing systems, when implemented, will provide accurate
time-stamped data about flows and state of the enterprise, see
Sweeny [2003] and Samuel [2003]. In principle, the informa-
tion generated from RFID sensing should significantly decrease
the time dependent uncertainty of the state of the enterprise.
This could allow for less conservative control strategies. In or-
der to realize its potential, RFID-based systems must overcome
some important technological obstacles. One of these obstacles
is that the amount of information generated by an RFID sys-
tem grows rapidly with the number of different tagged items.
For practical applications in enterprise process automation, this
will require new approaches for real-time, distributed data han-
dling and processing, Sweeny [2003]. Another obstacle is that
the detection processes for accurate discrimination, specifically
the ability to accurately recognize tag information of multiple
items, have not been completely solved. In order to imple-
ment real-time autonomous enterprise control systems, sensing
technologies must be significantly augmented with a decision-
making system that processes the information extracted from
the sensors and encodes it in some on-line database, fuses
the information, see Kohn and Remmel [1996], James et al
[1995], and generates actions that automate basic components
of the enterprise operations. Over the last two decades, enter-
prises implemented ERP systems for managing and automating
business processes, for example Curran et al [1998]. These
systems constitute a significant investment in software, hard-
ware, and training. Current ERP systems are not well suited to
implement feedback systems with the functionalities mentioned
above. In this paper we describe real-time planning scheduling
and control feedback systems that improve the performance of
the enterprise by generating plans, schedules and actions that
depend on real-time information from RFID and other sensing
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technologies (e.g. bar code systems). A distributed feedback
system that realizes this approach must involve a global map-
ping from sensory data and strategy into actions. We refer to
systems of this type as Enterprise Feedback Systems (EFS).
When deployed, EFS will dramatically increase the efficiency
and performance in application areas such as capacity planning,
scheduling, inventory control, sale and pricing automation, and
other logistics areas. The expected substantial behavior im-
provement of the enterprise is a consequence of the significant
reduction in operational enterprise uncertainty and of more
accurate market forecasting. These systems are discussed in
Section 2. The central concept discussed in this paper is a repair
implementation of EFS, Kohn and Brayman [2003] and Kohn
et al [2005], which is based on an optimal control architecture,
Kohn et al [2003]. A repair implementation of EFS corrects
actions generated by a current ERP system to tune the enterprise
process in response to real-time sensor data. Repair is needed
to minimize disruption in the behavior of the enterprise due to
unexpected events or a change in trend data such as demand. We
will discuss this concept in more detail in Section 3. The central
element of Control Repair Architecture is the Control Genera-
tor. We will describe the functionality of this element in Section
4. The enterprise models used for implementing the proposed
architecture are continuous time models described by piecewise
continuous differential equations. We conclude this introduc-
tory section with a very important observation about the nature
of models used to implement our enterprise control architec-
ture. In order to implement a repair system continuous-time
models represented by ordinary differential equations are better
suited than discrete or heterogenous models. This is not a limi-
tation because of an existing technology called continualization
described in Kohn et al [1996 a], Kohn et al [1997], Kohn
et al [1996 b], and Kohn et al [1989], which allows us to
exactly encode discrete and rule-based model components as
continuous and differential constraints.

2. FEEDBACK SYSTEM

RFID and other real-time sensory data could provide a substan-
tial enhancement in the performance of the enterprise brought
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by the self-correcting and stable tuning characteristics of a suit-
ably designed feedback control system. Unfortunately, current
ERP systems are inadequate for generating real-time actions as
a function of the very high volume of sensory data, Sweeny
[2003]. In this section we describe the characteristics of the
components of the proposed architecture. Fig. 1 illustrates an
enterprise process controlled by an ERP system and enhanced
by a sensor system driving a real-time repair process. The
repair components enable the following four improvements:
enhancement of the performance of the enterprise, adequate
response to the high-speed sensory data such as RFID, tuning
the parameters of the enterprise model as a function of real-
time data, correction of planning, scheduling, and control func-
tionality of the ERP system in response to unexpected events
and other time-dependent changes. In Fig. 1, the architectural
components labeled as ERP represent an existing automated en-
terprise management system (see Bowersox et al [1996]). The
ERP system is a semi-autonomous system that generates, with
different levels of abstraction, plans, schedules, and enterprise
control actions for managing the enterprise. This type of system
is described in Curran et al [1998] and O’Leary [2000]. In
Fig. 1, the block labeled Sensor System represents not just sens-
ing elements but also data processing components. The plan-
ner generates a plan to implement an enterprise strategy. The
scheduler assigns resources to execute the plan in the form of
a schedule of activities, and the control and automation system
generates actions to realize the schedule. Usually, because of in-
accuracy in the modeling of the enterprise and noise in the sen-
sory data, the plan can only be executed approximately at best.
In many instances, continuous user intervention is needed to
maintain adequate behavior of the enterprise, Lee et al [1997].
The proposed feedback control system addresses these issues
by generating stable control laws. The networked components
indicated with darkened lines are the elements of the proposed
repair system. It includes three components, represented by the
ovals in the diagram. In addition, the forecast element that is
usually run independently, is incorporated into the loop.
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Fig. 1. Enterprise Planning Scheduling and Control Diagram

In this diagram the enterprise block represents a process or
processes that transforms the input (raw material, capital, labor,
etc.) into product and services in a dynamic fashion. The model
of this transformation will be referred to as Reference Model
in Section 3. Although Planning, Scheduling, and Control are
very different functionalities, the underlying architectures of
the Planner Repair, Scheduling Repair, and Control Repair
components are very similar. Therefore the remainder of the
paper focuses on the Control Repair component only. We also

would like to state that the diagram depicted in Fig. 1 is a
functional representation of the architecture.

3. CONTROL REPAIR ARCHITECTURE

The control repair element has a distinctive architecture based
on principles of Control Theory of dynamical systems with high
level of uncertainty. The proposed architecture is a modified
version of the so-called “model following” control law, see
Astrom et al [1995]. The modification is that the control law
follows a model that is dynamically modified as a function of
sensory data. The model is continuously tuned with respect to
its parameters (parameter adaptation) and its structure (learn-
ing). This is essential for implementing automated schemas
for enterprise systems which are modeled largely by empirical
principles with highly uncertain parameters. A diagram of the
proposed control repair architecture is shown in Fig. 2. This
architecture consists of six elements: Control Generator, State
Estimator, Reference Model, Adapter, Learning Engine, and
Command Translator. The Command Translator is an element
that translates dynamic actions into commands for the refer-
ence model, which is a real-time continuous simulation of the
repairable dynamics of the enterprise. Each of the other five el-
ements is formulated as a dynamic optimization whose purpose
is to compute in real-time the input-output map associated with
the element. For example, the state estimator element computes
and dynamically updates a map that generates an estimate of
the repair state of the enterprise as a function of current sensor
data, internal state estimate, actions, and model and parameter
updates. Similarly, the control generator computes the control
law map that generates actions as a function of actual output,
simulated output, and parameter and model updates. We will
describe this schema only for the control generator element. We
note that the behavior of each of the other elements is deter-
mined by the same generic optimization formulation. However
the overall repair control behavior must be a solution of an
optimization problem of minimizing the enterprise disruption
with respect to the reference model, subject to fence constraints
and operational constraints. Fence constraints are essential for
implementing the repair schema and will be explained in Sec-
tion 4.
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:
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Fig. 2. Conceptual Enterprise Control Architecture

A map separation principle allows us to formulate the func-
tional architecture shown in Figure 2. The separation principle
provides a formal procedure for decomposition of the function-
ality of the overall minimum disruption optimization map into
separate map optimizations for each element. The decompo-
sition is important due to several reasons: scalability allows to
decompose the optimization problem into several sub-problems
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whose additive complexity is lower than that of the original
optimization, the decomposition facilitates the design of the
distributed Control Architecture, and the separation principle
guarantees stabilizability if the original functional architecture
is stabilizable. %beginenumerate This separation principle is
based on the theory of harmonic morphisms and is described in
a paper in preparation: Kohn and Brayman [2004] and also in
Baird et al [2003].

Each of the elements in the architecture depicted in Fig. 2
requires a separate treatment and we intend to do this in future
papers. We conclude this section with a short summary of the
functionality of each of the elements in the repair control
architecture.

e Reference model: simulates the dynamic representation
of the enterprise process under control (see Kohn et al
[1994], Lee at al [1994], Nerode et al [1992], Nerode
etal [1993]).

e Control Generator: computes the optimal control law as a
causal map from the performance space ( the product of
the sensor space , the parameter space the model frame
space and the state space) to the space of actions.

e Adapter: computes optimal parameter estimates as a map
from the space of observables and commands onto the
space of parameters.

e Learning Engine: computes incremental optimal updates
to the reference model based on causal observations and
commands.

o State Estimator: computes optimal causal incremental es-
timates (forecast) of the state of the enterprise from sensor
data. As parameters of the reference model are updated,
the state estimator map is tuned.

e Command Translator: translates commands into actions.

4. CONTROL GENERATOR

The Control Generator implements a robust repair control map
that produces actions in response to a wide range of events and
variations encountered in the dynamics of enterprise processes.
It generates time dependent action vector v(¢) at each time ¢
as a function of the estimated state trajectory £(¢), and the
simulated trajectory x(¢), see Fig. 2. In this paper we do not
discuss the properties (continuity, convergence, existence, etc.)
of the differential models, for details see Kohn and Remmel
[1997]. The Control Generator operates in two modes: refer-
ence and repair. Both are implemented in a schema referred
to as a sliding window mechanism consisting of a window of
width T with time increment AT. The sliding window mech-
anism allows the current value of the action variables v(¢) to
depend on the simulated state of the enterprise generated by
the reference model element and will be described later on in
this section. The reference mode is formulated as an optimiza-
tion problem with criterion that defines the desired behavior
of the enterprise process under control. This mode is needed
for “cold starting” the process or when the state trajectory
x and control trajectory v of the enterprise process from the
previous horizon [t; — AT,t; — AT + T are not available or are
highly corrupted. As we described before, the repair mode is
applicable when one of the objectives is to minimize disruption
with respect to previously computed enterprise state trajectory
and control. These trajectories are generated in real time by
the reference model element. We briefly describe the reference
mode in the next subsection.

4.1 Reference Mode

The reference mode is characterized by a control optimization
problem, Athans et al [1966]. The moving time interval of
this problem is the interval [f],#; + T]. The symbol #; denotes
current time generated by the real time “clock”. The symbol T
denotes a constant: the width of the window.

The control optimization problem, whose solution is the refer-
ence mode state and action trajectories is given by:

n+T

min [ 80 v(0).d0)an (1)

subject to

t

x,-(t)—xi(tl)—‘/ﬁ(x(r),v(r))dtzo,i: L.

n

Y ]7 (2)

gj(x(t),V(t))ZO,jZ1,...,m (3)
ve vV “)
t €, +T)), Q)

where 7 is a compact subset of R" and d(f) is a driv-
ing function (e.g. deterministic or forecasted demand). Here
d, {fi,i: 1,...,n— 1}, and {gj,j = l,...,m} are sufficiently
smooth.

We introduce a scalar variable x,(¢) > 0 such that

5(0) = [ Bx(x)0(3).d(w)e ©

xalt1) = 0. %

Then problem (1)-(4) becomes:
min x,(t; +T) (8)
(1)

subject to (for 7 € [t1,11 +T))

5 = x(t) = [ F®)9(@).d(@)dT =0, i=1.m ©)

gj(x(t),v(t)) >0, j=1,..,n(10)
v cv, (11

where
- Rilx(@),v(r) i=1,...,n—1
T80 0, d(e))i =

The solution of this problem, v*(¢), is called the optimal control
and the corresponding trajectory, x*(¢), i.e. a trajectory that
satisfies (9)-(11) and (8), is called the optimal trajectory. We
solve problem (8)-(11) via a direct transcription formulation
presented in Kohn and Brayman [2003]. Notice that the solu-
tion to problem (8)-(11) gives the expected state trajectory x(z)
and control trajectory v(¢), t € [t;,T), which is the output of the
reference model. In this problem, the criterion is defined by the
user.
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4.2 Repair Mode

In this subsection we describe a configuration for running a
repair strategy which uses a sliding window schema. The Con-
trol Generator receives as inputs a Criterion, Fences, Events,
Window clock, and the Reference state and action Trajectories
on the current window interval. The criterion used by the Con-
trol Generator may change to respond to unexpected situations.
Therefore, it allows for the criterion to be changed during a
window interval. Fences are sub-intervals of the width of the
window interval on which the state and/or action trajectories
are not allowed to change with respect to reference trajectories.
This is the mechanism used in our proposed implementation
to indicate to the control generator what parts of the behavior
of the enterprise during the current window interval are not
allowed to be disrupted. For example, the job assignments may
be fenced in order to prevent wide-spread reorganization in the
current enterprise execution policy. Events are input variations
that are accumulated at a single time point ¢ .

Let T be the width of the window, let AT, the window up-
date interval, be the duration of a window pane. A pane is
the interval [r; — AT,t] where #; is the current time. During
the pane the Control Generator element acquires the events
accumulated in the interval [t — AT,#;]. These events are rep-
resented as an impulse at ;. The “Forgetting” function is a
continuous function over the window interval that allows the
control generator to emphasize or dampen the time-dependent
criterion to respond to current needs of the enterprise. At time
1 — AT the reference control v*(1=27)(¢) and corresponding
reference trajectory x*(1=27) (1) fort € [t; — AT,t; — AT +T]
are computed. These control and state trajectories are given at
time #;. At time t; — AT the window slides AT units. The
repair mode then has to compute the incremental changes in
the control &v'! (r) and state 8x"! (¢) trajectories, for ¢ in the time
interval [t;,#; + T]. These incremental changes are caused by
five reasons:

(1) As the window slides by AT units, the time horizon of
the optimization slides by AT units so the trajectories are
perturbed by a change in the horizon from 1, — AT 4T to
tn+T.

(2) The accumulation of events in the interval [t; — AT, #],
E3(t —11) to the system.

(3) The time dependent parameters such as demand change in
the interval [t;,¢; + T].

(4) The optimality criterion is allowed to change to accom-
modate unexpected situations (e.g. as a response to change
in competitors’ advertising strategy). The Forgetting func-
tion is needed here to ensure the smooth and stable transi-
tion between criteria.

(5) The previously set fences may change.

The control generator can handle two types of events: catas-
trophic and repairable. Catastrophic events cause the model to
be rebuilt completely and the process to start anew using the
Reference Model as described in the previous subsection. In
this subsection we consider repairable events, that is events
that cause changes in the model that can be represented by
a modified perturbation model described in Kohn and Bray-
man [2003]. Here, repairable events are restricted in amplitude
and interval of impact. In particular, we consider only those
events that can be modeled as a term A°S (f —t,) added to the
dynamics, where the event time #, € [t; — AT, #], the positive

amplitude A° € [Anin,Amax), and 8(¢) is the delta-distribution
(impulse). In the repair mode, the reference action and state
trajectories are given. Let v(1=27)*(¢) and x(1=2T)*(¢) be the
reference control and reference state trajectory respectively on
the interval [rj — AT,t; +T — AT] computed at 1; — AT. De-
fine 8x}' () and 8V () to be a state trajectory and control repair
respectively. Fences are time sub-intervals, where no deviation
from the reference trajectory is allowed. Let S¥,(¢) and S, (¢) be
the “fencing indicator” functions defined as follows

S (1) = 0 if ¢ is in the “fenced” interval for x;
%/ 77 1 otherwise

S (1) = { 0ifzis ir} the “fenced” interval for vy
Vk 1 otherwise ’

We assume that there is a finite number of fenced intervals in

[f1,81 + T] specified by the user. Then (for i = 1, ...,n), where n

is the dimension of the model, the incremental state trajectory

8x!! (¢) starting at #; is given by

2 () =1 ) — A
- of i
Y5 (0= A7) 83 ()34 (1)
j:

Se() d12)

S Of; " "
+k§ G (1= AT) ) S} (D) (0

t
+f
3l

L 0fi f
; 8751 ((t1 —AT)*)dd,' (1)

where the notation (#; — AT)* means that the partial deriva-
tives are evaluated along the reference trajectory, e.g.

9fi

gj ((f1 — AT) %)
_ % ([17&7‘)* (IlfﬁT)* ([17&7’)*
=3 (v (1), (1).d ).

The set {[tj’“,té’b} 8= 1,...,M,~} are the fenced time sub-
intervals for state i = 1,...,n.

We approximate all the events ASS (1 —¢.) that happen during
the [ — AT, 1] time interval with a single event A3 (1 —1,) at
t1, where AE‘ is the sum of all AS. Then

+ +
I I

/ei(r)dr - /Aﬁ.la(r—tl)dr — Al

f 4l

The identity 8x}' (1) = xi' (1) — xf”iAT)*(

initial conditions for 8 (f).

t1) — Al gives the

4.3 Analytic extension of the reference trajectory

Notice xl(tl 7AT)*(I) and vf" 7AT)*([) are defined on

[t — AT,t; +T — AT]. In order to find the dynamics of dx'' ()
on this interval, we need to extend x\" 7 (t) and plr—AT)x (1)

i i
to the time interval [t;,#; + T|. We use the analytic extension,

. L —AT
that is we assume that the continuation of a curve xgt' >*(t)

on the interval [t} + T — AT, #; + T is due to a constant control,
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fixed at t =1, + T — AT. We don’t allow any “fencing” in
[ll +T—AT,I1 —&-T}.

Then from (12),

8x (1) = 84! (1 + T — AT)
B n a‘fi(ll—AT)*

_ h
axj (th+T AT)ij (1)

n af'(quT)*
+ Z’T(II+T—AT)5¢,;(I) dt
n+T—-AT | k=1 (Z]iAT)*
+Z f;T(fl'i‘T—AT)ad[(T)
L =1 l

tef+T—AT,y+T],i=1,...,n,

where 3 V1 (t) =v(t1 +T) —v* (1 +T — AT) .
Then the dynamics on the interval [t;,#; + T| becomes
I
! (1) =

. & (1) )
Y 5 (0= AT)) S (18 (1)

84(7)

Xi

J | E B - snmswsim | |~

. aﬁ 1
+1; dl((tl—AT)*)Sdl (1) |
teft,tn+T—AT]

Sxf.l (t1+T—AT)

Il—AT)*

(
n afi
27

axj

+ / +Ziafi

H+T—AT k

(t+T — AT) 8 (1)

(t1 +T — AT) 8] (1) | 4T,

—t— (1 +T — AT)dd (1)
~ 94
tet+T—AT,t;+T]

4.4 Repair Criterion

Criterion (8) more generally can be written as ®(x(¢; +T)). The
expansion up to the second order gives the repair criterion

% S (0 +T) Bulx(tn +T)ox (01 +T).  (13)

The goal of repair is to minimize criterion (13) while minimiz-
ing the change with respect to a nominal trajectory. Then the
combined criterion is

SOV (04 7) Bl + TS (0 +T) (1)

+% (8" ()" Q8" (1) + % (31())" R&V' (1),

where Q and R are constant positive definite matrices specified
by a user that define a balance between satisfaction of the
enterprise criterion (13) and minimizing the change.

4.5 Repair Constraints

In this short subsection we compute the constraints for the
repair problem based on the constraints of the reference mode.
From (3),

g (AT (1) 4 81 (1), AT (1) + 811 (1)) > 0,
j=1,...,m. (15)
We expand (15) up to the first order and obtain,

gj(x(tl—AT)*(t) + Syl (I),V(tl —AT)x (Z) + S ([))
~gj (x(tl—AT)*(t)’ v(tl _AT>*(I))

98; ( (n-aT) (11— AT)

+ 52 (x ()2 (1)) 81 (1)
dg; (t1—AT) (11 —AT)x !

+ 35 (x (1), (t))Sv‘(t)

ae., j=1,...,m.

(16)

In order to assure that inequality (15) is satisfied, given that
g (3 A () AT (1)) 20, j=1,.m,

the second and the third terms on the right-hand side in (16)
must satisfy

dg; (1| —AT)x (= AT)x '
S (=BT 1), =T (1)) 840 (1)

dg; (11 —AT)x (ty—AT)* '
+ 5 (x 1=AT)% (p) ylo (;)) & (1)
>0

ae., j=1,...m. 17

The inequalities (17) are determined by perturbation from the
original constraints of the optimization formulation in repair
mode. We note that dx1 () is discontinuous. Therefore the ex-
pansion (16) is piecewise continuous. The repair optimization
formulation is given by: minimize criterion (15), subject to (13)
and (17). Notice also that 81 (t) must be such that v('1)*(r) € V.

5. CONCLUSIONS

This paper presents a feedback repair system for implementing
autonomy in enterprise processes to achieve significant im-
provement in enterprise productivity. In order to realize this im-
provement, we need real-time sensory data provided by RFID
sensory systems to characterize the status of the enterprise.
However, this is not enough. More fundamentally, we need
a framework that combines existing ERP infrastructure with
a real-time repair system to generate control laws that drive
the enterprise to achieve objectives that are not possible today.
The proposed repair system is formulated as a perturbation
dynamics system. This means that both the action and the state
trajectories of the enterprise are piecewise continuous. The op-
erational criterion for the repair system is a combination of two
components, the user-defined criterion for the enterprise oper-
ation and the disruption criterion. For practical reasons, min-
imizing disruption is an essential property, examples include:
drastic change in schedules, machine assignments, sales strate-
gies, routing, etc. Repair systems have the ability to fence in
time dependent state and action segments to generate solutions
with acceptable levels of disruption with respect to a reference

4491



17th IFAC World Congress (IFAC'08)
Seoul, Korea, July 6-11, 2008

behavior. The proposed repair schema allows for dynamic mod-
ification of the criterion if needed to respond appropriately to
unexpected events. In order to accomplish appropriate response
of the repair system, we need an architecture that supports
repair and is compatible with the distributed nature of enterprise
processes. Although this paper only discusses in some detail the
control repair component of the architecture the scheduling and
planning repair components have been formulated similarly.
We will report on particularities in future papers. Our research
group is currently engaged in formulating applications to vari-
ous enterprise problems based on the central ideas presented in
this paper.
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