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Abstract: Extracellular cues affect signaling, metabolic, and regulatory processes to elicit cellular 

responses. Although intracellular signaling, metabolic, and regulatory networks are highly integrated,

previous analyses have largely focused on independent processes (e.g., metabolism) without considering

the interplay that exists among them. In this paper, we present the recent development of a flux balance 

analysis (FBA)-based strategy, referred to as integrated dynamic FBA (idFBA), that dynamically simulates 

cellular phenotypes arising from integrated networks [Lee et al., 2007]. The idFBA framework solves a 

linear program to find the optimal fluxes of biochemical reactions in an integrated network. It assumes 

quasi-steady-state conditions for “fast” reactions and incorporates “slow” reactions into the stoichiometric 

relationships to confine the feasible solution space. We also describe its recent application to a prototypic 

integrated system to assess the efficacy of idFBA [Lee et al., 2007].  

1. INTRODUCTION 

Intracellular biochemical networks are comprised of

signaling, metabolic, and regulatory processes. Until recently, 

signaling, metabolic, and regulatory networks had largely 

been treated separately. However, high-throughput 

experimental data coupled with computational systems 

analysis techniques have elucidated multifunctional

components involved in fundamental disease processes 

[Gianchandani et al., 2006]. For example, signaling cascades 

are triggered by the presence of extracellular stimuli and 

often result in activation of transcription factors. These 

transcription factors function in regulatory networks, 

regulating the transcription of associated genes and the 

synthesis of various proteins used in signal transduction and 

metabolism. Consequently, a key challenge in the post-

genomic era is to consider the interconnectedness of 

biochemical networks and how extracellular cues affect 

highly integrated intracellular processes to elicit cellular 

responses such as growth or differentiation. 

Two major approaches have been employed to quantitatively 

analyze large-scale biochemical networks:  kinetic models 

[Famili et al., 2005] and flux balance analysis (FBA) 

[Kauffman et al., 2003]. In the first approach, a set of 

ordinary differential equations (ODEs) describing the mass 

balance of each species in the system is constructed. Despite 

its generality, the application of this type of mechanistic 

model at a genome-scale is largely considered impractical 

because it necessitates the consideration of many pathways 

for which detailed reactions and their kinetic parameters are 

not yet known. On the other hand, FBA can accurately 

generate phenotypic properties of a biological network in the 

form of a steady-state flux (i.e., reaction rate) distribution 

without detailed kinetic information. FBA only requires a 

physiologically relevant objective function (e.g., in the case 

of metabolism, maximizing the growth rate or maximizing 

ATP production), mass-balance constraints (i.e., the 

stoichiometry of the reactions), and constraints on reaction 

directions and thermodynamics. Since the physicochemical 

constraints are readily defined (e.g., from the annotated 

genome sequence and measured enzymatic capacities), FBA 

has been used effectively to study large-scale biochemical 

networks, particularly metabolic networks [Papin et al., 2003].  

A key challenge to the modeling of integrated systems is the 

multiple orders of magnitude that time scales of intracellular 

biochemical networks generally span. Signaling and 

metabolic reactions typically occur rapidly. For example, 

kinase/phosphatase reactions, protein conformational changes, 

and most metabolic reactions occur on the order of fractions 

of a second to seconds [Papin et al., 2005]. By contrast, 

receptor internalization [Lauffenburger and Linderman, 

1993] and regulatory events [Weng et al., 1999], as well as 

end-stage phenotypic properties such as cellular growth or 

differentiation [Alberts, 2002] can take several minutes to 

hours to complete. These multiple time-scales pose 

computational challenges for the quantitative analysis of 

integrated systems. Kinetic models of integrated systems are 

inherently “stiff,” which are difficult to simulate and 

extremely sensitive to modeling errors [Kumar et al., 1998]. 

It is also challenging to apply FBA to integrated systems 

because of its intrinsic steady-state assumption, while the 

“fast” and “slow” reaction dynamics that coexist 

intracellularly. Due to these complexities, previous models 

and analyses have focused primarily on network modules 

rather than integrated systems. [Papin et al., 2004, Pritchard 

and Kell, 2002, Stelling and Gilles, 2001]. 

Some preliminary dynamic analyses of integrated systems 

have been completed. Integrated analyses of regulatory and 

metabolic networks revealed novel mechanisms in 
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Saccharomyces cerevisiae and Escherichia coli [Covert and 

Palsson, 2002, Herrgard et al., 2006]. Recently, a kinetic 

model accounting for signal transduction, metabolism, and 

regulation was constructed to describe the response of S. 

cerevisiae to osmotic shock [Klipp et al., 2005]. This model 

connected specific outputs of one network (e.g., signaling) 

with the inputs of another network (e.g., metabolism) in a 

“sequential” fashion. However, it did not consider the 

complete set of interactions among the biochemical networks, 

such as feedback of proteins expressed as a function of the 

regulatory network to signaling and metabolism. 

The objective of this paper is to describe the recent 

development of a FBA-based computational framework,

termed integrated dynamic flux balance analysis (idFBA), for 

the quantitative, dynamic analysis of cellular behaviors 

arising from signaling, metabolic, and regulatory networks at 

the genome-scale (see Lee et al. (2007)). The idFBA

framework requires an integrated stoichiometric 

reconstruction of signaling, metabolic, and regulatory 

processes. It assumes quasi-steady-state conditions for “fast” 

reactions and incorporates “slow” reactions in a time-delayed 

manner. To assess the efficacy of idFBA, we describe its 

recent application to a prototypic integrated system with 

topological features characteristic of those observed in 

existing in silico signaling, metabolic, and regulatory 

network reconstructions as well as kinetic paramteres 

reported in literature. idFBA allowed for quantitative, 

dynamic analysis of systemic effects of extracellular cues on 

phenotypes of the prototypic integrated system and provided 

acceptable time-course predictions when contrasted with an 

equivalent kinetic model.  

2. CONCEPTUAL FRAMEWORK AND METHODS 

2.1 Biological Systems Evaluated: Prototypic Integrated 

System 

In order to assess the efficacy of idFBA, a prototypic 

integrated system was constructed with characteristics typical 

of those observed in published in silico network 

reconstructions of signaling, metabolic, and regulatory 

networks (Figure 1, see Lee et al. (2007)). Specifically, we 

generated representative reactions with stoichiometric 

relationships and estimated their associated rate constants 

from literature.  

Signal transduction 

Signal transduction pathways govern a cell’s response to 

extracellular stimuli. The prototypic signaling network is 

comprised of a set of reactions that is typical of biological 

signaling pathways such as phosphrelay and kinase cascade 

modules. As shown in Figure 1, ligands (L1, L2, and L3) bind 

to receptors (R1, R2, and R3) to form ligand-receptor 

complexes (L1R1, L2R2, and L3R3). These complexes are 

subsequently either internalized or involved in 

phosphorylation events. Phosphorylation of signaling 

components takes place through a series of reactions 

involving ATP and other activated components. Any one 

signaling component can also activate multiple other 

signaling components. Ultimately, activated transcription 

factors (T1p, T2p, and T3p), that are representative of 

phosphorylated proteins are the downstream effector

molecules that result from the signaling pathways. 
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Figure 1. A prototypic integrated network. Solid boundary 

lines indicate three functional network modules: signal 

transduction (upper left), metabolism (upper right), and 

transcriptional regulation (bottom).

The model of signal transduction consists of a total of 45 

reactions. The rate constants for these reactions are based on 

values observed for similar signaling reactions in literature 

[Klipp et al., 2005, Lauffenburger and Linderman, 1993, 

Schoeberl, et al., 2002]. Most of the reactions in the 

prototypic signaling network are “fast”; steady-state 

concentrations are achieved on the order of seconds. 

However, there are some “slow” reactions that take on the 

order of several minutes to hours to reach steady state. These 

include the internalization of ligand-receptor complexes and 

inhibition and hydrolysis of activated components. The 

typical order of magnitude of the concentrations of signaling 

components in this prototypic integrated system is micro-

molar (µM) [Klipp et al., 2005; Schoeberl, 2002]. 

Metabolism 

Metabolic pathways produce energy, amino acids, and other 

precursors required for the growth and maintenance of a cell. 

The metabolic reactions in the prototypic system comprise 

pathways representative of glycolysis and amino acid 

synthesis. The model contains 13 reactions, and the

associated kinetic parameters were adapted from previous 

work [Rizzi et al., 1997; Teusink et al., 2000; Klipp et al., 

2005]. The biosynthetic requirements for cellular growth (i.e., 

biomass production) were defined based on the prototypic 

metabolic reactions in Covert et al. (2001) (Eq. (1)), where 

H1 and H2 are representative of amino acids and F and G are 

representative of metabolites. 
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vgrowth: 1.5F + 10G + 2H1 + 2H2 + 5ATP   Biomass (1) 

The maximum carbon utilization rate, Sumax, was set to 

10.5mmol/(g(dry weight)•h) as in Varma and Palsson, 1994. 

Most of the metabolic reactions in the model are “fast” and 

achieve steady states in several seconds. The growth of 

biomass is on the order of hours. The typical order of 

magnitude of metabolite concentrations is milli-molar (mM) 

[Teusink et al., 2000]. 

Regulation 

Transcriptional regulatory networks control the transcription 

state of a genome. Inputs to regulatory networks are 

environmental cues, including the presence and absence of 

extracellular metabolites, reaction fluxes, and specific 

conditions such as pH values. The internal reactions, often 

not known in chemical detail, are represented by regulatory 

rules that describe the activation or inhibition of gene 

transcription in response to these environmental cues. The 

outputs are the synthesized protein products that result 

through a combination of the signaling inputs acting upon the 

regulatory rules as well as consequent transcription and 

translation. These networks have been mathematically 

described using a Boolean formalism, in which the state of a 

gene is represented as either transcribed or not transcribed in 

response to regulatory signals [Gianchandani, 2006].  

The prototypic transcriptional regulatory network presented 

here is comprised of 18 genes. Three transcription factors are 

inputs to the system, and 18 protein products with functions 

in metabolism and signaling are outputs of the network. Of 

the 18 genes, six are regulated by the presence or absence of 

the transcription factors. The remaining genes are defined to 

be constitutively active. The transcriptional regulatory rules 

for the six regulated genes are described using a Boolean 

formalism. For example, the regulatory rule in (2) implies 

that Gene ER3 is expressed only if both T1p and T2p are 

present. 

 Gene ER3 = IF (T1p AND T2p) (2) 

For simplicity, the amino acid requirements for protein 

synthesis are only considered for the proteins indicated in 

Figure 1.  

2.2 Flux Balance Analysis (FBA) 

FBA does require a stoichiometric reconstruction of the 

biochemical network of interest. This biochemical network 

reconstruction can be represented in matrix form, S, where S

is of size m components × n reactions and is comprised of 

stoichiometric coefficients that capture the mass ratios among 

the biochemical components of underlying reactions. After 

the network is reconstructed, fluxes are calculated at steady 

state by 

0vS
C

=⋅=
dt

d
  (3) 

where C is a m-row vector defining the concentrations of the 

m components within the system, and v corresponds to the 

flux in the associated reaction (column). 

Eq. (3) by itself generally leads to an under-determined 

system because the number of components tends to be far 

fewer than the number of reactions. Even with additional 

constraints, FBA usually requires performing an optimization 

with linear programming (LP) to identify the most likely flux 

distribution given a cellular objective.  The objective is 

defined as 

vc ⋅=
TZ  (4) 

Common choices for cellular objective functions in models of 

metabolic networks include biomass production, energy, and 

byproduct production. Then, FBA attempts to solve the LP 

problem in (5) to find a physiologically relevant cellular 

phenotype in the form of a flux distribution v that optimizes 

Z while lying in the bounded solution space defined by a set 

of physio-chemical, topological, and environmental 

constraints.  

ublb

dt

d

vvv

0vS
C

vc
v

≤≤

=⋅=

⋅

:subject to

max
T

 (5) 

where vlb and vub are the lower and upper bounds on the 

reaction fluxes, respectively. For instance, these constrain 

reaction directions. Though the steady-state assumption of 

FBA precludes dynamic concentrations of the network

components, dynamic profiles of cellular phenotypes (e.g., 

cellular growth or differentiation) have been successfully 

predicted with a quasi-steady-state assumption [Varma and 

Palsson, 1994, Covert et al., 2001]. This assumption involves 

discretizing the time domain into intervals; and (1) solving 

the LP problem contained within FBA at the beginning of 

each interval, and (2) based on the resultant flux data, solving 

a system of ODEs for concentrations over time within each 

interval. 

Applications of FBA to dynamic simulations have focused on 

metabolic networks because time constants of metabolic 

transients are typically very rapid. Exceptions include the 

incorporation of gene regulatory events, which are much 

slower than metabolic reactions, into FBA for time-course 

simulation of metabolic reactions [Covert et al., 2000, Covert 

et al., 2001]. In these cases, the regulatory constraints were 

described as Boolean operators and imposed in a time-

delayed manner. However, these examples are limited to 

metabolic and regulatory processes and do not consider 

changes in the mass balance (e.g., protein synthesis) arising 

from the interactions between metabolic and regulatory 

processes and signaling systems. 

2.3 idFBA: A FBA-based approach for the dynamic 

simulation of integrated systems 
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Applying FBA directly to integrated networks is challenging 

because objectives of signaling systems are not well-defined 

and integrated networks are comprised of reactions with 

mixed time scales. Here we describe the idFBA framework, 

including how we address these challenges using the

prototypic integrated system.  

FBA-based representation of signaling networks 

As previously described, we represent signaling networks 

using a stoichiometric formalism. Transcription factors 

activate transcriptional regulatory programs in response to 

extracellular cues. Consequently, an obvious choice for the 

objective of a signaling network is maximizing the 

production of transcription factors. However, this objective 

by itself fails to generalize to a feasible flux distribution. 

Instead, maximizing the production of the transcription factor 

T1p consistently yields zero fluxes for the key pathway 

reactions including receptor internalization, pathway 

inhibition, and transcription factor degradation.  

To address this challenge, we model the objective of a 

signaling network by introducing a binary variable, I(Ri), 

indicating the inclusion of a reaction Ri that has zero flux 

given a particular objective. The value of this binary variable 

is determined by a set of rules and parameters a user specifies, 

such as the time required for protein synthesis and

degradation. It is multiplied by the upper bound of the 

associated reaction flux. If a particular reaction is included in 

the network based on the user-defined rules and parameters 

(i.e., it has a non-zero flux), the binary variables for the 

reactions sharing components with the included reaction are 

set to zero. For example, including the receptor 

internalization reaction (L1R1  L1R1,int) implies that the 

binary variables for the reactions (L1R1 + S1  L1R1  S1)

and (L1R1  L1 + R1) are set to zero. In this manner, a 

feasible flux distribution for a signaling network is obtained 

by maximizing for the production of transcription factors. 

Incorporation of slow reactions into FBA

In addition, to characterize mixed time-scale phenomena 

using FBA, we implement idFBA by assuming quasi-steady-

state conditions for “fast” reactions and incorporating “slow” 

reactions into the stoichiometric matrix in a time-delayed 

manner as in Covert et al. (2001). In other words, we 

approximate continuous phenomena occurring over long time 

as instantaneous events at particular time points. Two 

parameters are used to implement this approach: time-delay 

(τdelay), indicating after what time a “slow” reaction is 

considered an “active” steady-state constraint in the 

stoichiometric matrix; and reaction duration (τduration),

indicating how long the “slow” reaction remains as the 

effective constraint once it is activated. In the prototypic 

integrated system, “slow” reactions include protein

degradation, pathway inhibition, and receptor internalization 

in the signaling network; the uptake of a carbon source and 

production of biomass in the metabolic network; and the 

synthesis of proteins in the transcriptional regulatory network. 

Dynamic simulation of integrated systems 

The optimized flux distribution that results from FBA is used 

to predict the time-course of phenotypic variables. The time-

scale separation between “slow” and “fast” reactions is 

determined by the discretization of the time domain. 

Specifically, a reaction that reaches steady state or that 

produces a product at a specified threshold concentration 

within a single time step is considered “fast.” “Slow” 

reactions are those that take longer than the unit time interval 

to attain steady state. 

Ultimately, the implementation of the idFBA framework can 

be discretized as a seven-step process (see Lee et al. (2007)).  

We summarize it below. 

1. Discretize the time window into small steps, ∆t.

2. Initialize a Rs × tN incidence matrix (I) denoting 

which reactions participate during which time steps. 

Here Rs represents the number of reactions within 

the system and tN the number of time intervals.  

                         

















=

00

00

⋯

⋮⋱⋮

⋯

I  (6) 

Each row of I denotes a reaction Ri, and each 

column ∆t. The coefficients of I are binary variables 

indicating whether a given reaction participates 

during a given time step. A “0” denotes that a given 

reaction does not participate in the system, whereas 

a “1” denotes that the reaction does participate in.  

3. For each reaction in the system Ri, multiply the 

corresponding coefficient, I(Ri, t), by the flux 

bounds of the reaction. The flux bounds of excluded

reactions, if any, are multiplied by [1 − I(Ri, t)].  By 

specifying I(Ri, t) = 1 for the associated excluded 

reactions, the fluxes of these reactions are set to zero 

when a “slow” reaction is included. 

4. Solve (5) for the optimized flux, v*, with the 

updated constraints, for the start of the current time 

step, tcurrent.

5. Given the optimized flux vector for tcurrent, integrate 

the phenotype variable, Xp, over the time step , ∆t.

Here we consider two phenotype variables, namely 

cell density (X) and substrate concentration (Sc).

These terms are given by (8), where µ is a specific 

growth rate, and Su is the uptake rate for the carbon 

source. 

                   X
dt

dX
⋅= µ , XS

dt

dS
u

c ⋅−=  (8) 

6. Update I based on v* at the current time step given 

the time-delay and reaction duration parameters 





++≤≤+

+<
=

durationdelaycurrentdelaycurrent

delaycurrent

i ttt

tt
tR

τττ

τ

,1

,0
),(I  (9) 
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7. Repeat steps 4 through 6. The optimized flux vector 

v*, at the current time step tcurrent imposes new 

constraints on the internal fluxes of the next time

step. These constraints include ligand binding rates, 

carbon uptake rate, and protein production rates. 

3. RESULTS AND DISCUSSION 

Using the prototypic integrated system shown in Figure 1, 

predictions of the dynamic characteristics of phenotypic 

variables (i.e., cellular growth and substrate consumption) 

were made for different conditions (see Lee et al. (2007)). 

We briefly describe how we demonstrated the effects of 

ligand availability and changes in regulatory rules on 

phenotype behavior.  

3.1 Implementation Details 

• The sample time, ∆t, was set to 0.1h as in Varma and 

Palsson, 1994. 

• The maximum carbon uptake rate, max
uS , was set to 0.003 

sgDCW

mmol

⋅
 as in Varma and Palsson, 1994. 

• Constraints on the uptake of substrates and ligand binding 

rates were assumed to be available. 

• The binary variable I(Ri, t) corresponding to the synthesis 

of a particular protein was set to 1 if the flux of the activated 

transcription factor exceeded a specified threshold (0.01 

µM/s as in Covert et al. (2001)). If the flux of a 

phosphorylated component was not zero, elements of I for 

inhibition and degradation of the component were set to 1 

after specified time delays and with durations of one sample 

time. This particular τduration was chosen since the steady-state 

constraints of these reactions impose complete depletion of 

available reactants within the current sample time. Similarly, 

elements of I for the internalization of ligand-receptor 

complexes were set to 1 after a time delay accounting for the 

time it takes for the complexes to become internalized.  

• The objective function of the resultant FBA formulations 

included maximizing the production of: (1) activated 

transcription factors in the signaling network; (2) the set of 

metabolites that produce biomass in the metabolic network; 

and (3) the amino acids, in relative ratios, that are necessary 

for the synthesis of proteins by the transcriptional regulatory 

network. 

3.2 Evaluating effects of environmental cues 

We first simulated the case in which the concentration of all 

three ligands was 2.0µM. The results are shown in Figure 2 

(see Lee et al. 2007). The carbon source was completely 

depleted by t = 8.7h from an initial concentration (or “dose”) 

of 10.5mM. The production of the amino acid H2 was 

catalyzed by the enzyme with an initial delay of τdelay = 40min, 

and consequently, cellular growth was sluggish during this 

initial period. Two periods of no growth (i.e., at 

approximately t = 7h and t = 8.25h) corresponded to times 

when enzymes that catalyze metabolic reactions and protein 

synthesis were unavailable. For example, the first phase of no 

growth at t = 7h was due to the degradation (and therefore 

inactivity) of transcription factors regulating key factors 

involved in biomass production, and the second at t = 8.25h 

was caused by the degradation of phosphorylated proteins 

(e.g., S1p) that activate transcription factors leading to protein 

synthesis. Although these types of on/off descriptions are not 

precise, they serve as useful approximations of the

phenotypic behavior over an entire time course. 
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Figure 2. The solid lines represent the case where the 

concentrations of all the ligands are kept at 2.0[µM] during 

the entire simulation time. The dotted lines represent the case 

where no ligand is present during the time, 6.0 ≤ t ≤ 6.5. 

We subsequently simulated the case in which the ligands 

were temporarily unavailable for cellular uptake during the 

evaluated time-course (Figure 2). Specifically, no ligand was 

available for cellular uptake at 6.0h t  6.5h. Consequently, 

a no-growth period was observed at about 7h. All 

transcription factors generated before t=6h were degraded by 

this time, preventing the amino acid H2 from being 

synthesized for a period of 0.5h (i.e., until the ligand supply 

was restored). The cell also stopped growing at about t = 8.2h. 

The transcription factor T3p, which activates the synthesis of 

enzyme in the integrated prototypic system, was not

produced, leading to a lack of synthesis of the protein S1.

3.3 Comparison to a Kinetic-Based Model

The idFBA framework, as applied to the prototypic 

integrated system, was compared to a kinetic model that 

represented the reactions as ordinary differential equations 

[Lee et al., 2007]. These two approaches are completely 

independent: the idFBA framework requires only 

stoichiometric constraints and approximates the dynamics of 

the system with time-delay information, whereas the kinetic 

model requires all of the kinetic detail and yields a more 

accurate portrait of the system dynamics. For both 

implementations, we assumed an initial ligand concentration, 

2.0µM, for all three ligands. We note that the following 

dynamic parameters for slow reactions were identified from 

the kinetic model and implemented as τdelay and τduration in 

idFBA: the degradation of transcription factors, 5h, the delay 

in protein synthesis, 40min, the degradation of proteins, 4h, 

internalization, 5h, and inhibition, 5h. One striking result is 
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shown in Figure 3 (see Lee et al. (2007)). The growth times 

calculated by both approaches are comparable (computed as 

4.9h for idFBA and 5.1h for the kinetic model), with a 

difference of just two time steps over a 51-time-step 

simulation. The discrepancy in the amount of biomass 

synthesized is a consequence of the kinetic-based model itself. 

Unlike in idFBA, all of the reactions in the metabolic 

network of the kinetic model are constitutively active. As a 

result, resources such as amino acids are used in other 

pathways, e.g., for the synthesis of surplus proteins, and as a 

result the amount of biomass produced is less than the value 

estimated by idFBA which simply maximizes for biomass 

production. Nevertheless, idFBA effectively approximates 

the dynamics of a system using purely the underlying 

network stoichiometry, efficaciously offering novel

hypotheses that can serve as the basis for further 

experimental and computational study. 
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Figure 3. The dynamics of biomass production from idFBA 

(solid) and detailed kinetic-based (dotted) approaches. 
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