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Abstract: In this paper, feedback stabilization problem of nonholonomic chained system is
studied. A new continuous and time-varying design approach is proposed and it is a pure state
feedback control. By injecting an exponential decaying disturbance scaled by the norm of the
states, u1 drives the initial states away from the singular manifold {x|x1 = 0, ‖x‖ 6= 0} that
causes singularity. In addition to the continuity, such a control has the exponential convergent
rate that discontinuous control has. The enclosed simulation results verified the effectiveness of
the proposed approach. Comparisons made with other existing continuous and discontinuous
controls show that the proposed control has superior performance.

1. INTRODUCTION

Feedback stabilization of nonlinear systems has been one
of the most important subjects in the study of nonlinear
control problems. As early as 1980’s, feedback linearization
technique has been prevailing, and sufficient and neces-
sary conditions for exact feedback linearization of large
classes of affine nonlinear systems were explicitly estab-
lished with the adoption of differential geometry methods
[5][14]. Later on, the renewed interests on Lyapunov meth-
ods become dominant with the invention of the notion of
control Lyapunov function and recursive designs such as
backstepping [7][9] in order to deal with more large classes
of nonlinear systems with unmatched and/or generalized
matched uncertainties [16]. While those conventional non-
linear control designs are broadly applicable, there exist
some classes of inherently nonlinear systems, such as non-
linear systems with uncontrollable linearization [2], which
do not admit any smooth (or even continuous) pure state
feedback controls as observed in the seminal paper [4]
and therefore make the standard feedback linearization
technique and Lyapunov direct method no longer straight-
forwardly applicable. A typical such class of nonlinear
systems are nonholonomic mechanical systems [8], which
are not feedback linearizable and their feedback stabiliza-
tion problem is challenging due to Brockett’s necessary
condition [4].

It is well known that chained systems are of canonical
forms and many nonholonomic mechanical systems such
as car-like mobile robots [17] can be transformed into the
chained form by state and input transformations. Appar-
ently, chained system does not satisfy Brockett’s neces-
sary condition, discontinuous and/or time-varying feed-
back controls have to be sought for its stabilization. During
the past decades, extensive studies have been performed
and a great deal of solutions have been obtained following
the lines of using discontinuous control method and/or

time-varying control method [8]. In general, discontinu-
ous controls can render exponential stability [3][6][11][12],
while time-varying controls lead to asymptotic stability
[15][21][20]. More recent study has also seen the results
of ρ−exponential stability of chained system using time-
varying homogeneous feedback controls [13]. While the
existing controls provide elegant solutions, there is still
a desire for seeking a global singular-free transformation
that maps the chained system into a controllable linear
system. The motivation comes from the simple discontinu-
ous controls proposed in [6][11][1] in which σ-process based
state scaling transformation is used. In such a method, a
state scaling transformation

ξi =
zi

xn−i
1

, 1 ≤ i ≤ n − 1

is defined on a non-singular subspace Ω = {x ∈ ℜn : x1 6=
0}. The obvious shortcoming is that the resulting controls
are discontinuous by nature, and a separate switching
control law is required to keep the state off this singularity
hyperplane of x1 = 0. Improvements were made in [22][10],
in which dynamic extension for control component u1

was introduced to bypass the possible singularity due
to singular initial conditions. The proposed methods are
quasi-smooth and achieve quasi-exponential stability.

In this paper, we present a new design of time-varying and
continuous feedback control, which globally asymptotic
stabilize the chained nonholonomic systems while avoiding
singularity problem and have exponential convergent rate.

2. PROBLEM FORMULATION

The objective of this paper is to design time-varying
and continuous pure state-feedback controls u(x, t) =
[u1(x, t) u2(x, t)]T such that the chained system is stabi-
lized with an exponential convergent rate. It is straightfor-
ward to extend the proposed results to m-input nonholo-
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nomic systems that can be transformed into the chained
systems.

Let’s consider the following chained system with the initial
condition x(t0):

ẋ1 = u1, ẋ2 = x3u1, · · · , ẋn−1 = xnu1 ẋn = u2, (1)

where x = [x1, · · · , xn]T ∈ ℜn is the state, u = [u1, u2]
T ∈

ℜ2 is the control input.

System (1) can be partitioned into the following two
subsystems:

ẋ1 = u1, (2)

and

ż = u1Az + Bu2, (3)

where z = [z1 z2 · · · zn−1]
T △

= [x2 x3 · · · xn]T , and

A
△
=













0 1 0 · · · 0
0 0 1 · · · 0
...

...
. . .

...
0 0 · · · 1
0 0 · · · 0













, B =













0
0
...
0
1













.

As such, it is well recognized that the chained system has
several nice properties:

• Subsystem (2) is linear, and u1 can be easily found
to stabilize x1.

• Subsystem (3) is a LTV system, with the time varying
components only in the matrix A. Specifically, it is a
chain of integrators weighted by u1.

• System (1) is nonlinearly controllable everywhere
since the Lie brackets argument on its vector fields
are of full rank.

Despite of these properties, stabilization of the chained
system (1) remains to be difficult due to the following
technical issues: (i) Topologically, the chained system
cannot be stabilized by any continuous static feedback
control u = u(x) due to its nonlinear characteristics
[4]; (ii) Though the system is nonlinearly controllable
everywhere, it is not globally feedback linearizable (local
feedback incarnation is possible such as the σ-process
but singularity manifold remains in all the neighborhoods
around the origin), and nonlinear controllability does
not necessarily translate into systematic control design;
(iii) System (1) is not linearly controllable around the
origin. The apparent dichotomy between nonlinear and
linear controllability properties is of particular importance
as it characterizes both difficulty of control design and
need of having systematic design and improving control
performance.

3. CONTROL DESIGN

In this section, we propose a feedback control design of
component u1 with certain structure and properties. Based
on the design, a global state-scaling transformation is
introduced to overcome the singularity problem of the
existing scaling transformations. This new design enables
the designer to recover uniform complete controllability
for the chained system and to design a class of continuous,
time-varying, and pure state feedback controls which make
the system states converge to the origin exponentially.

3.1 A General Design Scheme

We propose the following control for component u1(t):

u1(t) = −αx1 + g(x)e−βt, (4)

where α > β > 0 and g(x) has the following properties:

• It is continuous, monotone increases with respect to
t and is bounded between zero and some positive
number.

• If ‖x(t0)‖ = 0, there should be g(x(t)) ≡ 0.
• If x(t0) is on the hyperplane {x|x1 = 0, ‖x‖ 6= 0},

g(x(t0)) 6= 0.

Remark 1. In the first property, g(x) is automatically
bounded from below since it is continuous, monotone
increase and t ≥ t0. By stating explicitly, we emphasize
that the lower bound should not be less than zero. The
second property tries to maintain the states if they are
initially at origin. The third property ensures if only x1 is
at origin, the other states are still controllable.

For the subsystem (3), the following state transformation
is performed:

ξi =

{

0 if ‖x(t0)‖ = 0
zi

e−(n−1−i)βt
if else

, (5)

In the case that ‖x(t0)‖ 6= 0, for i = 1, · · · , n − 2

ξ̇i =
żi

e−(n−1−i)βt
− −β(n − 1 − i)e−βt

e−(n−i)βt
zi

=
u1

e−βt
ξi+1 + β(n − 1 − i)ξi. (6)

For i = n − 1, since ξi = zi, it follows that:

ξ̇n−1 = u2. (7)

Combine (6) and (7) into the matrix form and put together
with the case that ‖x(t0)‖ = 0,

ξ̇ =

{

0 if ‖x(t0)‖ = 0
F (t)ξ + Bu2 if else

, (8)

where

F (x, t) = diag{β(n − 2), β(n − 3), · · · , β, 0} + h(x, t)A

with

h(x, t) =
u1

e−βt
= g(x) − α

x1

e−βt
.

Theorem 1. Under the state transformation (5), the pair
{F (x, t), B} is uniformly completely controllable.

Proof: By simple derivation, it shows that,

d

dt

x1(t)

e−βt
= −(α − β)

x1

e−βt
+ g(x). (9)

Since the function g(x) monotone increases with respect to
t, and is bounded between zero and some positive number,
there must be a supremum that is greater than zero. Thus

lim
t−>∞

g(x(t)) = c > 0,

hence,

lim
t−>∞

x1(t)

e−βt
=

c

α − β
.
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It follows that

lim
t−>∞

h(x, t) = lim
t−>∞

g(x(t)) − α lim
t−>∞

x1

e−βt
= − cβ

α − β
.

Therefore,

F∞ = lim
t−>∞

F (x, t) = diag{β(n − 2), · · · , β, 0} − cβ

α − β
A.

It shows that the system matrix converges to a constant
matrix, and the pair {F∞, B} is controllable, which
implies the system is uniformly completely controllable.

3.2 Application of The Design Scheme

As an example of applying the design scheme, we propose
that:

g(x) =
maxτ≤t ‖x(τ)‖

1 + maxτ≤t ‖x(τ)‖ , (10)

Let the control component of the subsystem (3) be defined
as:

u2(t) = −r−1
2 (t)BT P (t)ξ, (11)

where P (t) is the solution of the following differential
Riccati equation with P (∞) > 0 and any given 0 < q

2
≤

q2(t) ≤ q2, 0 < r2 ≤ r2(t) ≤ r2.

0 = Ṗ (t) + P (t)F (x, t) + FT (x, t)P (t)

+q2(t)I − P (t)Br−1
2 (t)BT P (t).

Since the pairs {F (x, t), B} is uniformly completely con-
trollable, solution P (t) exists and is uniformly bounded
and P (t) > 0 for all t.

Theorem 2. The proposed g(x) in (10) has the three
properties listed in section 3.1.

Proof. The first property is straightforward to show since
maxτ≤t ‖x(τ)‖ is an increasing function of t and g(x) is
an increasing function of maxτ≤t ‖x(τ)‖. For the second
property, by transformation (5), if ‖x(t0)‖ = 0, then
u1 = u2 = 0, hence x(t) ≡ 0, which means g(x) ≡ 0.
The third property obviously holds since on the specified
hyperplane, ‖x‖ 6= 0.

Theorem 3. Under the control (4) with (10) and (11),
system (1) is asymptotic stable and has exponential con-
vergent rate.

Proof. It is clear from (4), (10) and (11) that if ‖x(t0)‖ =
0 implies u1 = u2 = 0 and hence x(t) ≡ 0.
Consider the case that ‖x(t0)‖ 6= 0. Construct the positive
definite functions V1(x1) = 1

2x2
1 and V2(ξ) = ξT Pξ as

Lyapunov functions.

For the subsystem (2),

V̇1(x1) = x1ẋ1

=−αx2
1 +

x1 maxτ≤t ‖x(τ)‖
1 + maxτ≤t ‖x(τ)‖e−βt

<−αx2
1 + e−βt0 |x1|.

Here it is identified that x1 is uniformly ultimately

bounded by e−βt0

α
. Hence,

V̇1(x1) <−2αV1 + εe−βt,

where ε = e−βt0

α
. Thus the first subsystem is globally

exponentially attractive [16]. From which, the asymptotic
stability and exponential convergent rate of x1 is con-
cluded.

For the subsystem (3),

V̇2(ξ) = ξ̇T Pξ + ξT Ṗ ξ + ξT P ξ̇

= ξT (Ṗ + FT P + PF − 2r−1PBBT P )ξ

=−ξT [q2I + r−1PBBT P ]ξ,

which is negative definite, therefore the exponential sta-
bility of ξ can be concluded [18]. It follows from (5) that
exponential stability of ξ implies that of z.

Combine the results for the subsystems (2) and (3), it
can be concluded that the overall system has asymptotic
stability with exponential convergent rate.

4. OPTIMAL PERFORMANCE

Before studying the optimality of the proposed control,
notice the fact that ‖x(t)‖ has been shown to be exponen-
tially convergent, so there exists τmax such that

‖x(τmax)‖ = sup
τ≥t0

‖x(τ)‖.

Therefore,

max
τ≤τmax

‖x(τ)‖ = lim
t−>∞

max
τ≤t

‖x(τ)‖.

Hence, after t = τmax, u1 becomes a linear control since
maxτ≤t ‖x(τ)‖ becomes a constant, i.e.

g(x(t)) = c, for t ≥ τmax,

where c ∈ (0, 1) is ensured by the design. It follows that,

ẋ1 = −αx1 + ce−βt, for t ≥ τmax. (12)

For t ∈ [t0, τmax] subsystem (2) is equivalent to:

ẏ = −(α − β)y + v, (13)

with y = x1

e−βt and v = g(x).

To quantify performance of the proposed control, let us
introduce performance index J = J1 + J2 where

J1 =

τmax
∫

t0

[q1(t)y
2 + r1(t)v

2]dt +

∞
∫

τmax

γ(
βx1 + u1

α − β
)2dt (14)

and

J2 =

∞
∫

t0

[q2(t)ξ
T ξ + r2(t)u

2
2(t)]dt, (15)

with q1(t), r1(t), q2(t), r2(t) positively-valued and uni-
formly bounded time functions and γ a positive constant.

Theorem 4. The control (4) with g(x) given by (10) and
(11) is optimal with respect to performance index J .

Proof.
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Consider (12), define η = x1 − c
α−β

e−βt, it follows that

η̇ = −αη = w. (16)

Now, consider performance index J ′ = 1
2

∫ ∞

τmax

(γη2 +

ρw2)dt, for some constants γ, ρ > 0. We know that control
w is optimal with respect to J ′ provided that α = p1/ρ
where p1 =

√
γρ. It is straightforward to verify that

differential equation (16) is equivalent to (12). Hence (12)
is also optimal and the performance index J ′ can be
expressed as the second term in J1 using original variable.

For t ∈ [t0, τmax], consider equation (13), by procedure of
Pontryagin minimum principle, the Hamiltonian is:

H = q1(t)y
2 + r1(t)v

2 + λ[−(α − β)y + v].

the following partial differential equations should hold:

∂H

∂v
= 0,

∂H

∂λ
= ẏ, −∂H

∂y
= λ̇.

It follows that:






λ∗ = −2r1(t)g(x)

λ̇∗ = (α − β)λ∗ − 2q1(t)y
∗,

ẏ∗ = −(α − β)y∗ + g(x)
(17)

where asterisk indicates the variables in optimal version.

Let r1(t) = δ(t)
g(x) , where γ(t) is a positive differentiable

function. It follows that

δ̇(t) = (α − β)δ + q1(t)y
∗. (18)

Without losing any generality, we can set q1(t) = 1. From
(17), the solution of y∗ is continuous and bounded since
in nontrivial case, g(x) ∈ (0, 1). It is obviously seen that
by properly setting initial conditions of δ to be positive,
the solution of (18) could be made positive in the period
t ∈ [t0, τmax]. Hence r1(t) can be solved numerically.

For subsystem (3), recall the property of uniform complete
controllability revealed in the proof theorem 3, we know
that control (11) optimally stabilizes system (8) under
performance index (15), which can be expressed in original
state variables by an inverse state transformation.

5. SIMULATIONS AND COMPARISONS WITH
OTHER EXISTING CONTROLS

In this section, simulation results are provided to illustrate
the effectiveness of the proposed control. In section 5.1, 5.2
and 5.3, comparisons are made with classical discontinu-
ous control, periodic time-varying feedback control, and
aperiodic time-varying feedback control respectively.

The simulations is conducted for a 3rd order systems.
Noting (4) and (9) require that α > β > 0, the parameters
are set as: α = 3, β = 1, and to show the effectiveness of
the proposed control in dealing with singularity, the initial
states are put on the singular hyperplane, x(t0) = [0 0 1]T .

The state response and control signal of system (1) are
illustrated in figure 1 and figure 2 respectively. Figure 1
shows that despite the initial states are on the singular hy-
perplane, control u1 slightly drives it away from origin then
converge to origin again with exponential rate. Hence the
singularity problem in discontinuous control is overcame.

Further, the response of states and controls are smooth
with exponential convergent rate, and no oscillation was
found.
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Fig. 1. State response of time-varying feedback controls
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Fig. 2. Continuous time-varying feedback controls

5.1 Comparison with Discontinuous Control

The key idea of discontinuous control is to switch control
laws after system states leave the singular manifold, hence
it avoids the difficulty of designing a single continuous but
time-varying control. The so called σ-process proposed
by Astolfi [1] is a common representative of existing
discontinuous designs. Consider nonholonomic systems in
the chained form,

ẋ1 = u1, ẋ2 = u2, ẋi = xi−1u1, i = 3, · · · , n.

The following transformation is valid for all x1 6= 0,

ξ1 = x1, ξ2 = x2, ξi =
xi

xi−2
1

, i = 3, · · · , n.

If we let u1 = −kξ1, the ξ-system becomes

ξ̇ =













−k 0 0 · · · 0
0 0 0 · · · 0
0 −k k · · · 0
...

...
...

...
...

0 0 0 0 (n − 2)k













ξ +













0
1
0
...
0













u2.

It is a linear system with u2 as the new input and is
stabilizable, one can choose the following linear control
law

u2 = p2ξ2 + p3ξ3 + · · · + pnξn

to place the eigenvalues in left half of the complex plane
and make the closed-loop system (in ξ-coordinates) glob-
ally exponentially stable. However the linear control u2 is
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not defined on the set D = {x ∈ Rn : x1 = 0}, because
the transformation is not valid in the set. This is often
omitted and when treated, it is proposed to first apply
an open-loop control during some a priori fixed time ts in
order to steer the state away from the singularity and then
switch to the linear feedback control law [1][23][24]. The
simulation results for this approach is provided. Figure 3
and figure 4 illustrate the state response and control signal
respectively.
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Fig. 3. State response of discontinuous control
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Fig. 4. Discontinuous control generated by σ-process

Figure 4 shows that the controls are discontinuous when
it is switched at time ts (in the simulation, ts = 0.5).
Therefore the state response is not smooth at ts as can be
seen in figure 3. From ts, linear control law were applied,
system states and control converge to origin exponentially.
However, with the a priori determined ts, the transitory
period and the open-loop control remains important re-
gardless of the closeness of the initial conditions to the
origin, therefore the closed loop system is not stable in the
Lyapunov sense and the performance is not guaranteed.

5.2 Comparison with Periodic Time-Varying Controls

In contrast to the discontinuous control design, researchers
also proposed various types of smooth time-varying feed-
back control, either periodic or aperiodic. [15][21] has pro-
posed a common design of aperiodic time-varying control.
E.g. for the system: ẋ1 = u1, ẋ2 = u2, ẋ3 = x2u1, [15]
proposed the following periodic continuous control:

{

u1(t, x) = −x1 + x3 cos(t)
u2(t, x) = −x2 + x2

3 sin(t)
. (19)

Asymptotic stability of the closed-loop system can be
illustrated by using the following Lyapunov function:

V (t, x) = (x1 −
x3

2
(cos(t) + sin(t)))2 + (x2

−x2
3

2
(sin(t) − cos(t)))2 + x2

3.

Later on, to improve its convergence rate, [25] introduced
so-called ρ-exponential stabilizer using homogeneous feed-
back, i.e. the control changes to:

{

u1(t, x) = −x1 + λx3 cos(t)
u2(t, x) = −x2 + λ3x2

3 sin(t)
, (20)

where λ is obtained from

V (t,∆λx) = C, (21)

with ∆λx = (λx1, λx2, λ2x3) and C is a constant.

The simulation results for these two controls are illustrated
in figure 5 and figure 6. Figure 5(a) and figure 6(a)
show that the convergent rate of both state response and
control of (19) is unfavorably slow, while the ρ-exponential
stabilizer (20) does much better in figure 5(b) and figure
6(b). However its setting time (around 10 sec) is still much
larger than the proposed approach (around 4 sec) and has
more oscillations before converging.

Another drawback of ρ-exponential stabilizer is its per-
formance is critically determined by the level set value C
in equation (21), however there is no systematic way to
determine what C should be except numerical tests.
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Fig. 5. (a) Original control (b) ρ-exponential stabilizer
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5.3 Comparison with Aperiodic Time-Varying Controls

On the other hand, design of aperiodic time-varying feed-
back control was explored in [19] and [22]. [19] adopted a
dynamic control,

u̇1 = −(k1 + ζ)u1 − k1ζx1, u1(t0) = cu‖x(t0)‖.
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Based on the dynamic control, a virtual output was
constructed yd = k1x1+u1

k1−ζ
. Using the property ẏd = −ζyd,

yd is applied in state scaling. Noting that the solution of
yd is yd = ce−ζt, the undergoing transformation is similar
to the transformation proposed in this paper.

[22] obtained u1 by augmenting the first subsystem to:

ẋ0 = x1, ẋ1 = u1.

Let α be the greater eigenvalue and β be the smaller one
of the augmented system, then u1 = e−βtf(t), where

f(t) = β2 αx0(0) + x1(0)

α − β
− α2 βx0(0) + x1(0)

α − β
e−(α−β)t.

And z(t) = e−βt is used in the state scaling transfor-
mation. The advantages of these two controls are that
the state response and controls are smooth, exponentially
converging fast (similar rate with the approach in this pa-
per) with no oscillations. However their disadvantage is, as
illustrated in the control equations, the successful control
relies on proper tuning of some controller parameters that
related to the system’s initial conditions, making it fail to
be a pure state feedback control, hence is less favorable.

6. CONCLUSION

In this paper, feedback stabilization of nonholonomic
chained systems is studied. It is shown that linear con-
trollability does not hold for stabilization of the chained
system but can be recovered under a state scaling trans-
formation. Based on this idea, we proposed a new design
methodology and implemented one particular control. The
procedure is shown to be systematic and straightforward.
By simulations and comparisons with other existing con-
trols, the proposed control is shown to be effective and
exhibited advantages in continuity, convergent rate, oscil-
lations, and being pure state feedback.
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