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Abstract: This paper studies the observer based fault detection problem in networked control
systems. It is assumed that the transmission delays caused by the communication network
are varying and their probability distribution is unknown but knowledge about its stochastic
characteristics is known a priori . First the dynamic modelling of a proposed networked control
system under different sampling frequencies using the packet-oriented data transmission method
is derived. Based on this developed system model, an approach for fault detection system is
presented. Main attention is paid to the residual evaluation task in order to reduce false alarm
rate caused by the uncertainties due to the effect of the communication network. A study based
on simulation platform to verify the results is given. Copyright c©2008 IFAC
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1. INTRODUCTION

NCS are in general composed of a large number of intercon-
nected devices (system nodes) that exchange data through
communication networks. As all engineering systems are
subject to malfunction due to components fault, their
sensitivity to failures with the higher system complexity is
increased consequently. This demands for more attention
to the reliability and safety of networked control system.
The study of Fault detection (FD) in NCS is recently a
new research topic, which gained more attention in the
past years. Different problems aiming an optimal design
of FD in NCS has been studied, for instance, by Persis
[2003], Zhang et al. [2004], Ye et al. [2004], and Ding et al.
[2007].

The objective of this paper is to study the problems related
to the design of observer based networked fault detection
system (NFDS) with stochastically varying transmission
delays over the communication network. Only a priori
knowledge of stochastic characteristics of the delays are
known. Their probability distribution is assumed to be
unknown. Therefore, due to the randomness and poor
information about the stochastic properties of delays,
design of residual generator (to minimize their effects on
the residual dynamic) will be a difficult task, i.e. using
a discrete time Markovian jump technique as studied
in Zhong et al. [2005]. To overcome this problem, the
handling of uncertainties caused by these delays will be
taken into account in the residual evaluation.

Additional important motivation of this study is, the
observation that the FD performance in NFDS is con-
siderably related to the variance of the data transmis-
sion delays. In this respect, to ensure a low false alarm
rate (FAR), not only the mean value of the delays but

also their variance have to be taken into account by the
residual evaluation and threshold determination. Thus the
major focus is paid to design an evaluation strategy for
the residual signal. Additionally, attention is paid to the
asynchronization working mode of the operated systems.
To synchronaize the information exchange between them,
a packet-oriented data transfer strategy is applied.

The paper will be organized as follows. The problem
formulation is given in section 2. System description and
modelling of the NCS is stated in section 3. Then, in
section 4 the design of a model based NFDS is given.
Section 5 includes the results of simulation study.

2. PROBLEM FORMULATION

The NCS structure considered in this study shown in Fig.1
includes:

• a local station (controlled process),
• a central supervision station (FD System),
• a communication network (Ethernet).

The controlled process consists of a plant, equipped with
a number of sensors and actuators as well as a local
controller implemented on a microprocessor with limited
computing power and a network interface. The central su-
pervision station in which the FD system is implemented,
is located remotely from the controlled process. Due to
the embedded structure of the controller, the local station
will have a limited computing power than the supervision
station. For the purpose of data transmission between the
controlled process and the supervision station, Ethernet is
adopted in this study. In Ethernet the transmission delay
is non-deterministic and depends strongly on the network
load. For our purpose of detecting possible faults in the
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plant, in the sensors and in the actuators, the following
problems will be studied

• modelling of the NCS structure under consideration
as illustrated in Fig.1 as an LTI with stochastic
uncertainty and with µ(k), υ(k) as input and output
signals, respectively.

• design a model based NFDS. The main focus has
to be paid on the residual evaluation and threshold
determination.

Fig. 1. NCS structure under consideration

3. NCS MODEL

Modelling of the information structure between the central
station and the local station will be derived by taking into
account the impact of the variable delay (as a main effect of
the communication network) as well as the different work-
ing frequencies of both stations on the system dynamic.

3.1 Technical features of proposed NCS structure

Suppose that the plant with the embedded sensors, actu-
ators and the local controller is described by

ẋ(t) = Ax(t) + Bu(t) + Exd(t) + Fxf(t) (1)

y(t) = Cx(t) + Fyf(t) (2)

where x ∈ Rn, u ∈ Rp, y ∈ Rm, d ∈ Rq and f ∈ Rkf denote
the state, the input, the output, the unknown vector
and the fault vector, respectively. Matrices A ∈ Rn×n,
B ∈ Rn×p,C ∈ Rm×n, Ex ∈ Rn×q, Fx ∈ Rn×kf and
Fy ∈ Rm×kf are known and of appropriate dimensions.
The model of the A/D converter is described by

y(k) = y(kTs) (3)

The D/A converter can be modelled as

u(t) = u(k), kTs ≤ t < (k + 1)Ts (4)

where Ts denotes the sampling time of the local system
(controlled process). Considering that the controlled pro-
cess can be a part of a distributed system and the super-
vision station may be connected to additional operating
units or subsystems by the Ethernet. It is assumed that:

• the communication between the controlled process
and the supervision station is periodic and coordi-
nated by the supervision station,

• the period time, denoted by T is considerably larger
than the sampling times of the A/D- and D/A-
converters embedded in the controlled process.

The data transmission strategy adopted in this study is
described as follows:

• at time instant t = kT, the supervision station sends
a reference signal ∆µ(k) to the controlled process via
Ethernet. The controlled process builds µ(k) = µ(k−
1) + ∆µ(k) and saves it,

• at time instant t = kT, the controlled process sends
a packet of sensor data collected during the time
interval ((k − 1)T, kT ].

Due to the transmission delay over Ethernet denoted by
τ , ∆µ(k) will arrive in the control process at t = kT + τ,
which gives

u(kT + τ) = µ(k − 1) + ∆µ(k),∆µ(k) = ∆µ(kT )

In this study, it is assumed that:

• τ is a random variable which can be written into

τ = E (τ) + τ∆ = τ̄ + τ∆ (5)

where E (τ)= τ̄ is the mean value of τ and is known,
τ∆ is a random variable with poor statistical informa-
tion (probability distribution unknown) but its mean
value and upper bound of variance are known and
constant,

E (τ∆) = 0, var (τ∆) = σ2
τ (6)

• τ < T.

Fig. 2. Packet-oriented data transfer between a local sta-
tion and central supervision station

Assume that the data packet sent by the controlled pro-
cess to the supervision station at time instant t = kT
includes sensor data y((k−1)T +Ts), · · · , y((k−1)T +(l−
1)Ts), y((k − 1)T + lTs) = y(kT ), where l is a (constant)
integer and denotes the length of the data buffer where
T = lTs. As a result, the supervision station will receive
the data packet at time instant t = kT +τ with τ denoting
the transmission delay. On the assumption that τ < T, at
time instant t = (k + 1)T, the data vector

υ(k + 1) = col { y((k − 1)T + Ts) . . . y(kT ) } (7)

is available at the supervision station, as described in Fig.
2. This means that the local station will collect the output
signals (measurements) during the working period T of
the supervision station and send them through Ethernet
packet at the start of each T . The idea behind is one
side to synchronize the information exchange between both
systems and on the other side to reduce the data traffic in
Ethernet.

3.2 NCS model

Discretizing plant model (1) with sampling time Ts and
with the assumption that the mean delay of the communi-
cation network τ̄ approximately equal to αTs, 1 ≤ α ≤ l,
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i.e. τ̄ = αTs. It yields, after a straightforward computation
the following NCS model

x(k + 1) = Adcx(k) + B̄d12µ̄(k − 1) + B̄d2∆µ̄(k)

+ ∆B̄∆µ̄(k) + Ēxdd
c(k) + F̄xdf

c(k) (8)

υ(k + 1) = C̄dx(k − 1) + D̄µµ̄(k − 2) + Ēc
yd̄(k)

+
(
D̄d + ∆D̄

)
∆µ̄(k − 1) + F̄y f̄c(k) (9)

where

µ̄(k − 1) = col { µ((k − 1)T ) . . . µ((k − 1)T + (l − 1)Ts)) }

∆µ̄(k) = col {∆µ1(kT ) . . . ∆µl(kT ) }

d̄c(k) = col { ds(kT ) . . . ds(kT + (l − 1)Ts) }

f̄c(k) = col { fs(kT ) . . . fs(kT + (l − 1)Ts) }

υ(k + 1) = col { y((k − 1)T + Ts) . . . y(kT ) }

µ̄(k − 2) = col { µ((k − 2)T ) . . . µ((k − 2)T + (l − 1)Ts) }

Adc = Al
ds, B̄d12 = B̄d1 + B̄d2

B̄d12 =
[
Al−1

ds Bd12 Al−2
ds Bd12 . . . Bd12

]

B̄d1 =
[
Al−1

ds Bd1 . . . Al−α
ds Bd1 0n×((l−α−1)×p)

]

B̄d2 =
[
0n×((l−α)×p) Al−α−1

ds Bd2 . . . Bd2

]

∆B̄ ≈
[
0n×((l−α)×p) Al−α−1

ds B . . . B
]
eA(T−τ̄)τ∆

Ēxd =
[
Al−1

ds Exdd Al−2
ds Exdd . . . Exdd

]

F̄xd =
[
Al−1

ds Fxdd Al−2
ds Fxdd . . . Fxdd

]

Bd12 = Bd1 + Bd2, Bd1 =

τ̄∫

0

eA(T−t)Bdt

Bd2 =

T∫

τ̄

eA(T−t)Bdt,Exdd =

Ts∫

0

eAtExET
x eAT tdt

C̄d = col
{

(CAds) (CA2
ds) . . . (CAl

ds)
}

, D̄d = D̄µ2

Fxdd =

Ts∫

0

eAtFxFT
x eAT tdt, D̄µ =

[
D̄µ1 + D̄µ2

]

D̄µ1
=




CBd1 0 . . . 0
CAdsBd1 CBd1 . . . 0

...
...

...
...

CAl−1
ds Bd1 CAl−2

ds Bd1 . . . CBd1




F̄y =




CF̄xdd 0 . . . 0
CAdsFxdd CF̄xdd . . . 0

...
...

...
...

CAl−1
ds Fxdd CAl−2

ds Fxdd . . . CF̄xdd




F̄xdd = Fxdd + Fy

∆D̄ =−




CeA(Ts−τ̄)Bτ∆ . . . 0
0 . . . 0
...

...
...

0 . . . Ce(lTs−τ̄)Bτ∆




with (B̄d12, B̄d1, B̄d2,∆B̄) ∈ Rn×(l×p), Ēxd ∈ Rn×(l×q),
F̄xd ∈ Rn×(l×kf ), D̄µ1

∈ Rm×(l×p), ∆D̄ ∈ Rm×(l×p)

and F̄y ∈ Rm×(l×kf ). The matrices D̄µ2 ∈ Rm×(l×q) and

Ēy ∈ Rm×(l×kf ) are equal to D̄µ1 by replacing Bd1 with
Bd12 and Exdd, respectively. In summary, (8),(9) describe
the dynamics of the overall system (central station and
local station). The sampling time of the system is T . The
packet-oriented data transfer between the local station and
central supervision station is considered in the modelling.
As a result, the NCS model is represented by a linear time
uncertain system. The uncertainties ∆B̄,∆D̄ are caused
from the network-induced delay jitter τ∆. The parameters
B̄d12, B̄d2, D̄mu and D̄d are influenced by the mean delay
value τ̄ .

4. MODEL BASED NETWORKED FD SYSTEM
DESIGN

An NFDS consists of a residual generator and residual
evaluator placed in the central supervision station. First,
a statistical properties of the residual dynamic will be
discussed. After that a residual generator will be designed.
A statistical based evaluation of the residual signal is
provided.

4.1 Residual generation

Under the following assumptions

A1.
(
C̄d, Adc

)
is detectable,

A2. rank

[
Adc − ejθI Ēxd

C̄d Ēy

]
= n + (l × m) for all θ ∈

[0, 2π),

and based on the model in (8)-(9), the following observer
based standard residual generator is given :

x̂(k + 1) = Adcx̂(k) +
(
B̄d12 B̄d2

)( µ̄(k − 1)
∆µ̄(k)

)

+ L
(
ζ(k + 1) − ζ̂(k + 1)

)
(10)

υ̂(k + 1) = C̄dx̂(k − 1) + D̄µµ̄(k − 2) + D̄d∆µ̄(k − 1)
(11)

ζ(k) = υ(k + 1), η(k) = ζ(k + 1) − ζ̂(k + 1)

r(k + 1) = V η(k) (12)

where L, V are the observer gain and postfilter, η(k) is the
output estimation error and r(k) is a residual signal. It
is interesting to notice that the control input vector does
not to be transferred to the central station in order to
construct the residual generator. It can be reconstructed
using the process measurements (outputs) assuming that
the local control law is known in the central station. This
fact reveals that we can transmit only the process outputs
for the FD in the central station. This leads to reduce the
load of the network by means of less data transfer.

Statistical properties on residual dynamic: Due to pa-
rameter uncertainties, the residual generator depends on
the dynamics of the plant under observation:

xr =

(
x(k)
e(k)

)
(13)

where the estimation error e(k)is defined as e(k) = x(k)−
x̂(k). The overall system dynamic, which includes the plant
and the residual generator can be expressed as
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xr(k + 1) = Arxr(k) + Brµ̃(k) + Ērxd̄c(k)

+ F̄rxf̄c(k) (14)

r(k + 1) = Crxr(k) + Drµ̃(k) + Eryd̄c(k)

+ Fry f̄c(k) (15)

where

µ̃(k) =

(
µ̄(k − 1)
∆µ̄(k)

)
, Ar = Ar,0 =

(
Adc 0
0 AL

)
,

Br = Br,0 + Br,∆τ∆, Br,0 =

(
B̄d12 B̄d2

0 0

)
,

Br,∆ =

(
0 B̄
0 B̄ − LD̄

)
,Dr = Dr,0 + Dr,∆τ∆,Dr,0 = 0,

Cr = Cr,0 =
(
0 V C̄d

)
,Dr = Dr,∆ =

(
0 V D̄

)
,

Erx = Erx,0 =
(
(Ēxd − LĒy)T ĒT

y

)T
, Ery = Ery,0 = Ēy,

Frx = Frx,0 =
(
(F̄xd − LF̄y)T F̄T

y

)T
, Fry = Fry,0 = F̄y

where B̄ and D̄ are equal to ∆B̄ and ∆B̄ excluding the
uncertainty part τ∆. It is assumed that the plant is mean
square stable. Since the observer gain L has no influence on
the system in (14)-(15), the overall system dynamic (plant
and residual generator) is assumed as mean square stable.
Furthermore, it is assumed that the delay jitter τ∆ is
independent on x(k),∆µ̄(k),d(k),e(k) with the properties
in (6). The mean of r(k) can be expressed by

xr(k + 1) = Ar,0xr(k) + Br,0µ̃(k − 1)

+ Ēry,0d̄
c(k) + F̄rx,0f̄

c(k) (16)

r̄(k + 1) = Cr,0xr(k) + Ery,0d̄
c(k) + F̄ry,0f̄

c(k) (17)

which is equivalent to

ē(k + 1) = ALē(k) + Exd,Ld̄c(k) + Fxd,Lf̄c(k) (18)

r̄(k + 1) = V
(
C̄dē(k) + Ēyd̄c(k) + F̄y f̄c(k)

)
(19)

where AL = (Adc − LC̄d), Exd,L =
(
Ēxd − LĒy

)
, Fxd,L =(

F̄xd − LF̄y

)
and r(k) ∈ Rkr is a residual signal. The post

filter V and the observer feedback matrix L are the design
parameters for the residual signal. The main objective
of the design of the residual generator is to improve
the sensitivity of the FD system to faults while keeping
robustness against disturbances. Thus, the selection of
the design parameters L, V can be formulated as an
optimization problem such as

sup
L,V

J = sup
L,V

‖Grf‖−
‖Grd‖∞

(20)

where

Grd(z) = V C̄d

(
zI − Adc + LC̄d

)
−1

Exd,L + V Ēy (21)

Grf (z) = V C̄d

(
zI − Adc + LC̄d

)
−1

Fxd,L + V F̄y (22)

The optimal solution to the optimization problem in (20)
can be carried out using the (so-called) unified solution
(by taking into account the assumption A1, A2), which is
discussed in Ding et al. [2000]. Note that the model param-
eter uncertainties ∆B̄ and ∆D̄ are not taken into account
in the relations (21) and (22). These uncertainties can also
increase the FAR and therefore reduce the effectiveness of
the FD system. This means, it has to be ensured, that the
false alarm rate of the FD system has to be minimized as
much as from the effect of these uncertainties which will
be investigated in the residual evaluation.

4.2 Statistical based residual evaluation

Residual evaluation is an important step of model based
FD approach, Frank et al. [1997]. This stage include
a calculation of the residual evaluation function and a
determination of a detection threshold. The decision for
successful fault detection is finally made based on the
comparison between the results obtained from the residual
evaluation function and the determined threshold. This
can be realized based on the following logic:

Je = ‖r(k)‖2

{
≤ Jth → fault-free

> Jth → fault
(23)

where Je is a function of the residual signal which in
most cases the L2-norm is used to measure its size, Jth

is the threshold which is be to determined based on the
residual dynamic in the fault free cases. There are two
popular strategies residual evaluation, the statistical test-
ing method is one of them, which is established and an-
other one is the (so-called) norm-based residual evaluation
Gertler [1998], Emani et al. [1997], Frank et al. [1997].
Due to stochastic behaviour of the uncertainties in the
NCS model, applying robust control theory methods for
deterministic uncertain systems will lead to conservative
results by increasing the FAR.

Since the NCS model in (8) and (9) is described as stochas-
tic process with stochastic uncertainties, it is reasonable
to apply a residual evaluation strategy based on statistical
testing, Ding et al. [2006]. This technique will be studied
next with aim of possible application in networked control
systems. The following tasks will be considered

• study of the stochastic stability and bound on the
statistic features of the residual generator.

• define a suitable statistic feature for the residual
evaluator.

• the detection threshold can be set to the maximum
bounds of the statistic feature of the residual signal.

The mean of r(k) can be expressed (f̄c = 0) as

ē(k + 1) = ALē(k) + Exd,Ld̄c(k) (24)

r̄(k + 1) = V
(
C̄dē(k) + Ēyd̄c(k)

)
(25)

First, the estimation of bound of mean of r(k + 1) can be
calculated using the following theorem

Theorem 1. Given system (24)-(25), the constants α1,α2

and suppose that ē(0) = 0 Then,∀k

r̄T (k + 1)r̄(k + 1) = α1δd,2 + α2δd,∞ (26)

if the following three LMI’s hold for some P > 0


P PAL PExd,L

AT
LP P 0

ET
xd,LP 0 I


 > 0 (27)

[
P C̄T

d V T

V C̄d α1

]
> 0 (28)

where

||d̄c(k)||2 ≤ δd,∀k
√

(d̄c(k))T d̄c(k) ≤ δd,∞

Note that α
1/2
2 is the maximum singular value of the

matrix V Ēy. The proof of Theorem 1 is similar to the one
mentioned in Ding [2008] and omitted due to the limited
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space. Next, the variance of r(k + 1) will be considered. It
will be denoted by

σr = E
(
(r(k + 1) − r̄(k + 1))

T
(r(k + 1) − r̄(k + 1))

)

(29)

where r̄(k + 1) = E (r(k + 1)). Assume that the unknown
disturbance d̄c(k) and the reference control input ∆µ̄(k)
are L2-bounded. The estimation of the bound on the
variance of r(k + 1) can be obtained according to the
following theorem.

Theorem 2. Given system (14)-(15) and constants γ1 >
0,γ2 > 0. Then the following relation

σr = E
(
(r(k + 1) − r̄(k + 1))

T
(r(k + 1) − r̄(k + 1))

)

< γ1

k∑

j=0

(
d̄cT

(j)d̄c(j) + ∆µ̄T (j)∆µ̄(j)
)

+ γ2

(
dcT (k)d̄c(k) + ∆µ̄T (k)∆µ̄(k)

)
(30)

is hold if there exists P > 0 so that

M1 <

[
P 0 0
0 I 0
0 0 I

]
(31)

MC ≤ γ1P, (32)

MD ≤ γ2 (33)

where

M1 =




AT
r,0

BT
r,0

ET
r,0


P [ Ar,0 Br,0 Er,0 ] + σ2

τ∆
BT

r,∆PBr,∆(34)

MC = CT
r,0Cr,0,MD = σ2

τ∆
DT

r,∆Dr,∆ (35)

The Proof is mentioned in Ding [2008]. Based on the
results of statistical features of the residual signal, a
residual evaluation strategy is developed. The construction
of the evaluation residual function will be described at
next.

Residual evaluation function: To design a residual eval-
uation function, the size of the residual signal is calculated
at each time instant, in order to compare it with the
threshold. The following evaluation function is adopted

Je =

√√√√
(

1

N

N∑

i=1

r(k − i)

)T (
1

N

N∑

i=1

r(k − i)

)
(36)

Due to stochastic character of the uncertainties, a finite
evaluation window N is used, Ding [2008].

Selection of threshold: Based on the results on the
bounds of the statistic feature of the residual signal in the
previous subsection, the threshold can be determined as

Jth(k) =
√

sup
d̄c(k),f̄c(k)=0

r̄(k + 1)T r̄(k + 1)

+
√

α(N) sup
d̄c(k),∆µ(k)

σr (37)

where 0 < α(N) ≤ 1. Note the value of α(N) is constant
and depends on the length of the evaluation window N ,

Ding et al. [2006]. The decision logic for the FD system
can be defined as

Je > Jth(k) ⇒ fault (38)

Je ≤ Jth(k) ⇒ fault − free (39)

As it is shown in (37), the threshold selection for NFDS is
determined based on the maximum bound on the feature
of residual signal as well as reference control signal ∆µ(k)
which is online available. An algorithm for the calculation
of the detection threshold is presented as follows

Algorithm: Given system (8)-(9), residual generator (12)
and the residual evaluation function (36) and assume that
d̄c(k) is an L2-norm bounded signal as ||d(k)||2 ≤ δd,2. The
following tasks have to be considered

• determine α1,α2 by iteratively solving the optimisa-
tion problem subjects to the LMIs (27)-(28) for some
P > 0 as described in theorem (1).

• iteratively solve the optimisation problem γ1,γ2 sub-
ject to the LMIs (31)-(33) for some P > 0, as given
in theorem (2).

• the threshold is given by

Jth(k) = α1δd,2 + α2δd,∞ +
√

α(N)β (40)

where

β = γ1

(
δd,2 + ∆µ̄T (j)∆µ̄(j)

)

+ γ2

(
δd,∞ + ∆µ̄T (k)∆µ̄(k)

)

Note that β depends on the στ .

5. A SIMULATION EXAMPLE

In order to illustrate the effectiveness and applicability of
the results obtained in this study, a simulation platform
is established as illustrated in Fig.3. The linux PC acts
as router and emulates the Ethernet properties by using
the emulation software NIST Net [2005]. It connects the
local station PC to the central supervision station PC
and vice versa. The required delay, jitter are tunable and
can be adjusted. The algorithms for the programming of
the controlled process (local station PC) and the net-
worked model-based fault detection (central station PC)
are implemented with the help of MATLAB/Simulink. As
local process, an inverted pendulum is implemented which
is described as by the a linear time invariant model as
mentioned in (1)-(2), where

A =




0 1 0 0
0 −2.4707 −0.7576 0.0007
0 0 0 1
0 4.7569 20.3458 −00185


 , B =




0
0.2471

0
−0.4757


 ,

C = I4×4, Ex = [ B 0 0 0 0 ] , Fy =




0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1




It is assumed that the local station and the supervision
station have the sampling time Ts = 0.03sec and T =
0.09sec, respectively. Furthermore, the mean delay value is
0.02sec and its variance equals to 0.05sec. The response of
the evaluated residuals generated by NFDS is presented in
Fig. 4. The actuator fault is assumed as step signal occurs
at 15sec. The Fig. 5 shows the response of the residual
signal by a sensor (angle) fault assumed as step signal
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Fig. 3. Sketch of the simulation platform

occurs at 17 sec. It can be seen that the fault has been
correctly detected since the residual exceeds the threshold
Jth(k). The threshold is also adaptive to the influence
of the online information of the reference control input
received from the central supervision station.
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Fig. 4. Evaluated residual in case of actuator fault
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Fig. 5. Evaluated residual in case of sensor (angle) fault

6. CONCLUSION

The paper considers an approach for FD in networked
control system with stochastically time varying transmis-
sion delays. A suitable model that reflect the dynamic
behaviour on the NCS structure under consideration is
derived. A packet-oriented data transmission is applied.
The network’s effects (uncertainties) which have stochastic
behaviour are taken into account by the design of eval-
uation strategy for the NFDS. The problem of handling
uncertainties caused by the communication network for
the purpose of fault detection is also solved by the proper

design of the detection threshold. A simulation platform
was established to test and analyze the applicability of the
obtained theoretical results.
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