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Abstract: An adaptive data-driven soft sensor is derived based on systematic dynamic key 

variables selection of a process system. The key variables are captured using statistical 

approaches.  The on-line plant measurements can be directly selected as key features to 

estimate the tardily-detected quality variables. The statistical method adopted is the 

standard stepwise linear regression. The linear model is adapted as the on-line/off-line 

quality data becomes available. The adaptation of the model is implemented by standard 

Kalman filtering theory. The key variables are re-selected in case of new scenarios arrive 

and are detected by the soft senor. The real time data from an industrial O-xylene 

purification column is implemented to demonstrate the validity of the approach. Many 

different scenarios are simulated through an industrial standard dynamic simulator. The 

simulation results also showed the approach is adequate for the industrial applications.  
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1. INTRODUCTION 
 

In the last decade real applications for soft sensor has been 

substantial among the industries (Fortuna, et al., 2007). 

Many real applications vary from petro-chemical (Badhe, et 

al., 2007; White, 2003), bio-chemical (Desai et al., 2007), 

specialty chemicals, (Bhat et al., 2006) to environmental 

industry (Yoo and Lee, 2004). According to a review by 

Fortuna et al. (2007), the motivation of the industrial 

applications of soft sensor has been strengthened because of 

the need of restriction of product quality and limitation of 

pollutant emissions. 
 

In the area of soft sensor, the objective is to construct an 

inferential model to estimate infrequent-measured (lack of 

on-line sensors) variables using the frequent measured on-

line measured data. The advance in the real application is 

due the fact that more and more real time data can be 

obtained from the on line sensors. Many researches focused 

on the data collections and filtering (Lin, et al., 2007), and 

treatments of data missing (Brás, et al., 2005), data 

compressions (Nelson, et al., 1996) paved the road of model 

identification. The soft sensor models implemented can be 

roughly categorized into the following three types: 
 

(1) Multi-variant statistical models 

(2) Artificial intelligence models 

(3) First principle models 

 

In case of the last category models, comparatively few 

works (e.g. Prasad et al., 2002) can be found in the 

literatures due to fact that these type of models are basically 

computationally intensive (Lin, et al., 2006).  On the other 

hand, significant parameters are generally unknown (Fortuna, 

et al., 2007).  The great amount of historical data, usually 

acquired for monitoring purpose, suggests the use of 

empirical or semi-empirical models. Kano et al. (2000) 

developed a software sensor based on dynamic partial least 

squares to predict distillation compositions. Some other 

works used ARMAX structure nonlinear models and 

extended them to neural network models to predict 

distillation column purity.  However, as criticized by Kin 
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(2004), many inferential soft-sensors implemented should be 

maintained using the laboratory data. Sometimes, even the 

model structure needs to be checked from time to time.  In 

this work, this problem is taken care based on the 

combination of adaptive key variables selection and multi-

variant statistical model construction. 

 

In the area of multi-variant statistical soft sensor, PCA and 

PLS are the most useful tools to compress the large amount 

data into independent information, so that the inferential 

properties can be predicted from these existed data. Many 

examples apply PCA/PLS to soft sensors, for instance 

Zhang et al. (2005) implemented PLS in fermentation 

process, Skogestad and coworkers (e.g., Mejdell and 

Skogestad, 1991; Mejdell and Skogestad, 1993) estimated of 

distillation compositions from multiple temperature 

measurements. Independent component analysis (ICA) is 

another relevant technique. A comparison of ICA and PCA 

is also available by Yoo et al. (2004). 

 

The objective of this work is to derive a novel soft sensor by 

integrating the statistical key variable selection with an 

adaptation approach. The superiority of this approach is to 

narrow down the inferring fast measuring variables to some 

key variables so that the model becoming easy to maintain. 

On the other hand, by introducing the concept of adaptation, 

the model structure will reflect the current scenario of the 

plant, thus the accuracy of the soft sensor can be 

substantially improved.  This paper is organized as the 

follows.  In section 2, the novel methodology is derived. 

Section 3 describes the industrial distillation system. The 

main results are discussed in section 4. Finally, the 

conclusive remarks are given. 
 

 

2. THEORETICAL DEVELOPMENT 
 

 

2.1 Problem Statement 
 

Consider a plant with a set of n online detectable 

measurement � � � � � �^ `1 2, , , nX x t x t x t "  and a set of 

quality variable Y; assume that Y can also be measured with 

a much slower frequency than X.  For the ease of discussion, 

let’s only consider a single quality variable case, Y = y.  

Then, let the plant be expressed by: 
 

� � � � � �� �,y t f U t D t                             (1) 

 

where U are the internal states and D are the slow-varying 

known/unknown disturbances from outside and t is the time.  

It is also general that: 
 

� � � � � �� �,X t g U t D t                          (2) 

 

Now, assume that a set of on-line measurement that is 

collected in the following discrete time form: 
 

^ `( ), 1,..., , 1,...,ij ij ix x x t j T i n j H:   � '     (3) 

 

where ûT is a constant sampling time interval, subscript j 

indicates the jth observation of the online measurement 

variable collected in a time horizon H. Let’s also assume 

that a set of quality variable is also available: 
 

^ `,..., 1,0,1,...,k j p fy j K K�)   � �               (4) 

 

where subscript j indicates the jth observation of y. Now, 

let’s separate the observation into the following two 

categories: 
 

^ `
^ `

, 1,...,

, 1,...,

p k j p

f k j

y y j K

y y j K

�

�

)   

)   f

                     (5) 

 

where -p indicates the information received before current 

time, while -f refers the information that will be received in 

the future. The objective of a soft sensor is to estimate slow 

measured/unmeasured y using X.  Assume that the structure 

of the soft sensor is in the following form: 
 

             � �1 1, , ,k k k k Hy h X X X� � � 4 �6"              (6) 

 

where , is a set of parameters, � is a set of white noise.  The 

ultimate goal of a soft sensor is to minimize the following: 
 

� �

� �

2

1

1 1

ˆmin

. . , , ,

fK

j j

j

k k k k H

y y

s t y h X X X

4
 

� � �

�

 4

¦

"

           (7) 

 

Since the future information is not available currently, a 

general approach to develop a soft sensor is based on the 

current information set )p. The real problem to be solved is 

as the following: 

 

� �

� �

2

1

1 1

ˆmin

. . , , ,

pK

j j

j

k k k k H

y y

s t y h X X X

4
 

� � �

�

 4

¦

"

             (8) 

 

Let’s define that the length of horizon H that the online 

information is collected be the regression horizon.  It should 

be noted that this horizon, as discussed in the next section, 

should be determined based on the structure of the model. 

On the other hand, the length of time horizon Kp is the other 

identification horizon to be determined. In this work, a 

recursive parameter updating algorithm based on Kalman 

filtering theory is proposed to solve this problem as shown 

below. 
 

 

2.2 A Statistical Model Based on Stepwise Regression 

 

In this work, it is assumed that in a particular identification 

horizon Kp, there exists an optimal regression horizon H 

such that the following linear model is a solution of (8): 
 

� � � � � � � �1 1 1 2 2 2
ˆ

m m m ty t w t k T w t k T w t k TT T T K � ' � � ' � � ' �"    (9) 
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where , i=1,…,m, while Kiw X� t should be white noise 

ideally. In this work, the key variables wi �W, are 

determined based on standard statistical stepwise regression 

as below (Montgomery, 1997): 

 

Step 1: Determine thresholds of probability of type I error 

(e.g., Din=0.05, Dout=0.1), and the corresponding confidence 

level in F test, (e.g., Fin=4.84, Fout=3.99).  

 

Step 2: Given a set of ^ `1 2, ,j j jkw w w<  "  are selected in 

the model (9).  If there exists a variable  with a 

partial F statistics denoted by 

iw �<

 

             
� �

1, 2,...,

1, 2,...,
i j j jk

MSR i j j jk
F

MSE
             (10) 

 

is the maximum for all  and iw �<
 

 
1, 2,..., ini j j jk

F F!                                (11) 

 

Then add the wi into the model (9), and obtain the regression 

equation and errors using any standard least square 

regression approach. 

 

Step 3: Consider the new set ^ `1 2, ,j j jkw w w<  " .  If there 

exists a variable  with a partial F statistics denoted 

by  

iw �<

 

� �
1, 2,..., 1

1, 2,..., 1
i j j jk

MSR i j j jk
F

MSE
�

�
       (12) 

 

where .  In case, 1, 2, , 1i j j jkz �"

 

1, 2,..., 1 outi j j jk
F F� !                            (13) 

 

Then delete the wi out of the model (9), and obtain the 

regression equation and errors using any standard least 

square regression approach. 

 

Step 4: Repeat step 2 and 3 until conditions (10) and (13) are 

not met for all the variables not selected into the model (9). 
 

 

2.3Determination of Model Structure 
 

Consider the plant (1), assume that D(t) is not changed in a 

certain period pP K! . Although important key variables 

can be chosen using the above approach, still some 

parameters remain underdetermined.  Since the model 

should extracted from the data sets :  and )p, the size of 

the data set, i.e. the regression horizon H and identification 

horizon Kp become critical.  It is clear that the process 

nonlinearity is the major issue of the accuracy of the model.  

Given : and )p, the following optimization problem 

should be solved: 

 

� 2

, ,
1

ˆmin
p

p

K

i i
W H K

i

y y
 

�¦ �                     (14) 

 

Note that the key variable set is a function of horizons H and 

Kp, the above problem becomes non-convex.  Since the 

parameter set W can be uniquely determined using the 

stepwise regression approach in 2-2 for a given horizon H 

and horizon Kp.  Problem (14) can be solved by some 

heuristic search approach or exhausted search on the feasible 

plane of H and Kp. 
 

 

2.4 Online Adaptation of the Model 
 

The process model (9) can be expressed in the following 

state space form 

 

> @ > @> @ > @t+1 t t tT +D D Z                       (15) 

> @ > @> @ > @t t tY Z + tD X                        (16) 

 

Here the states represent the relationship between the online 

measurements X and the slow measured quality variable y. 

[ tZ ] and [ tX ] are independent, zero-mean, Gaussian noise 

processes of covariance matrices [Q] and [R], respectively. 

[Tt], the transition matrix, is a unitary matrix here. [Zt] is the 

measurement matrix at time t.  
 

State estimation can then be carried out in a recursive 

manner from interval to interval. At the start of any time 

interval t, given an estimated state vector > @t-1D�  and a 

estimated covariance matrix of the states , then the 

predicted values of the state vector 

t-1Pª¬
� º¼

t  t-1
Dª
¬
� º

¼
 and predicted 

the covariance matrix for this period 
t t 1

P �
ª
¬
� º

¼
 are given by 

 

> @> @t-1t t-1
TD Dª º  

¬ ¼
� �                        (17) 

> @ > @ > @T

t-1t t 1
P T P T�
ª º ª º ¬ ¼¬ ¼
� � Q�         (18) 

 

The above equations assume there is no change of the 

process, and the uncertainty contained in [P] increase.  
 

Once the measurement arrives, the minimum mean square 

estimator of the states and the covariance matrix can be 

updated by the following equations 

 

> @ > @ > @ > @� �T 1

t t t tt t-1 t t-1 t t-1
ˆˆ P Z Y ZD D ) D�

t
ª º ª º ª ºª º � �¬ ¼¬ ¼ ¬ ¼ ¬ ¼

�� �  (19) 

> @ > @ > @T 1

t t tt t-1 t t-1 t t-1
P P P Z Z P) �

t
ª º ª º ª ºª º  �¬ ¼ ¬ ¼ ¬ ¼ ¬ ¼

� � � �      (20) 

> @ > @ > @ > @Tt t t t 1
R Z P Z) �

ª º �
¬ ¼ t                     (21) 

 

These equations ensure that the new estimate of the states 

reflects the measurement data, and the uncertainty in the 

covariance matrix decreases. 
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2.5 The Flow Chart 

 

For the implementation of the proposed adaptive soft sensor 

algorithm, the flowchart is shown in figure 1. Here, 0 is a 

threshold which determines when the model should be 

rebuilt. To avoid the affect of measurement noise, it should 

be bigger than the noise level and can be determined by the 

operator. 

 

 Start 

Collect data 
, - 

Get H, Kp, W by solving eq. (14) 

Model k k ky W 4 ��  

Is ˆk ky y H� �  Solve eq. (17)-(21) 

 
 

Fig. 1. The flowchart of the proposed algorithm. 

 

 

3. PROCESS DESCRIPTION 

 

Figure 2 shows a flowsheet of an industrial-scale o-xylene 

distillation column located in the Refining & Manufacturing 

Research Institute of CPC Corporation in Taiwan. The 56-

stage column, including a total condenser and a partial 

reboiler, is operated at 1.57 kg/cm2. Its pressure drop is 

assumed to be 0.18 kg/cm2. A fifteen-component mixture 

with 194.2 kmol/h is fed to the stage 27, numbering from the 

column top. The column is simulated by using ChemCad. 

The liquid phase activities were calculated by using SRK. 

Table 1 shows the fifteen component compositions of feed, 

distillate, and bottom, respectively at nominal operating 

condition.  Distillate and bottom flow rates are 80.54 kmol/h 

and 113.66 kmol/h, respectively. It should be noted that the 

feeding, product, and column specifications are similar to 

the industrial case. The column is sized as a tray-column 

with diameter 3 m. The isopropylbenzene (IPB) purity at the 

distillate of the column is required not to exceed 0.5 mol%. 

An on-line GC was installed to detect distillate IPB 

composition. However, composition sensor suffers from 

measurement delay. In addition, the measurement also 

suffers from operating perturbations within the column, 

which result in uncertain indication of the average quality. 

In order to improve IPB control quality, real-time estimation 

of IPB purity is required and a composition soft sensor is 

desired to be developed by temperature measurements. A 

number of temperature sensors located at stages 1, 13, 23, 

31, 44, 45, and 56 are installed in the column to monitor 

overhead IPB purity. 
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Fig. 2. Flowsheet of an industrial-scale o-xylene distillation 

column 
 

Table 1 Component compositions at feed, distillate, and 

bottom 

 
Components Feed 

(mol%) 

Distillate 

(mol%) 

Bottom 

(mol%) 

n-Nonane 0.07 0.17 9.16e-5 

p-Xylene 0.06 0.14 1.02e-5 

m-Xylene 2.1 0.51 5.42e-5 

o-Xylene 41.34 98.9 0.55 

Isopropylbenzene 0.63 0.25 0.90 

n-Propylbenzene 1.69 5.87e-3 2.88 

1-Methyl-3-

ethylbenzene 

8.69 9.34e-3 14.84 

1-Methyl-4-

ethylbenzene 

3.92 1.51e-3 6.70 

1,3,5-

Trimethylbenzene 

6.44 5.59e-4 11.00 

1,2,4-

Trimethylbenzene 

21.62 5.62e-5 36.94 

1,2,3-

Trimethylbenzene 

7.61 0.00 13.00 

1,2,4,5-

Tetramethylbenzene 

1.37 0.00 2.34 

Naphthalene 0.80 0.00 1.37 

1Methylnaphthalene 5.32 0.00 9.09 

n-Decane 0.22 1.02e-4 0.38 

 

 

 

4. SIMULATION EXAMPLE 
 

Consider the case shown in figure 3, the input components 

change like figure (3a) and the IPB purity response is shown 

in figure (3b). Procedures suggested in section 2.5 are 

implemented and the result is shown in figure 4. It is noted 

that when the input component 1,2,3-Trimethylbenzene 

changed at 1200th min, the model structure remained 

unchanged and large predicting error can be observed. Then 
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we collect data and rebuild the model, new key variables are 

selected. The predicting error is small when 1,2,3-

Trimethylbenzene changed again at 2000th min. 
 

It can be seen that the proposed algorithm works well when 

the key variables are selected properly. However, in some 

cases, when the process has strong nonlinearity and the key 

variables are not selected correctively, the proposed 

algorithm may have bad performance or even failed. 
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Fig. 3. The changes of input components and IPB purity. 
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Fig. 4. The predicting error of the IPB purity. 
 

 

5. INDUSTIAL APPLICATION 
 

It should be noted that distillation is an operation with huge 

energy consumption. Table 2 shows the energy needed to 

control the IPB purity at different levels. Therefore, energy 

consumption can be reduced dramatically if the IPB purity 

can be estimated precisely and make it remain at higher level 

while keep it away from warning line in the mean time.  
 

Table 2 Energy consumption with different IPB purity 

 

IPB (%) Heat duty 

(kcal/h) 

Condenser duty 

(kcal/h) 

0.5 3704000 -5637000 

0.4 4200000 -6102000 

0.3 4887000 -6820000 

0.2 6225000 -8157000 

0.1 10260000 -12200000 
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Fig. 5. Industrial application of the proposed method. 
 

In this section, the proposed algorithm is applied to the 

distillation column of Refining & Manufacturing Research 

Institute of CPC Corporation in Taiwan. Procedures given in 

section 2.5 are implemented. The online temperature 

measurements are selected as key variables and the 

predicting model based on these key variables is developed. 

The result is shown in figure 5. It can be seen that the 

proposed algorithm works well with this example.  
 

 

6. CONCLUSION 
 

In this paper an adaptive data-driven soft sensor based on 

statistical identification of key variables is developed. The 

statistical method adopted is the standard stepwise linear 

regression. The online plant measurements can be selected 

as the key variables which make the proposed algorithm 

easy to maintain. The adaptation of the model is 

implemented by the Kalman filter. The validity of the 

proposed method is demonstrated by simulation and 

industrial examples. 
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