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Abstract: In this paper, the transmission zero at s radius and the minimum phase radius
of a linear time-invariant (LTI) system are introduced. The former radius gives a measure of
how “near” a LTI system is from having a transmission zero at a specified point s ∈ C in the
complex plane, and the latter radius measures how “near” a minimum phase system is to a
nonminimum phase system. Formulas for computing both radii are presented, along with the
procedures for constructing the minimum norm perturbations that achieve the respective radius.
Some properties of the two radii and numerical examples are also given.

1. INTRODUCTION

Consider the following LTI multivariable system

ẋ = Ax + Bu

y = Cx + Du (1)

where x ∈ R
n, u ∈ R

m, and y ∈ R
r are respectively

the state, input, and output vectors, and A, B, C, and
D are constant matrices with the appropriate dimensions
for n ≥ 1, m ≥ 1, r ≥ 1, and max(r,m) ≤ n. The
transmission zeros of such a system play an important
role in various areas of control theory. In the robust
servomechanism problem (RSP), for instance, one of the
necessary and sufficient conditions for the existence of a
solution is related to the absence of certain transmission
zeros in the complex plane (Davison (1976)). For example,
there exists a solution to the RSP for tracking constant
references if and only if there are no transmission zeros at
the origin. Also, minimum phase systems are systems that
have no transmission zeros in the closed right-half complex
plane, and it is well known that minimum phase systems
have certain advantages over nonminimum phase systems.
For example, minimum phase systems can achieve perfect
regulation (Scherzinger and Davison (1985)) and perfect
tracking/disturbance rejection (Davison and Scherzinger
(1987)). However, when a system (1) is subject to paramet-
ric perturbations (i.e. A → A+∆A, B → B+∆B , C → C+
∆C , and D → D + ∆D), a minimum phase system may
be very “close” to a system that is nonminimum phase.
Similarly, a system with no transmission zeros at, say, the
origin, may be very “close” to having one. Therefore in
both cases, a continuous measure is more informative and
sometimes more desirable than a binary “yes/no” metric.

In the current literature, there has been recent work car-
ried out related to measuring the robustness of a system’s
pole properties (i.e. controllability/observability and sta-
bility) with respect to parametric perturbations. In par-
ticular, various continuous measures have been developed
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that measure how close a controllable (observable) system
is to being uncontrollable (unobservable) (Eising (1984);
Hu and Davison (2004)), how close a stable system is
to an unstable one (Qiu et al. (1995)), and how close a
decentralized system with no decentralized fixed modes
(DFM) is to having a DFM (Vaz and Davison (1988);
Lam and Davison (2007)). However, there has been no
work done on measuring the robustness of a system’s
transmission zero properties such as: i) how close a system
is to having a particular transmission zero at s ∈ C in the
complex plane; and ii) how close a minimum phase is to a
nonminimum phase system. Hence, the main result of this
paper is to define and introduce continuous measures for
these two problems, which will be called the transmission
zero at s radius and minimum phase radius respectively.

This paper is organized as follows. Section 2 provides a
brief review of transmission zeros and minimum phase
systems, and also defines the transmission zero at s radius
and the minimum phase radius. Section 3 provides readily
computable formulas for computing these two radii, and
also discusses some properties of these two radii. Section 4
then provides a procedure for computing the minimum
norm system perturbations that achieve the two radii,
followed by numerical examples which are presented in
Section 5.

2. PRELIMINARIES

The notation used in this paper is standard. The field
of real and complex numbers are denoted by R and C

respectively, and C+ denotes the closed right half complex
plane. The i-th singular value of a matrix M ∈ C

p×m

is denoted by σi(M) where σ1(M) ≥ σ2(M) ≥ · · · .
‖A‖ denotes the spectral norm of a matrix M and is
equal to σ1(M). Also, M , MT , M∗, and M+ denote
respectively the complex conjugate, transpose, complex
conjugate transpose, and Moore-Penrose pseudoinverse of
M . The real and imaginary components of the matrix
M are given by ℜM and ℑM respectively. The set of
eigenvalues of a square matrix A ∈ C

n×n is given by λ(A).
Finally, system (1) is sometimes denoted by (C,A,B,D).

Proceedings of the 17th World Congress
The International Federation of Automatic Control
Seoul, Korea, July 6-11, 2008

978-1-1234-7890-2/08/$20.00 © 2008 IFAC 6371 10.3182/20080706-5-KR-1001.1474



The following definition is made in Davison and Wang
(1974).

Definition 1. (Transmission zeros). Given a LTI system
(1), the transmission zeros (TZ) are defined to be the
set of complex numbers s ∈ C that satisfy the following
inequality:

rank

[

A − sI B
C D

]

< n + min(r,m) (2)

Furthermore, system (1) is called degenerate if the set of
transmission zeros include the whole complex plane. For
the reminder of the paper, it will in general be assumed
that (C,A,B,D) is non-degenerate.

Definition 2. A LTI system (1) is said to be nonminimum
phase (nonMP) if at least one of its transmission zeros
is contained in C+; otherwise the system is said to be
minimum phase (MP).

The transmission zero at s radius measures how close a
system is to having a transmission zero at s, and is defined
as follows.

Definition 3. (Transmission Zero at s Radius). Given the
LTI system (1), and given s ∈ C, the transmission zero
(TZ) at s radius, rTZ , is defined to be:

rTZ
F (C,A,B,D, s) = inf

{
∥

∥

∥

∥

[

∆A ∆B

∆C ∆D

]
∥

∥

∥

∥

∣

∣

∣

∣

(3)

∆A ∈ F
n×n,∆B ∈ F

n×m,∆C ∈ F
r×n,∆D ∈ F

r×m,

(C + ∆C , A + ∆A, B + ∆B ,D + ∆D) has a TZ at s}

where F ∈ {C, R} 1 .

Similarly, the minimum phase radius measures how near a
minimum phase system is to a nonminimum phase system,
and is defined as follows.

Definition 4. (Minimum Phase Radius). Given a LTI sys-
tem (1) that is minimum phase, the minimum phase (MP)
radius, rMP , is defined to be:

rMP
F (C,A,B,D) = inf

{
∥

∥

∥

∥

[

∆A ∆B

∆C ∆D

]
∥

∥

∥

∥

∣

∣

∣

∣

(4)

∆A ∈ F
n×n,∆B ∈ F

n×m,∆C ∈ F
r×n,∆D ∈ F

r×m,

(C + ∆C , A + ∆A, B + ∆B ,D + ∆D) is nonMP}

where F ∈ {C, R}.

3. MAIN RESULTS

The main result of this paper is given by the following two
theorems.

Theorem 5. Given a LTI system (1) and given s ∈ C, then

rTZ
C (C,A,B,D, s) = σn+min(r,m)

([

A − sI B
C D

])

(5)

and
rTZ

R (C,A,B,D, s) =

sup
γ∈(0,1]

σ2(n+min(r,m))−1

([

ℜW −γℑW

γ−1ℑW ℜW

])

(6)

where W =

[

A − sI B
C D

]

.

1 In terms of nomenclature, r
TZ

C
(i.e. F = C) is called the complex

transmission zero at s radius and r
TZ

R
is called the real TZ at s

radius.

Proof. The proof is provided in Appendix A.

Theorem 6.

rMP
C (C,A,B,D) = min

s∈C+
rTZ

C (C,A,B,D, s) (7)

rMP
R (C,A,B,D) = min

s∈C+
rTZ

R (C,A,B,D, s) (8)

Proof. Theorem 6 follows directly from the minimization
of Theorem 5 over the closed right-half of the complex
plane.

Lemma 7. (Properties of rTZ
C

and rTZ
R

).

(1) rTZ
F (C,A,B,D, s) = rTZ

F (C,A,B,D, s)

(2) rTZ
F (C,A,B,D, s) = rTZ

F

(

CT−1, TAT−1, TB,D, s
)

(3) rTZ
C (C,A,B,D, s) ≤ rTZ

R (C,A,B,D, s)

where F ∈ {C, R}, T is a real orthogonal matrix, and
equality in Property (3) is achieved for s ∈ R.

Proof. The proof is provided in Appendix A.

Lemma 8. Given a LTI system (1) with D = 0, the system
is arbitrarily close to a large real nonminimum phase zero;
i.e.

rTZ
F (C,A,B, 0, s) → 0 as s → ∞ (9)

where s ∈ R and F ∈ {C, R}. Hence given a LTI minimum
phase system (1) with D = 0, the system is arbitrarily
close to a nonminimum phase system; i.e.

rMP
F (C,A,B, 0) = 0 (10)

where F ∈ {C, R}.

Proof. The proof is provided in Appendix B.

4. CONSTRUCTING THE MINIMUM NORM
PERTURBATIONS

Given the system (1) and s ∈ C, this section presents a
procedure that computes the minimum norm perturbation
matrices ∆A ∈ F

n×n, ∆B ∈ F
n×m, ∆C ∈ F

r×n, and
∆D ∈ F

r×m that achieve rTZ
F

; i.e.

rank

([

A + ∆A − sI B + ∆B

C + ∆C D + ∆D

])

< n + min(r,m) (11)

where

∥

∥

∥

∥

[

∆A ∆B

∆C ∆D

]∥

∥

∥

∥

= rTZ
F

and F ∈ {C, R}. To compute

the perturbations that achieve rTZ
C

(i.e. F = C), the

singular value decomposition of

[

A − sI B
C D

]

in used. For

computing the perturbations that achieve rTZ
R

, a result
by Karow (2003) is used. In particular, Theorem 10 in
Section 4.2.

4.1 Perturbations that achieve rTZ
C

Consider the following general result on the singular value
decomposition (e.g. see Karow (2003)).

Theorem 9. Given M ∈ C
q×l and k ∈ N, let the singular

value decomposition of M be given as follows:

M =

l
∑

i=1

σi(M)uiv
∗

i

where U = [u1, · · · , uq] and V = [v1, · · · , vl] are both
unitary matrices. Let X = span{vk, . . . , vl} and let X =
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[vk, . . . , vl] be a matrix whose columns form a basis of X ,
then

x∗((σk(M))2Il − M∗M)x ≥ 0 for all x ∈ X

Let

∆ := −
l
∑

i=k

σi(M) uiv
∗

i = −MXX∗ (12)

then

rank(M + ∆) < k and ‖∆‖ = σk(M)

Therefore by Theorem 9, the perturbations that achieve
rTZ

C
can be obtained from the singular value decomposition

of T :=

[

A − sI B
C D

]

; i.e. let

T =

n+min(r,m)
∑

i=1

σi(T )uiv
∗

i (13)

be the singular value decomposition of T , where U =
[u1, · · · , un+r] and V = [v1, · · · , vn+m] are both unitary
matrices, and let XC =

[

vn+min(r,m), · · · , vn+m

]

. Then the
system perturbations are given by:

[

∆A ∆B

∆C ∆D

]

= −TXCX∗

C (14)

4.2 Perturbations that achieves rTZ
R

Consider the following result on real perturbation values,
which is analogous to Theorem 9 for singular values.

Theorem 10. (Karow (2003)). Given M ∈ C
q×l and k ∈

N. If τk(M) = ∞, then there exists no ∆ ∈ R
q×l such that

rank(M + ∆) < k. Assume now τk(M) < ∞, and let X be
any (l − k + 1)-dimensional subspace of C

l satisfying the
hermitian-symmetric inequality

x∗

(

τk(M)
2
Il − M∗M

)

x ≥
∣

∣

∣
xT
(

τk(M)
2
Il − MT M

)

x
∣

∣

∣

for all x ∈ X , and let X ∈ C
l×(l−k+1) be any matrix whose

columns form a basis of X . Set

∆ := − [ℜ(MX) ℑ(MX) ] [ℜ(X) ℑ(X) ]
+
∈ R

q×l (15)

Then

rank(M + ∆) < k with ‖∆‖ = τk(M)

Hence from Theorem 10, we immediately see that the
perturbations can be constructed by:
[

∆A ∆B

∆C ∆D

]

= − [ℜ(TXs) ℑ(TXs) ] [ℜ(Xs) ℑ(Xs) ]
+

(16)

where T :=

[

A − sI B
C D

]

, and where Xs is a complex

matrix whose columns form the basis for a subspace that
satisfies

x∗Ĥx ≥
∣

∣

∣
xT Ŝx

∣

∣

∣
(17)

where Ĥ := (rTZ
R

)2I − T ∗T and Ŝ := (rTZ
R

)2I − TT T .
Such a basis (i.e. Xs) can be obtained by performing

a simultaneous block diagonalization of Ĥ and Ŝ. For
more information, please see Karow (2003) and Lam and
Davison (2008).

5. NUMERICAL EXAMPLES

5.1 Example 1

Consider the following minimum phase system:

ẋ =

[

0.74 −0.69 −2.08
−0.12 1.62 0.63
−0.38 −0.21 0.14

]

x +

[

−1.23 −0.26
1.02 2.51
−0.66 1.13

]

u

y = [ 1.06 0.71 0.61 ]x + [ 1.33 −2.89 ]u (18)

By (7), the complex minimum phase radius is found to be
rMP

C
= 8.90210−2 , which is achieved at s = 0.815810−1 ±

j2.51710−1 . Using the procedure presented in Section 4, the
corresponding system perturbation is computed to be:

∆ :=

[

∆A ∆B

∆C ∆D

]

=







−1.0710−2 + j8.5910−3

−4.5810−3 + j5.4310−3

4.2810−2 − j2.9010−3

1.3910−2 + j2.7410−3

(19)

1.6110−2 − j1.1610−2 −7.9810−4 + j9.8110−4

6.9610−3 − j7.4910−3 −3.0610−4 + j5.7710−4

−6.1710−2 + j1.2110−3 3.7810−3 − j1.1010−3

−1.9910−2 − j4.9110−3 1.3010−3 − j2.5710−5

−7.4310−3 + j1.8010−3 −3.7410−3 + j1.5110−3

−3.5810−3 + j1.6610−3 −1.7410−3 + j1.1410−3

2.2210−2 + j8.5710−3 1.2310−2 + j2.7610−3

6.3710−3 + j4.6510−3 3.6810−3 + j1.9310−3







It can easily be verified that the norm of the perturbation
(19) is equal to rMP

C
= 8.90210−2 and that the perturbed

system has a nonminimum phase zero at s = 0.815810−1 ±
j2.51710−1 .

Likewise by (8), the real minimum phase radius is found to
be rMP

R
= 8.98310−2 , which is achieved at s = 8.20910−1 ±

j2.32910−1 . The corresponding perturbation that achieves
rMP

R
= 8.98310−2 is:

∆ = (20)






3.7210−3 −5.4910−3 3.2810−4 −6.3810−2 −2.8610−2

5.2010−3 −7.6710−3 4.5810−4 −4.2010−2 −1.8710−2

4.4910−2 −6.6310−2 3.9510−3 1.9810−2 1.1010−2

2.1810−2 −3.2110−2 1.9210−3 −2.2010−2 −8.8910−3







Again, it can be confirmed that the norm of (20) is equal
to rMP

R
= 8.98310−2 and that the perturbed system has a

nonminimum phase zero at s = 8.20910−1 ± j2.32910−1 .

Now suppose s = 0. Then by (5) and (6), the transmission
zero at s radius is obtained to be rMP

C
= rMP

R
= 0.2882.

The system perturbation that achieves this radius is given
by:

∆ = (21)






−1.8610−2 −9.4910−3 −1.6910−2 2.3810−2 −3.9610−4

−7.3010−3 −3.7210−3 −6.6110−3 9.3210−3 −1.5510−4

−1.3610−1 −6.9510−2 −1.2410−1 1.7410−1 −2.9010−3

−5.7910−2 −2.9510−2 −5.2410−2 7.3910−2 −1.2310−3







Remark 11. Given s = 0, if the transmission zero at s
radius is very small (e.g. < 10−10), then the system is
very close to having a transmission zero at the origin. In
the given example, the radius is relatively not small, and in
this case, there exists a solution to the RSP for the system
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(18) for all perturbations, if and only if

∥

∥

∥

∥

[

∆A ∆B

∆C ∆D

]∥

∥

∥

∥

<

0.2882.

5.2 Example 2

In this example we shall compute the transmission zero
at s = 0 radius (denoted by rTZ) for some representative
linearized LTI models of industrial systems (e.g. see Lam
and Davison (2007)), to show that there can be a large
difference in the robustness of the existence of a solu-
tion to the robust servomechanism problem for constant
tracking/disturbances. For comparison purposes, let rTZ

be scaled as follows:

rTZ
scaled =

rTZ

∥

∥

∥

∥

[

A B
C D

]
∥

∥

∥

∥

× 100%

It can be seen from Table 5.2 that there is a large difference
in the scaled TZ radius values between the various models.

Table 1. Transmission zero at s = 0 radius for
various industrial examples

Plant r
TZ

r
TZ

scaled

A. distillation n = 11, S, M 1.447
10−5 1.443

10−3%
B. gas turbine n = 4, S, M 0.8062 5.147

10−2%
C. turbo n = 6, S, NM 0.1521 0.6397%
D. helicopter n = 4, US, M 1.274

10−2 0.1106%
E. thermal n = 9, S, NM 0 0%
F. pilot n = 6, US, M 3.491

10−4 6.128
10−4%

G. boiler n = 9, US, NM 1.016
10−6 4.439

10−9%
H. mass n = 6, US, M 0.1148 5.483%
I. 2-link n = 36, US, NM 8.461

10−3 2.765
10−7%

J. 2-cart n = 8, US, NM 8.768
10−2 0.8113%

LEGEND: n is the order of the plant, S denotes a stable plant, US
denotes an unstable plant, M denotes a minimum phase plant, and
NM denotes a non-minimum phase plant.

5.3 Example 3

This example studies how “close” a system is in obtaining
a particular achievable optimal performance index.

It is known that “perfect” tracking and disturbance re-
jection is achievable for minimum phase systems (e.g.
see Davison and Scherzinger (1987)) under certain mild
conditions. For nonminimum phase systems, however, it is
shown in Qiu and Davison (1993) that there exists a funda-
mental performance limitation in the possible obtainable
tracking and disturbance rejection. Such a limitation can
be characterized by the system’s nonminimum phase zeros.
In particular, let λ1, . . . , λl be the nonminimum phase
zeros of a given system (1), then the optimal achievable
quadratic performance cost for the RSP with constant
tracking signals yref and zero initial conditions, given by:

Jǫ = min
u

∫

∞

0

(

eT e + ǫu̇T u̇
)

dt (22)

where e = yref −y is the error in the system, has the prop-

erty for constant tracking signals that lim
ǫ→0

Jǫ = yT
refHyref ,

where H ≥ 0 with the property that trace(H) = 2

l
∑

i=1

1

λi

.

10
−4
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R
 vs. 2/p

Performance Bound (2/p)

T
Z

 a
t 

p
 r

a
d

iu
s

Fig. 1. Distance to performance bound J = 2
p

for system

(18).

This implies for nonminimum phase systems that the op-
timal limiting performance index that can be achieved is

bounded from below by 2
l
∑

i=1

1

λi

(Qiu and Davison (1993)).

Consider again now the same system (18). Given real
p > 0, Figure 1 plots the system’s transmission zero at
p radius in relationship to the corresponding achievable
performance cost J = 2

p
. It can be seen that system (18)

is “closer” to a nonminimum phase system with a large
performance limitation than a nonminimum phase system
with a small performance bound.

On the other hand, consider again system (18) with D =
0. It can be seen from Figure 2 that in this case, the
system is “closer” to a nonminimum phase system with
a small performance limitation than a system with a large
performance limitation. This agrees with Lemma 8 which
states that the minimum phase system (18) is arbitrarily
close to a nonminimum phase system with a large (real)
nonminimum phase zero.

6. CONCLUSIONS

In this paper, two continuous robustness measures re-
lated to a LTI system’s transmission zeros are introduced,
namely the transmission zero at s radius and the mini-
mum phase radius. These two radii respectively measure
how “close”, with respect to parametric perturbations,
the system is to having a transmission zero at a specified
s ∈ C, and how “close” a minimum phase system is to a
nonminimum phase system. Formulas for computing both
radii and procedures for constructing the corresponding
system perturbations that achieve these radii are presented
in this paper. Some properties of the two radii are also
given, along with numerical examples to illustrate the type
of results one may obtain.
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Birkhäuser Verlag, 1995.

B. Bernhardsson, A. Rantzer, and L. Qiu. Real perturba-
tion values and real quadratic forms in a complex vector
space. Linear Algebra and its Applications, 270:131–154,
1998.

E. J. Davison. The robust control of a servomechanism
problem for linear time-invariant multivariable systems.
IEEE Trans. Automat. Contr., AC-21:25–34, 1976.

E. J. Davison and B. M. Scherzinger. Perfect control of the
robust servomechanism problem. IEEE Trans. Automat.
Contr., AC-32:689–702, 1987.

E. J. Davison and S. H. Wang. Properties and calculation
of transmission zeros of linear multivariable systems.
Automatica, 10:643–658, 1974.

R. Eising. Between controllable and uncontrollable. Sys-
tems & Control Letters, 4:263–264, 1984.

G. H. Golub and C. F. Van Loan. Matrix Computations.
The Johns Hopkins University Press, 1983.

R. A. Horn and C. R. Johnson. Matrix Analysis. Cam-
bridge Univ. Press, Cambridge, U.K., 1985.

G. Hu and E. J. Davison. Real controllabil-
ity/stabilizability radius of LTI systems. IEEE Trans.
Automat. Contr., 49(2):254–257, 2004.

M. Karow. Geometry of Spectral Value Sets. PhD thesis,
University of Bremen, Germany, 2003.

S. Lam and E. J. Davison. The real decentralized fixed
mode radius of LTI systems. In 46th IEEE Conf. on
Decision and Control, pages 3036–3041, 2007.

S. Lam and E. J. Davison. The real DFM radius and
minimum norm plant perturbation for general control
information flow constraints. In Proceedings of the 17th

IFAC World Congress, Seoul, Korea, July 6-11 2008. To
appear.

L. Qiu, B. Bernhardsson, A. Rantzer, E. J. Davison, P. M.
Young, and J. C. Doyle. A formula for computation
of the real stability radius. Automatica, 31(6):879–890,

1995.
L. Qiu and E. J. Davison. Performance limitations of

non-minimum phase systems in the servomechanism
problem. Automatica, 29(2):337–349, 1993.

B. M. Scherzinger and E. J. Davison. The optimal LQ
regulator with cheap control for not strictly proper
systems. Optimal Control Applications & Methods, 6:
291–303, 1985.

A. F. Vaz and E. J. Davison. A measure for the decen-
tralized assignability of eigenvalues. Systems & Control
Letters, 10:191–199, 1988.

Appendix A. PROOF OF THEOREM 5 AND
LEMMA 7

A.1 Proof of Theorem 5

Equation (5) follows directly from the property of singular
values (e.g. see Golub and Loan (1983)) given by:

Theorem 12. Given M ∈ C
q×l,

σk(M) = min
{

‖∆‖ |∆ ∈ C
q×l, rank(M + ∆) < k

}

(A.1)

Definition 13. (Real Perturbation Values). Given a ma-
trix M ∈ C

q×l, the k-th real perturbation value of M ,
τk(M), is defined as

τk(M) := inf
{

‖∆‖ |∆ ∈ R
q×l, rank(M + ∆) < k

}

(A.2)

where k ∈ N.

Equation(6) follows directly from the definition of real
perturbation values and on the following result found in
Bernhardsson et al. (1998). In particular, the k-th real
perturbation value of M can be computed by the following
result.

Theorem 14. (Bernhardsson et al. (1998)). Given a ma-
trix M ∈ C

q×l and k ∈ N, then

τk(M) = sup
γ∈(0,1]

σ2k−1

([

ℜM −γℑM

γ−1ℑM ℜM

])

(A.3)

A.2 Proof of Lemma 7

Lemma 7 are direct results obtained from properties of
singular values (e.g. see Horn and Johnson (1985)) and
from the following properties of real perturbation values
(see Bernhardsson et al. (1995)):

Lemma 15. (Properties of σk(M) and τk(M)). Given M ∈
C

q×l and k ∈ N, then:

(1) σk

(

M
)

= σk(M) and τk

(

M
)

= τk(M)

(2) σk(Q1MQ2) = σk(M) and τk(Q1MQ2) = τk(M)

(3) σk(M) ≤ τk(M)

where Q1 and Q2 are real orthogonal matrices, and where
equality in Property (3) is achieved for M ∈ R

q×l.

Appendix B. PROOF OF LEMMA 8

The following proof is for rTZ
C

(C,A,B, 0, s), but it also
applies to rTZ

R
(C,A,B, 0, s) by Property (3) of Lemma 7.

Given now a minimum phase system (1) with D = 0, let
p > 0 be a given real number, and consider the perturbed
system:
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ẋ = Ax + Bu

y = Cx + D̃u (B.1)

where D̃ = ǫC(ǫA− pI)−1B for ǫ > 0. Then it can be ver-
ified that the perturbed system (B.1) has m transmission
zeros at p

ǫ
> 0 since

rank

([

A −
p

ǫ
I B

C ǫC(ǫA − pI)−1B

])

= rank

([

In (A −
p

ǫ
I)−1B

C ǫC(ǫA − pI)−1B

])

= rank

([

In ǫ(ǫA − pI)−1B
0 0

])

< n + min(r,m)

It can be concluded then that as ǫ → 0, an arbitrary small
perturbation in D̃ gives rise to a perturbed system, which
is nonminimum phase, with unstable transmission zeros
given by p

ǫ
> 0.
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