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Abstract: This paper proposed new approaches to stabilization analysis and H,, performance
for a class of discrete Takagi-Sugeno (T-S) fuzzy model. The main results given here concern
their H,, controllers design using PDC-like control laws and nonquadratic Lyapunov functions.
New relaxed conditions and linear matrix inequality-based design methods are proposed that
allow outperforming previous found in the literature. Finally, an example is given to demonstrate

the efficiency of the proposed approaches.

1. INTRODUCTION

Over the past decade, there have been significant re-
search efforts devoted to stability analysis and system-
atic design of fuzzy control law of Takagi-Sugeno(T-S)
fuzzy model(Tanaka & Wang, 2001; Zhou et al, 2005;
Kim & Lee,2000 and reference therein). Some relaxed
stability and stabilization conditions for T-S fuzzy models
were presented to reduce the conservatism of basic condi-
tions(Johansson, Rantzer, & Arzen, 1999). More recently,
a number of works on stability analysis and control syn-
thesis of fuzzy models based on nonquadratic Lyapunov
function has appeared(Choi & Park, 2003; Guerra et al,
2002; Guerra, & Vermeiren, 2004). It was shown that,
with the use of nonquadratic Lyapunov functions, less
conservatism control results can be obtained than with
the use of a single Lyapunov quadratic function(Guerra,
& Vermeiren, 2004; Zhou, Feng, Lam & Xu, 2005). How-
ever, in(Guerra, & Vermeiren, 2004), a common additional
matrix variable is introduced to obtain a PDC control
law, which may be a new source of conservatism. The
other work(Zhou, Feng, Lam & Xu, 2005) developed a H
controller based on nonquadratic Lyapunov function with
no relaxtion procedure considered.

This paper focuses on the stabilization and H., perfor-
mance of discrete T-S fuzzy models based on a relaxed
approach towards the use of nonquadratic Lyapunov func-
tions and PDC-like control law. A new fuzzy controller
design method is proposed. It is shown that the solution
of the controller design problem can be obtained by solv-
ing a set of linear matrix inequalities(LMIs), which can
be implemented by using MATLAB software. The novel
features of our result are that the Lyapunov function as
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well as control law are different from the one used in(Zhou,
Lam & Zheng, 2007), which gives less conservative results.

The organization of this paper is as follows. The problem
formulation and preliminary results are given in section
2. In section 3, The nonquadratic approaches based on
two new Lyapunov functions and corresponding PDC-
like control laws are proposed. Sufficient conditions for
stabilization and H., performance are presented, which
will then be employed in section 4 to develop two H.,
controllers. a numerical example is given to illustrate the
effectiveness of the approaches in section 5. Finally, the
remark concluding is made in section 6.

2. PROBLEM FORMULATION AND
PRELIMINARIES

A affine nonlinear system can be represented as a T-S fuzzy
model(Takagi & Sugeno, 1985), which is composed of s
plant rules that can be represented as

Plant rule i: IF & (k) is W;; and --- and &.(k) is Wi,
THEN

Ti+1 = Aixy + Briwy + Bojug,

2z, = Cjxy, + Dyjwy + Dojuy, i€ S ={1,2,...,s}

whereW,is a fuzzy set,&,=[¢1(k), . .., & (k)] is the premise
variable vector,z; € R"is the state,w, € RP is the dis-
turbance input and wy € 13]0,00),u, € R™is the control
input,z;, € RYis the regulated output, and A;,B1;,B9;,C;,D1;
and Dy;are known matrices with appropriate dimensions.

It is assumed in this paper that the premise variables &
does not explicitly depend on the input variable u; and the
disturbance wy. Given a pair of (xy, ug), the final outputs
of the fuzzy system are inferred as follows

10.3182/20080706-5-KR-1001.0613
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= Z hi(&k)(Aizk + Briwg + Bajug) (1)
i1

hIE Th+1

2, = Z hi(§k)(Cizy, + Dijwy + Dojuy) (2)
i=1

= TTjm Wis (& (0)); hi() = =205

W;;(&;(k)) is the grade of membership of &;(k) in W;;. It is

easy to see that w; (&) > 0,(i € 9), ZJ 1@ (&) > 0VE.

Therefore,

with wo; (fk)

hi€) 20, (1€S) Y hi&) =1 (3)
j=1

for all k. In what follows, we will drop the argument of
h;i (&) for simplicity.

The objective of this paper is to design state feedback
controllers such that the following specifications are met
for controlled discrete T-S fuzzy system 3.

(£1): The closed-loop system is asymptotically stable
for any fuzzy basis functions {h;}{_; satisfying (3) with
disturbance-free, i.e.w; = 0.

(22): The Ly—gain between the exogenous input wy and
the regulated output zj of the closed-loop system is less
than ~, that is, for any nonzero wy € [3]0,00) and zero
initial condition xg = 0, ||zk|l2 < Y|lwk2

In the sequel, we will refer system satisfying (£1) and
(22) to as stable with H,, norm bound 7. To develop the
required results, the following lemmas are needed.

Lemma 1. (Zhou, Lam & Zheng, 2007): If P; > 0, then
AT P A+ AT PjA; < AT PjA; + AT P A

Lemma 2. (De Oliveira et al., 1999): With matrices of

appropriated dimensions, if there is P > 0, such that

I *

vo —v—uT 4 p| <0

then ®TP® -T <0

3. H,, PERFORMANCE ANALYSIS

In this section, with two approaches, we will give some new
relaxed conditions of stability with H,, norm bound + for
the system 3.

3.1 Approach 1

For this approach, we choose the following PDC-like con-
trol law

_(Z hin‘)(Z hiP;)~ 'y (4)

where P; > 0, F; (i € S) are matrices with appropriate
dimensions. Thus, the closed-loop system of ¥ is given by

ZZh hi(GS@k + Briw) (5)

i=1 j=1

C.
X1t T =

2= > hihi (Mg + Dyjwy) (6)
i=1 j=1
with G5, = A; — Boi Fj (Y5, hiP;) ™5 MYy = Ci — Doy F
(it haPi) ™
Theorem 1. The closed-loop system 3 is stable with H
norm bound fy, if there exist matrices {P; > 0}ies, {F; }ics

and {Qi; : ,J = Qij}i,jes such that
G5 hipP) Tt 0| | G Bu
[(Z) 15 ] Z Mgpl Qi
1z i 1
0 I J
P 0
- [ 0 721] <0 (7)
Qll QIZ : Ql@
Q21 Q22 o QQS
. >0 (8)
Qsl Q32 o QSS
here Gf; = Ai(X27_; hiPy) — BaiFy; Mi; = Co(307_ haP)

—Do; F

Proof. The considered Lyapunov function is

Vk = xz(z hiPi)_l{Ek (9)
i=1

when wy, = 0, system (5) becomes

= Z Z hih;GS;,

i=1 j=1

Th+1 (10)

By some algebraic manipulations, the increment of Vj
along the solution of (10) is given by

)~ ZZZZM%%

i=1 j=1p=1q=1

AVl o

2i {(G5)T O nip)™!

i=1

7;%2222;1}1 h hqz

i=1 j=1p=1q=1

TOonP)THGS) =200 hiP) !
i=1 =1

fj)}mk

(S PG

hi(§k+1). By lemma 1, one has

Zh P)~'hay,

where bl =

AVilaoy <2f > DY 3 hihjhphq%

i=1 j=1p=1q=1
— 2 Z hiP;)~

S

{(G)"Q_niP)”

i=1

13195



17th IFAC World Congress (IFAC'08)
Seoul, Korea, July 6-11, 2008

T(ihﬂ%)*l Gha) Yo
_kaZhh ZhP ){(G

<15
(Zhipi> Gij_

P; }(Z hiP;)~
i=1
It follows from (7) that
Zh*P e

BE( Z hiP) " G, + DL M,

=1

) rENT nré
_Pz+<Mz‘j> Mij

T(Z hiP) ™' By + (ij)TDu
s = + Qij <0 (12)
BE(Z hi P;)™' By + Df;Dy; — *I
i=1
Now partition matrices for all i,j € S conformably with
the first matrix in (12)

Q(ll) Q(12)
Qij = (21) (22) (13)
Q'L] Qz]
Inequalities (12) and (13) imply that
(G5H)TO hf PGS — P+ QY < (14)
i=1
It follows from (11) and (14) that
-1
AVk‘(lO)S_xk E Zh h Zh P jé?gjll)(Zh P T
1= 1] 1
(11),,
= —zj Z Z hih; Qs
=1 j=1
(11 11 ~(11
men] ' Q) Q%ﬂi G |
haxy, D50 o Q hoxy,
e | | Qa7 Qe QT P
hszi 1| QUD Qb . gan) |Lhsai
here Q") = (25, hiP)TQ4Y (325, hiPy) ™!
By (8) and (13), the following inequality holds
qu) Q(ll qu)
(in Q iy S
> * 1>0 (16)
g o
Pre—multiplying diag{(>;_, hiP)~ T, (>i_ hi )T, ;
(> hiPy)~ } and post- multlplylng diag{(>2;_, h; P) ,
i hiP) ™t (300 hiP) ) to (16) gives

~(11) /(11 ~(11
o o -
Q21 22 e Q2s

>0 (17)

A1) A11) Q(u)
1s 2s ss

(15) combines together with (17) implies that system(10)
is stable. Next, our objective is to derive the H,, norm
bound, i.e.|[zx]l2 < v||wkll2. Let

N—-1

JIn = Z (2f 2 — v2wiwy)
k=0

For any nonzero wy € l2[0,00) and zero initial condition
xg = 0, one has

N-1
Jn = (zgzk — 'y2w,§wk)
k=0
N-1
= Z (z,{zk — 'yzw,{wk + AVk| 5)) — VN
k=0

where AVi|(5) defines the increment of Vi along system
(5). It is noted that

Z]z Zk — ’}/ngwk

7<kaZZZhhh hy

i=1 j=1p=1¢q=1

{ {(]%?T] [ M5, Dy — [8 7(2)]] }@k

AVis) —@gzzzz:hh hph { [ GJT)T]

i=1 j=1p=1q=1
th )7t o

Z}ﬁp — }@k
0 0

where ¢y, = [r; wi]T, then one has

Iy < Z@{ZZZZM h hq2

i=1 j=1p=1qg=1

[GS, Biy] -

{(Gf) M, } Z}ﬁp )7t o [G%Blp'
Dli 0 I Mqulp_

S

Q_nfp)~to [Gfg Bu: |

. [<G§ e )T]
i=1 M5 Dy,
0 I * -

(i hi P,

—1
; 0
- ) }%Ok
0 VI

By lemma 1, the following inequality holds

Jy < Zg;{ZZZZhh h th

i=1 j=1p=1q=1
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V] Sy

(G5)" (M,
HG D 0 I

{(Gf%) ( p)T] D hiP)7to {nyq Blp}

1p Diy =1 0 I szq Dy
hP)~t 0
-2 (; ) }@k
0 7 |
N-—1 s s :
hiP)~T 0
= >0 YD hiby g;
k=0 i=1 j=1 0 I
S
{ {(G‘U)T (qu N -mip)to| [ G B
I i= 3 .
By, Dy; ! 0 7 Mij Dy;
S
P, 0 hiP)~' 0
|:O ,YQI:| } (2—1 ! ) Sokf (18)
I
It follows from (7) and (18) that
N-1 s s
INS D @E D> hihy
k=0 i=1 j=1
hiP;)~T 0 hiP;)~' 0
(Cp) nptol
0 I_ 0 I
hiok T'Qn Q12 -+ Qs [ h1gr
Nl hzsﬂk Q21 Q22 -+ Qas || hoyk
o .| (19)
=0 : I :
hs(Pk; —le QQS st hs(pk
where
_ P10 hiP)~t 0
Gy - | omRIT 0] o | (o mR)
0 I 0 I

ZhZPZ TQ(H)ES:hiPZ—)*l *
i=1

(21) -1 (22)
Qij Z thz) Qij
L i=1
QY o
=1 A1 22 i,j €S
Q5 @i

Pre-multiplying diag{(Zf e P)TT L (Y i P) T I
(i hiP) T I} post- multlplymg dzag{(z 1 h P)
LS P (S b)) to (8) gives

Qll Q:lQ e le
Q21 Q22 e Q2s

: . . : >0 (20)
le QZS e st

(19) combines with (20) implies that for any N, Jy < 0,
which further gives |zx|l2 < 7|lwkll2, for any nonzero
wi € 13]0,00), 2z € 12]0,00) and zy = 0. The proof of
theorem 1 is completed.

3.2 Approach 2

Now, reconsider the control law as follows

—(i hiFi)(i hiGi) "ty (21)
which leads to the cllozséd-loop s_ylstem of X is
S Tpgy = Z Z hihj(Y5ae + Brwy)  (22)
i=1 j=1
2z = Z Z hihy (W@, + Dyiwy) (23)
=1 j=1
with Y} = A; — BgiFngle hiGi) L Wy = Cy — Dy Fy

(> iy hiGi) ™!

If the Lyapunov function is chosen as
Vi =z ( Z hiG)

th ZhG z (24)
i=1

then, with the idea of proof in theorem 1, the following
result can be obtained easily.

Theorem 2. The closed-loop system X§ is stable with
H,, norm bound =, if there ex1st matrices {P; > O}ies,
{Gi}ies, {Fi}ties and {Qi; : Qf; = Qij}i jes such that

+ s
ZhG (Wi)" SRR 0

Qij + 5 p
BE(Z hfGgy)~" DY 0 I
i=1
hiG) Y hiG)'Bi |
(Z i ) ij (z_: i ) 1 P; (2) <0
i=1 i=1 0 I
W Dy;
(25)
Qi1 Q12 -+ Qis
Q21 Q22 -+ Qas
. . . >0 (26)
Qsl Qs2 o st
where
= Az(z hiG;) — B Fj; ij = Cz(z hiG;) — Do F)
i=1 ;

Proof. The procedure is similar to that one in theorem 1
and is thus omitted.

Remark 1. it is necessary to check first the existence of
(>°;_, hiGi)~! with approach 2, which has been done
in(Guerra & Vermeiren, 2004).

Remark 2. In Theorem 1 and Theorem 2, we have chosen
a nonquadratic Lyapunov function which is the same as
that given in (Guerra & Vermeiren, 2004).
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4. CONTROLLER DESIGN

Theorem 3. If there exist appropriate dimension matrices

}P}> 0}ies, Q5 Yijes, {Q2}ijes, Q7 }ijes and
F;}ics such that

—P, + Ql(jl,l) * * *
le) 721 + QEJ2-2) * x| 2
AP, — By Fj By, —P,
C;P, — DgZF Dy; 0 -1
i,5,l,bae S (27)
Q1 Qi2 -+ Qs
Q21 Q22 -+ Qas
. . . >0 (28)
Qsl Q82 st
where
QY x
Qij = [ng?l) Qz(_?2) (29)

then the closed-loop system 3 is stable with H,, norm
bound ~.

Proof. With (27), it follows from Schur complement that

(@) ( MO Qo hfP) 0 | G B .
|: B %; =1 . , MZ% D]_z +Q1J
_[1372[]@ i,jEeS

The result then follows from theorem 2.

Theorem /. If there exist appropriate dimension matri-

ces {P; > Otics, {Q5 " }ijes, {Q5  }ijes, {Q5 Y jes,
{G;}ies and {F;};cs such that

—P; + Ql(-jl-l) * * *
Qi) Iy | <o
AiGl — BQiFj Bli —Ga - GZ + Pa *
CZ‘Gl — DQiFj Dli 0 -1
i,5,l,a €8 (30)
Q11 Qi2 -+ Qs
Q21 Q22 - Q2s
. >0 (31)
Qsl Q52 e st
where
QY
Qij = [Ql(_jz_m Qz('J2'2) (32)

then the closed-loop system 3§ is stable with H., norm

bound ~.
Proof. By lemma 2, let

Zs:hjai 0

0T

with (30), one has

S

& - S 743 s
(V'O nfe)™™" wi)” N
Q'j + i=1 Zhi P; 0

K i=1

BT ( ZiﬁG DT, 0 I
=1
‘ htG) Y k hiGy) " By
% (Z: 7 ) i (Z: i ) 1 |:P (2) :| <0

i=1 WE i=1 D 0 0 I

i 1i

The result then follows from Theorem 2.

Remark 3. The conditions in Theorem 3 can be obtained
by letting G; = P; in Theorem 4. Thus Theorem 4 has less
conservatism than Theorem 3.

5. NUMERICAL EXAMPLE

To illustrate the proposed methods, a design example is
worked out. The system under consideration is a nonlinear
system, which is similar to that one used in(Guerra, &
Vermeiren, 2004).

2 =2 —2Me® + 5+ 2V u + 050, (33)
2 = o) — 052 4 22 Dup — 01w, (34)
2= —0.12" — 0522 + 0.5u; + 0.1wk (35)
defining xy, = [m(l) (2)]. assum that a: € [-B, 0], the

kT
nonlinear system (33) — (35) can be exactly represented by
T-S model as

Plant rule 1: IF z{" is about x;, THEN

Try1 = A1x + Briwg + Bajug
2k, = Crzg + Duiwk + Dajuy
Plant rule 2: IF x,(fl) is about x2, THEN

Ti+1 = Aoz + Browy, + Baguy,
2 = Coxy + Drowy, + Doguy,
with

xél) + 0
28

X1 =

1 _
5 X2:17X1; A1: |:_1 _0ﬂ5:|a

(1 81 n _n _[-003001].
A2—[—1 —0.5}’ BH—B”—{ 0 0.01}
5 5—
B21:|: %6];322:{ 25];012022[—0.1 —005],

D11 = D12 = [—0.1 —0.05] ;D21 = D22 = 0.5;

Let 5 = 1 and v = 0.5. Using MATLAB LMI Toolbox

to solve the LMIs in Theorem 3, a feasible set of solution

obtained as follows:

Fy, =[0.6479 —0.7043]; Fy =

P o— 4.4852 —2.9007 P — 4.4683 —2.9029
17 ] —2.9007 5.1014 27 | —2.9029 5.1151

To illustrate the behavior of the control action, Fig.1

depicts the trajectories of the closed-loop system with

starting point zo = [-0.9 1]7. Fig.2 shows that the

disturbance wy and the output response zy.

[0.3379 0.5238]
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osf

oaf:

State raectories

1
0 B 10 15 20 25 30 35 a0 a5 50
Time in second

Fig.1 The state trajectories of closed-loop system with
control law in Theorem 3

osf

oz2f

Stochastc disturbance and Oulput response

—o2f

—oa|

-0.4

) 5 10 15 20 25 30 35 a0 a5 50
Time in second

Fig.2 The disturbance wy and the output response zj,

The same operation is done to solve the LMIs in Theorem
4, a feasible set of solution is:
F, =[0.7044 —0.8398];Fy = [0.4574 0.4432]
G = 5.1554 —3.1881 |, G, — 4.9387 —3.3358

L= 1 -3.1213 5.6781 |* 72~ | —=3.0070 5.8254
Fig.3 depicts the trajectories of the closed-loop system
with starting point g = [-0.9 1]T. Fig.4 show the
disturbance wy and the output response zg.

1

=]

20 25 30 35 a0 a5 50
Time in second

Fig.3 The state trajectories of closed-loop system with
control law in Theorem 4

o o o
N

S0 o
T

rbance and Output response

Fig.4 The disturbance wy and the output response z

Table 1 summarizes the minimum values of the H., norm
bound “;uin by solving the LMIs in Theorem 3 and
Theorem 4 with a given fixed 8 > 0. It is noted from Table

1 that for a given fixed § > 0, the controllers obtained
from Theorem 3 and Theorem 4 can guarantee a smaller
minimum value of the H,, performance level than that one

Table 1
Ymin computed by Th.3 and Th.4 for different 5

J§] Yminil th.3 | Yminin thd | vpmin(Zhou’07)
0.01 0.0167 0.0167 0.0167
0.10 0.0169 0.0169 0.0169
0.50 0.0184 0.0184 0.0192
1.00 0.054 0.053 0.3322
1.01459 0.065 0.062 99.9499
1.45 infeasible infeasible infeasible

given in (Zhou, Lam & Zheng, 2007). Judging from this
example, one can conclude that the results of this paper
are of less conservatism than that one in (Zhou, Lam &
Zheng, 2007).

6. CONCLUSION

This paper presents stabilization analysis and H,, per-
formance for a class of discrete fuzzy systems. By using
nonquadratic Lypunov functions associated with PDC-like
control law, several relaxed results are obtained based on
LMIs. Finally, a numerical example is given to illustrate
the main results. The results can also be easily extended
to the systems with uncertainties and time-delay.
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