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Abstract: The global exponential stability of the neural networks is investigated for a new fuzzy cellular
neural networks with time-varying delays. A novel delay-dependent stability criterion is derived based
on Lyapunov stability theory and the linear matrix inequality. By transforming the fuzzy logic terms with
time-delay, our criteria are less conservative than existing results. Two examples are provided to verify
the effectiveness of the proposed results.

1. INTRODUCTION

Since fuzzy cellular neural networks (FCNN) are first intro-
duced in 1996, it has become a very useful tool for image pro-
cessing problems, which is a cornerstone in image processing
and pattern recognition; see Yang et al. (1996a), Yang et al.
(1996b) and Yang et al. (1996c). An FCNN is a fuzzy neural
network which integrates fuzzy logic into the structure of a
traditional cellular neural network (CNN). Generally speaking,
there are two kinds of FCNN, the Takagi-Sugeno (T–S) FCNN
and the common FCNN. The T–S one is an FCNN based on
the T–S fuzzy model; see Hou et al. (2007). And the common
one combines fuzzy logic with traditional CNN; see Huang
(2006), Huang (2007), Liu et al. (2004), Yuan et al. (2006)
and Zhong et al. (2006). However, in hardware implementation,
time-delays inevitably occur due to the finite switching speed
of amplifiers and the communication time. Time-delays can
be harmful since they can destroy a stable network and cause
sustained oscillations, bifurcation or chaos.

So far, some results on stability have been obtained for the
FCNN with time-delays. Some sufficient conditions based on
M-matrix were given to check the global exponential stability
of FCNN with constant and time-varying delays, distributed
delays and diffusion, respectively; see Liu et al. (2004), Huang
(2006) and Huang (2007). And a sufficient condition of the
global exponential stability based on algebraic inequality for
FCNN with time-varying delays was proposed by Zhong et al.
(2006). The LMI is first used to guarantee the global exponen-
tial stability of FCNN with time-varying delays by Yuan et al.
(2006). But these schemes employed a similar transformation
for the non-fuzzy terms, i.e., taking the absolute value, which
led to the increase of conservativeness in their results. To the
best of our knowledge, no results have overcome this problem
thus far.
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In this paper, a new FCNN with time-varying delays is pro-
posed. A novel sufficient condition is derived to guarantee the
global exponential stability of the new FCNN with time-varying
delays. It is obtained based on Lyapunov stability theory and
linear matrix inequality (LMI) technique. Different from the
previous methods to transform non-fuzzy terms as in Liu et al.
(2004), Zhong et al. (2006) and Yuan et al. (2006), the trans-
formation of fuzzy logic terms with time-delay is carried out in
this paper. Thus, the sign of the non-fuzzy weight matrices is
considered, which makes our results less conservative. Finally,
two illustrative examples prove that our criteria are less conser-
vative than existing results in previously repotred literature.

In the following, B = [bi j]n×n denotes an n × n real matrix.
BT , λM(B), λm(B) and ‖B‖ represent the transpose, the maxi-
mum eigenvalue, the minimum eigenvalue and norm of matrix,
respectively, where ‖ · ‖ is Euclidean norm. B > 0 (B < 0)
denotes that B is a positive (negative) definite matrix. B > 0
(B 6 0) denotes that B is a positive (negative) semidefinite
matrix. |B| = [|bi j|]n×n denotes a matrix formed from B by
taking absolute value componentwise.

2. SYSTEM DESCRIPTION

The common FCNN with time-varying delays can be described
by following

żi(t) = −dizi(t) +

n∑

j=1

ai j f j(z j(t)) +

n∑

j=1

ci ju j + Ii

+

n∧

j=1

αi j f j(z j(t − τ(t))) +

n∧

j=1

Ti ju j

+

n∨

j=1

βi j f j(z j(t − τ(t))) +

n∨

j=1

Hi ju j

(1)

where αi j, βi j, Ti j and Hi j are elements of fuzzy feedback MIN
template, fuzzy feedback MAX template, fuzzy feedforward
MIN template and fuzzy feedforward MAX template, respec-
tively. ai j and ci j are elements of feedback and feedforward
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template.
∧

and
∨

denote the fuzzy AND and fuzzy OR op-
eration, respectively. zi, ui and Ii denote state, input and bias of
the ith neurons, respectively. fi is the activation function, τ(t) is
transmission delay, and τ is the upper bound of the delay. The
initial conditions of (1) are given by zi(t) = ϕi(t) ∈ ([−τ, 0],<).

The delays are not only in the fuzzy feedback template, but also
in the common feedback template. According to the principle
above, the new FCNN with delays will be derived.

The new FCNN with time-varying delays can be described by
following:

żi(t) = −dizi(t) +

n∑

j=1

ai j f j(z j(t)) +

n∑

j=1

ci ju j

+

n∑

j=1

bi j f j(z j(t − h(t))) + Ii

+

n∧

j=1

αi j f j(z j(t − τ(t))) +

n∧

j=1

Ti ju j

+

n∨

j=1

βi j f j(z j(t − τ(t))) +

n∨

j=1

Hi ju j

(2)

where bi j is elements of delay feedback template, h(t) is trans-
mission delay of delay feedback template, h is the upper bound
of delay, and the definitions of other parameters are the same
as the common FCNN. The |α| and |β| are the symmetric
matrices, which are the absolute value of the fuzzy weight
matrices α and β. The initial conditions of (2) are given by
zi(t) = ϕi(t) ∈ ([−max(τ, h), 0],<), and ϕi(t) are continuous
and bounded functions.

It is obvious that the new FCNN model is proposed in this
paper include two terms with delays, delay feedback and fuzzy
feedback term. When the delay h(t) = 0, the new FCNN (2)
will be reduced to the FCNN (1). Therefore, the FCNN are the
special case of the new FCNN.

Assumption 1. For each fi, satisfies the global Lipschitz condi-
tion, i.e., there exist positive finite constants li such that

| fi(u) − fi(v)| 6 li|u − v| (3)

for all u, v ∈ <, and i = 1, 2, · · · , n.

Assumption 1∗. For each fi, there exist positive finite constants
li such that the following condition is satisfied

0 6 fi(u) − fi(v)
u − v

6 li (4)

for all u, v ∈ <, u , v, and i = 1, 2, · · · , n.

Remark 1. By observation, (3) is rather general as it merely
requires the neuronal nonlinearity to be Lipschitz, whereas
(4) requires a monotone increasing feature of the neuronal
activation. Clearly, the former includes the latter as a special
case.

Assumption 2. For the delays τ(t) and h(t), the following condi-
tions are satisfied,

0 6 τ(t) 6 τ, 0 6 h(t) 6 h, τ̇(t) 6 µ < 1, ḣ(t) 6 γ < 1.
where τ and h are the upper bound of the delays, and µ and γ
are the upper bound of the delay’s derivatives, respectively.

By Theorem 1 in Yang et al. (1996a) and the boundedness of
functions fi, it follows readily from Browner’s fixpoint theorem

that the network (1) has at least one equilibrium point z∗ =
(z∗1, z

∗
2, · · · , z∗n)T . Then, define xi(t) = zi(t)−z∗i , (2) is transformed

into the following form,

ẋi(t) = −dixi(t) +

n∑

j=1

ai jg j(x j(t)) +

n∑

j=1

bi jg j(x j(t − h(t)))

+

n∧

j=1

αi j f j(x j(t − τ(t)) + z∗j) −
n∧

j=1

αi j f j(z∗j)

+

n∨

j=1

βi j f j(x j(t − τ(t)) + z∗j) −
n∨

j=1

βi j f j(z∗j)

xi(t) = ϕ̂i(t), t ∈ ([−max(τ, h), 0],<).

(5)

where gi(xi(t)) = fi(xi(t) + z∗i ) − fi(z∗i ) with gi(0) = 0, and
gi(xi(t − h(t))) = fi(xi(t − h(t)) + z∗i ) − fi(z∗i ). Let x(t) =

(x1(t), x2(t), · · · , xn(t))T . If the origin of the system (5) is glob-
ally exponentially stable, then the equilibrium point z∗ is also
globally exponentially stable. And it means that the equilibrium
point of (2) is globally exponentially stable.

The following definition and lemmas will be used for deriving
our main result.

Definition 1. (Global Exponential Stability) The system (5) is
said to be globally exponentially stable with the convergence
rate k, if there exist constants k > 0 and M > 1, such that

‖x(t)‖ 6 M‖φ‖e−kt

where ‖φ‖ = sup
−max(h,τ)6θ60

‖x(θ)‖.

Lemma 1. (Yang et al. (1996a)) Let z and z′ be two states of
system (1) or (2), then we have∣∣∣∣∣∣

n∧

j=1

αi j f j(z j) −
n∧

j=1

αi j f j(z′j)

∣∣∣∣∣∣ 6
n∑

j=1

∣∣∣αi j

∣∣∣ ∣∣∣ f j(z j) − f j(z′j)
∣∣∣,

∣∣∣∣∣∣
n∨

j=1

βi j f j(z j) −
n∨

j=1

βi j f j(z′j)

∣∣∣∣∣∣ 6
n∑

j=1

∣∣∣βi j

∣∣∣ ∣∣∣ f j(z j) − f j(z′j)
∣∣∣.

Lemma 2. (Boyd et al. (1994)) (Schur complement) For any

given symmetric matrices S =

[
S 11 S 12
S 21 S 22

]
< 0, where S ii is

ri × ri nonsingular matrix, i = 1, 2, · · · , n, and S 21 = S T
12.The

following conditions are equivalent:
1) S < 0;
2) S 11 < 0 and S 22 − S 21S −1

11 S 12 < 0;
3) S 22 < 0 and S 11 − S 12S −1

22 S 21 < 0.
Lemma 3. (Wang et al. (2007)) For any two vectors a, b ∈ <n,
any matrix A, any positive definte symmetric matrix B with
the same dimensions, and any two positive constants m, n, the
following inequality holds,

−maT Ba + 2naT Ab 6 n2bT AT (mB)−1Ab
Lemma 4. (He et al. (2006)) For any two vectors a, b ∈ <n,
the inequality

2aT b 6 aT Xa + bT X−1b
holds, where X is any positive matrix (i.e., X > 0).
Lemma 5. For any symmetric constant matrix A = [ai j]n×n with
ai j > 0, the following inequality holds

A 6 AS

where AS = diag
(

n∑
i=1

ai1,
n∑

i=1
ai2, · · · ,

n∑
i=1

ain

)
, i, j = 1, 2, · · · , n.

Proof : Let B = AS − A, we can obtain
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B =



n∑

i=2

ai1 −a12 · · · −a1n

−a21

n∑

i=1,i,2

ai2 · · · −a2n

...
...

. . .
...

−an1 −an2 · · ·
n−1∑

i=1

ain



where ai j = a ji.

Obviously, B is a diagonal dominant matrix with positive ele-
ments in main diagonal. According to the definition of positive
semidefinite matrix, we can get B > 0, i.e., A 6 AS . Thus, the
lemma is proved.

3. MAIN RESULTS

The following delay-dependent exponential stability criterion is
obtained.

Theorem 1. The equilibrium point of system (5) is globally
exponentially stable with the convergence rate k > 0, if As-
sumptions 1 and 2 are satisfied, and if there exist some positive
definite diagonal matrices P, Q and Y , a positive definite sym-
metric matrices W, such that the following LMI is feasible:

Ξ =



ω PA PB P(|α|S + |β|S )
∗ Q + W − Y 0 0
∗ ∗ −e−2kh(1 − γ)W 0
∗ ∗ ∗ −e−2kτ(1 − µ)Q


< 0 (6)

where ω = 2kP − PD − DP + LYL, L = diag(li), D =
diag(di), A = [ai j]n×n, B = [bi j]n×n, |α| = [|αi j|]n×n, |β| =

[|βi j|]n×n, |α|S = diag(
n∑

i=1
|αi1|,

n∑
i=1
|αi2|, · · · ,

n∑
i=1
|αin|), |β|S =

diag(
n∑

i=1
|βi1|,

n∑
i=1
|βi2|, · · · ,

n∑
i=1
|βin|), and i, j = 1, 2, · · · , n.

Proof : Construct the following Lyapunov-Krasovskii func-
tional:

V(x(t)) = e2kt
n∑

i=1

pix2
i (t) +

t∫

t−τ(t)

e2ksgT (x(s))Qg(x(s))ds

+

t∫

t−h(t)

e2ksgT (x(s))Wg(x(s))ds

(7)

where P = diag(pi) with pi > 0, Q = diag(qi) > 0, W =
WT > 0, and i, j = 1, 2, · · · , n. Obviously, the V(x(t)) is the
nonnegative and radially unbounded function. From system (5),
Assumption 2 and Lemma 1, calculating the time derivatives of
V(x(t)) along the trajectories of system (5) yields

V̇(x(t)) = 2ke2kt
n∑

i=1

pix2
i (t) + 2e2kt

n∑

i=1

pixi(t)ẋi(t)

+e2ktgT (x(t))(Q + W)g(x(t))
−e2k(t−τ(t))(1 − τ̇(t))gT (x(t − τ(t)))Qg(x(t − τ(t)))
−e2k(t−h(t))(1 − ḣ(t))gT (x(t − h(t)))Wg(x(t − h(t)))

6 2ke2kt xT (t)Px(t) − 2e2kt xT (t)PDx(t)
+2e2kt xT (t)PAg(x(t))
+2e2kt xT (t)PBg(x(t − h(t)))
+2e2kt |x(t)|T P(|α| + |β|)|g(x(t − τ(t)))|
+e2ktgT (x(t))(Q + W)g(x(t))
−e2kte−2kτ(1 − µ)gT (x(t − τ(t)))Qg(x(t − τ(t)))
−e2kte−2kh(1 − γ)gT (x(t − h(t)))Wg(x(t − h(t))).

(8)

According to Lemma 5, we have |α| + |β| 6 |α|S + |β|S ,
where |α|S is diagonal dominance in column of |α|, i.e.,

|α|S = diag(
n∑

i=1
|αi1|,

n∑
i=1
|αi2|, · · · ,

n∑
i=1
|αin|). Similarly, |β|S =

diag(
n∑

i=1
|βi1|,

n∑
i=1
|βi2|, · · · ,

n∑
i=1
|βin|). Thus, for (8), we have

V̇(x(t)) 6 2ke2kt xT (t)Px(t) − 2e2kt xT (t)PDx(t)
+2e2kt xT (t)PAg(x(t))
+2e2kt xT (t)PBg(x(t − h(t)))
+2e2kt |x(t)|T P(|α|S + |β|S )|g(x(t − τ(t)))|
+e2ktgT (x(t))(Q + W)g(x(t))
−e2kte−2kτ(1 − µ)gT (x(t − τ(t)))Qg(x(t − τ(t)))
−e2kte−2kh(1 − γ)gT (x(t − h(t)))Wg(x(t − h(t)))

(9)

According to Assumption 1, we have

g2
i (xi(t)) 6 l2i x2

i (t), i = 1, 2, · · · , n. (10)

Therefore, for any matrix Y = diag(y1, y2, · · · , yn) > 0, it
follows that

0 6 −e2kt
n∑

i=1

yi(g2
i (xi(t)) − l2i x2

i (t)),

= −e2kt
(
gT (x(t))Yg(x(t)) − xT (t)LYLx(t)

)
.

(11)

By Lemma 3, transforming the terms with absolute value in (9),
it follows that

−e2kte−2kτ(1 − µ)gT (x(t − τ(t)))Qg(x(t − τ(t)))
+2e2kt |x(t)|T P(|α|S + |β|S )|g(x(t − τ(t))|

6 e2kte2kτ(1 − µ)−1|x(t)|T P(|α|S + |β|S )Q−1(|α|S + |β|S )T

×P|x(t)|
= e2kte2kτ(1 − µ)−1xT (t)P(|α|S + |β|S )Q−1(|α|S + |β|S )T Px(t)

(12)

From (9), (11) and (12), let ζT (t) = [xT (t) gT (x(t)) gT (x(t −
h(t)))], we obtain the following inequality

V̇(x(t)) 6 e2ktζT (t)Φζ(t). (13)

where

Φ =


ω PA PB
∗ Q + W − Y 0
∗ ∗ −e−2kh(1 − γ)W

 , (14)

ω = 2kP−PD−DP+LYL+e2kτ(1−µ)−1P(|α|S + |β|S )Q−1(|α|S +
|β|S )T P.
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Since Φ < 0 in (13) implies the V̇(x(t)) < 0 for any ζ(t) , 0.
According to the Schur complement, Φ < 0 is equivalent to (6),
i.e., if Ξ < 0, then V̇(x(t)) < 0.

It follows from V̇(x(t)) < 0 that
V(x(t)) 6 V(x(0)). (15)

We can obtain

V(x(0)) = xT (0)Px(0)

+

0∫

−τ(0)

e2ksgT (x(s))Qg(x(s))ds

+

0∫

−h(0)

e2ksgT (x(s))Wg(x(s))ds

6 λM(P)‖φ‖2 + τλM(Q)λM(L2)‖φ‖2
hλM(W)λM(L2)‖φ‖2

= Υ‖φ‖2

(16)

where Υ = λM(P) + τλM(Q)λM(L2) + hλM(W)λM(L2). On the
other hand,

V(x(t)) > e2kt xT (t)Px(t)
> e2ktλm(P)‖x(t)‖2. (17)

Therefore,

‖x(t)‖ 6
√

Υ

λm(P)
‖φ‖e−kt. (18)

From Definition 1, the equilibrium point of (5) is globally
exponentially stable and has the exponential convergence rate
k. It means that the equilibrium point of system (2) is globally
exponentially stable, too. The proof is completed.

Now, we consider our result under Assumption 1∗.

Theorem 2. The equilibrium point of system (2) is globally
exponentially stable with the convergence rate k > 0, if As-
sumptions 1∗ and 2 are satisfied, and if there exist some positive
definite diagonal matrices P, Λ, Q and Y , a positive definite
symmetric matrices W, such that the following LMI is feasible:

Ω =



ω11 ω12 ω13 0 ω15
∗ ω22 ω23 ω24 0
∗ ∗ ω33 0 0
∗ ∗ ∗ ω44 0
∗ ∗ ∗ ∗ ω55


< 0 (19)

where

ω11 = 2kP − PD − DP + 2kΛL,

ω12 = PA + LY − DΛ,

ω13 = PB,

ω15 = P(|α|S + |β|S ),

ω22 = ΛA + AT Λ + Q + W − 2Y,

ω23 = ΛB,

ω24 = Λ(|α|S + |β|S ),

ω33 = −e−2kh(1 − γ)W,

ω44 = −1
2

e−2kτ(1 − µ)Q,

ω55 = −1
2

e−2kτ(1 − µ)Q,

L = diag(li), D = diag(di), A = [ai j]n×n, B = [bi j]n×n,

|α| = [|αi j|]n×n, |α|S = diag(
n∑

i=1
|αi1|,

n∑
i=1
|αi2|, · · · ,

n∑
i=1
|αin|), |β| =

[|βi j|]n×n, |β|S = diag(
n∑

i=1
|βi1|,

n∑
i=1
|βi2|, · · · ,

n∑
i=1
|βin|), and i, j =

1, 2, · · · , n.

Proof : Construct the following Lyapunov-Krasovskii func-
tional:

V(x(t)) = e2kt
n∑

i=1

pix2
i (t) + 2

n∑

i=1

λie2kt

xi(t)∫

0

gi(s)ds

+

t∫

t−τ(t)

e2ksgT (x(s))Qg(x(s))ds

+

t∫

t−h(t)

e2ksgT (x(s))Wg(x(s))ds

(20)

where P = diag(pi) with pi > 0, Q = diag(qi) > 0, Λ =
diag(λi) > 0, W = WT > 0, and i, j = 1, 2, · · · , n.

Obviously, the V(x(t)) is the nonnegative and radially un-
bounded function. By system (5), Assumption 2, Lemma 1,

inequality
xi(t)∫
0

gi(s)ds 6 1
2 lix2

i (t), and the same way as Theorem

1, the time derivatives of V(x(t)) along the trajectories of system
(5) can be obtained as

V̇(x(t)) 6 2ke2kt xT (t)Px(t) − 2e2kt xT (t)PDx(t)
+2e2kt xT (t)PAg(x(t))
+2e2kt xT (t)PBg(x(t − h(t)))
+2e2kt |x(t)|T P(|α|S + |β|S )|g(x(t − τ(t)))|
+2ke2kt xT (t)ΛLx(t) − 2e2ktgT (x(t))ΛDx(t)
+2e2ktgT (x(t))ΛAg(x(t))
+2e2ktgT (x(t))ΛBg(x(t − h(t)))
+2e2kt |g(x(t))|T Λ(|α|S + |β|S )|g(x(t − τ(t)))|
+e2ktgT (x(t))(Q + W)g(x(t))
−e2kte−2kτ(1 − µ)gT (x(t − τ(t)))Qg(x(t − τ(t)))
−e2kte−2kh(1 − γ)gT (x(t − h(t)))Wg(x(t − h(t)))

(21)

Similar to (12) in the proof of Theorem 1, transforming the
terms with absolute value in (21), we obtain

V̇(x(t)) 6 2ke2kt xT (t)Px(t) − 2e2kt xT (t)PDx(t)
+2e2kt xT (t)PAg(x(t))
+2e2kt xT (t)PBg(x(t − h(t)))
+2e2kte2kτ(1 − µ)−1xT (t)P(|α|S + |β|S )Q−1

×(|α|S + |β|S )T Px(t)
+2ke2kt xT (t)ΛLx(t) − 2e2ktgT (x(t))ΛDx(t)
+2e2ktgT (x(t))ΛAg(x(t))
+2e2ktgT (x(t))ΛBg(x(t − h(t)))
+2e2kte2kτ(1 − µ)−1gT (x(t))Λ(|α|S + |β|S )Q−1

×(|α|S + |β|S )T Λg(x(t))
+e2ktgT (x(t))(Q + W)g(x(t))
−e2kte−2kh(1 − γ)gT (x(t − h(t)))Wg(x(t − h(t))).

(22)

From Assumption 1∗, for any matrix Y = diag(y1, y2, · · · , yn) >
0, it follows that
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0 6 −2e2kt
n∑

i=1

yi(g2
i (xi(t)) − ligi(xi(t))xi(t)),

= −2e2kt
(
gT (x(t))Yg(x(t)) − gT (x(t))YLx(t)

)
.

(23)

Then, from (22) and (23), let ζT (t) = [xT (t) gT (x(t)) gT (x(t −
h(t)))], V̇(x(t)) is given by

V̇(x(t)) 6 e2ktζT (t)Ψζ(t) (24)

where

Ψ =


ω1 PA + LY − DΛ PB
∗ ω2 ΛB
∗ ∗ −e−2kh(1 − γ)W

 , (25)

ω1 = 2kP − PD − DP + 2kΛL + 2e2kτ(1 − µ)−1P(|α|S +
|β|S )Q−1(|α|S + |β|S )T P, ω2 = ΛA+AT Λ+Q+W−2Y +2e2kτ(1−
µ)−1Λ(|α|S + |β|S )Q−1(|α|S + |β|S )T Λ.

Since Ψ < 0 in (24) implies that V̇(x(t)) < 0 for any ζ(t) , 0,
according to the Schur complement, Ψ < 0 is equivalent to (19),
i.e., if Ω < 0, then V̇(x(t)) < 0.

Similar to Theorem 1, we can obtain the following inequality

‖x(t)‖ 6
√

Υ

λm(P)
‖φ‖e−kt (26)

where Υ = λM(P)+λM(LΛL)+τλM(Q)λM(L2)+hλM(W)λM(L2).

From Definition 1, the equilibrium point of (5) is globally
exponentially stable and has the exponential convergence rate
k. It means that the equilibrium point of system (2) is globally
exponentially stable, too. The proof is completed.

When B = 0, the system (5) is reduced to the common FCNN,

ẋi(t) = −dixi(t) +

n∑

j=1

ai jg j(x j(t))

+

n∧

j=1

αi j f j(x j(t − τ(t)) + z∗j) −
n∧

j=1

αi j f j(z∗j)

+

n∨

j=1

βi j f j(x j(t − τ(t)) + z∗j) −
n∨

j=1

βi j f j(z∗j)

xi(t) = ϕ̄i(t), t ∈ ([−τ, 0],<).

(27)

where the definition of parameters is the same as system (5).
Therefore, we can extend the result to the global exponential
stability of the common FCNN that is stated in the following
corollaries.

Corollary 1. The equilibrium point of system (27) is globally
exponentially stable with the convergence rate k > 0, if As-
sumptions 1 and 2 are satisfied, and if there exist some positive
definite diagonal matrices P, Q and Y , such that the following
LMI is feasible:

Ξ =


ω PA ekτP(|α|S + |β|S )
∗ Q − Y 0
∗ ∗ −(1 − µ)Q

 < 0 (28)

where ω = 2kP − PD − DP + LYL, L = diag(li), D = diag(di),

A = [ai j]n×n, |α|S = diag(
n∑

i=1
|αi1|,

n∑
i=1
|αi2|, · · · ,

n∑
i=1
|αin|), |β|S =

diag(
n∑

i=1
|βi1|,

n∑
i=1
|βi2|, · · · ,

n∑
i=1
|βin|), |α| = [|αi j|]n×n, |β| = [|βi j|]n×n,

and i, j = 1, 2, · · · , n.

Proof : The proof of the corollary is similar to the proof of
Theorem 1.

Corollary 2. The equilibrium point of system (27) is glob-
ally exponentially stable with the convergence rate k > 0, if
Assumptions 1∗ and 2 are satisfied, and if there exist some
positive definite diagonal matrices P, Λ, Q and Y , such that the
following LMI is feasible:

Ω =



ω11 ω12 0 ω14
∗ ω22 ω23 0
∗ ∗ ω33 0
∗ ∗ ∗ ω44


< 0 (29)

where

ω11 = 2kP − PD − DP + 2kΛL,

ω12 = PA + LY − DΛ,

ω14 = ekτP(|α|S + |β|S ),

ω22 = ΛA + AT Λ + Q − 2Y,

ω23 = ekτΛ(|α|S + |β|S ),

ω33 = −1
2

(1 − µ)Q,

ω44 = −1
2

(1 − µ)Q,

L = diag(li), D = diag(di), A = [ai j]n×n, |α| = [|αi j|]n×n,

|β| = [|βi j|]n×n, |α|S = diag(
n∑

i=1
|αi1|,

n∑
i=1
|αi2|, · · · ,

n∑
i=1
|αin|), |β|S =

diag(
n∑

i=1
|βi1|,

n∑
i=1
|βi2|, · · · ,

n∑
i=1
|βin|), and i, j = 1, 2, · · · , n.

Proof : The proof of the corollary is similar to the proof of
Theorem 2.

Corollary 3. The equilibrium point of system (27) is globally
exponentially stable with the convergence rate k > 0, if As-
sumptions 1∗ and 2 are satisfied, and if there exist some positive
definite diagonal matrices P and Q, such that the following
equality holds

Ω = 2kP − PD − DP + PAL + LAT P + LQL
+e2kτ(1 − µ)−1P(|α|S + |β|S )Q−1(|α|S + |β|S )T P

< 0
(30)

or the following LMI is feasible:

Ω =

[
ω ekτP(|α|S + |β|S )
∗ −(1 − µ)Q

]
< 0 (31)

where ω = 2kP − PD − DP + PAL + LAT P + LQL,
L = diag(li), D = diag(di), A = [ai j]n×n, |α| = [|αi j|]n×n,

|β| = [|βi j|]n×n, |α|S = diag(
n∑

i=1
|αi1|,

n∑
i=1
|αi2|, · · · ,

n∑
i=1
|αin|), |β|S =

diag(
n∑

i=1
|βi1|,

n∑
i=1
|βi2|, · · · ,

n∑
i=1
|βin|), and i, j = 1, 2, · · · , n.

Proof : Construct the following Lyapunov-Krasovskii func-
tional:

V(x(t)) = e2kt
n∑

i=1

pix2
i (t) +

t∫

t−τ(t)

e2ksgT (x(s))Qg(x(s))ds.(32)

And then, from Assumption 1∗, the result above can be derived.

17th IFAC World Congress (IFAC'08)
Seoul, Korea, July 6-11, 2008

2476



4. NUMERICAL EXAMPLES

In this section, two examples are given to show the effectiveness
of the proposed results.

Example 1. Consider the common FCNN (1) with the following
parameters (see Yuan et al. (2006)),

D =

[
1 0
0 1

]
, A =



−1
4

1
4

−1
4
−1

4


, α =



1
8
−1

8
1
8

1
8


, β =



1
8

1
8

−1
8

1
8


,

τ(t) = 0.1 + 0.025 sin (5t), and fi(xi) = (|xi + 1| + |xi − 1|)/2,
i = 1, 2.

Clearly, from the activation function, the Lipschitz constant

matrix is L =

[
1 0
0 1

]
. τ = 0.125, µ = 0.125. |α| and |β| are

symmetric matrices.

Applying the Corollary 1, and with the exponential convergence
rate k = 0.1, the LMI is satisfied by using LMI Toolbox in
MATLAB. And the detailed parameters are as following:

P =

[
4.0261 0

0 4.0261

]
,Q =

[
2.2459 0

0 2.2459

]
,

Y =

[
3.6460 0

0 3.6460

]
.

Therefore, the FCNN with parameters in Example 1 is globally
exponentially stable. Also, from the LMI Toolbox, when the
convergence rate k = 0.1, the permissible upper bound on
time delay that guarantees the exponential stability of system is
calculated as τ = 0.2206. Existing criterion such as those in Liu
et al. (2004), Yuan et al. (2006) and Zhong et al. (2006) cannot
be applied to this example. Obviously, the result in our paper is
less conservative than those in the literature. When Corollary 3
is used, we can obtain even less conservative upper bound.

Example 2. Consider the new FCNN (2) with the following
parameters:

D =

[
1 0
0 1

]
, A =



−1
4

1
4

−1
4
−1

4


, B =



−1
4

1
8

− 3
20
−1

4


,

α =



1
32
− 1

32
1

32
1

32


, β =



1
32

1
32

− 1
32

1
32


,

τ(t) = 0.4+0.1 sin (3t), and fi(xi) = (|xi +1|+ |xi−1|)/2, i = 1, 2.

Similarly, we can obtain the Lipschitz constant matrix L =[
1 0
0 1

]
. τ = h = 0.5, µ = γ = 0.3. |α| and |β| are symmetric

matrices.

Applying Theorem 1 with convergence rate k = 0.1, the LMI is
satisfied by using LMI Toolbox in MATLAB. And the detailed
parameters are as following:

P =

[
3.5226 0

0 3.3863

]
,Q =

[
0.8673 0

0 0.8464

]
,

W =

[
1.3675 0.0193
0.0193 1.2724

]
,Y =

[
3.3305 0

0 3.1552

]
.

Hence, the new FCNN with parameters in Example 2 is globally
exponentially stable. And by calculation using the LMI Tool-

box, when the convergence rate k = 0.1, the permissible upper
bound on time delay that guarantees the exponential stability of
the system is τ = h < 1.1.

5. CONCLUSION

Based on Lyapunov stability theory and LMI, a novel delay-
dependent global exponential stability criterion is derived for
a new FCNN with time-varying delays. Compared with the
method in existing literature, we only transform the fuzzy
logic term with time-delays, and make our stability criteria less
conservative.
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