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Abstract: In this paper, the delay-dependent robust control problem is considered for
time-delay systems with polytopic uncertainty. Robust stabilizing controller and robust H,
controller are designed by using a parameter-dependent Lyapunov function that can reduce the
conservativeness when used in robust performance analysis and synthesis problems for polytopic
systems. Furthermore, multichannel H,, dynamic output-feedback controller is also designed.
Numerical examples are included to illustrate the proposed method.

1. INTRODUCTION

Application of a single Lyapunov function to the analysis
and design is investigated for systems with polytopic un-
certainty and multichannel constraints Boyd et al. (1994).
The apparently strict requirement of a single Lyapunov
function for all admissible uncertainties, all multichan-
nel and multiobjective constraints imposed on systems
can lead to rather conservative results. To reduce the
conservativeness, researchers turn to using parameter-
dependent Lyapunov functions and have obtained many
results. Among these works, a simple but effective idea is to
separate the products of Lyapunov matrices and controller
matrices in the given linear matrix inequalities (LMIs) by
introducing auxiliary slack variables. A significant break-
through toward this direction is the work for discrete
systems in Oliveira et al. (1999) and Oliveira et al. (1999)
that is extended to continuous time case in Apkarian et al.
(2001), Shaked (2001), Ebihara et al. (2001) by different
methods. However, in the above literatures, time delay
is not considered, while it is a source of instability in
many cases. Therefore the stability and performance anal-
ysis of time-delay systems are of theoretical and practical
importance. On the other hand, although robust perfor-
mance analysis and synthesis for time-delay systems with
polytopic uncertainty are investigated in Fridman et al.
(2002), Fridman et al. (2002), He et al. (2004), multichan-
nel H,, dynamic output-feedback synthesis still remains
an open problem and the products of Lyapunov matrices
and controller matrices are not separated completely that
motivates the present paper.

In this paper, we solve the robust controller design problem
for time-delay systems with polytopic uncertainty. The
obtained robust stabilizing controller and robust H., con-
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troller synthesis methods separate the products of con-
troller variables and Lyapunov variables. Therefore they
can reduce the conservativeness inherent in the conven-
tional Lyapunov method and the previous literature in
solving robust control problems for polytopic systems
by providing a parameter-dependent Lyapunov function.
Furthermore we design a dynamic H,, output-feedback
controller for systems with multichannel constraints. The
advantages of the results over the other methods are shown
by numerical examples.

For simplification, we define || 1%, (s)|| = C(sI—A)~'B+D
that is the transfer function from w to z and use the symbol

Sym{-} to denote Sym{X} def X 4+ X7, the symbol * to
denote the symmetric part.

2. ROBUST STATE-FEEDBACK CONTROLLER
SYNTHESIS

Consider the following time-delay system
x(t) = Ax(t) + Aqx(t — h) + Byw(t) + Bau(t)
z(t) = col{Cx(t), Du(t)} (1)
x(t) = 0,Vt € [—h,0]

where, z(t) € R"™ is the state, u(t) € R™ is the control
input, w(t) € R™ 1is the disturbance signal of finite
energy in the space L]0, 00), z(t) € R™* is the exogenous
output, and A, By, By, Ay, C, D are constant matrices of
appropriate dimensions. The time-delay A > 0 is assumed
to be known.

The matrices of the system are uncertain and known to
reside within a given polytope. Considering the system (1)
and denoting

q_[A A B
=B, C D
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we assume that

N N
Q:ijQj, for some 0 < f; < 1,ij =1 (2

Jj=1 Jj=1

where the IV vertices of the polytope are described by

A(j) Afij) ng)

20 = | o) ol p)

We seek a control law

u(t) = Kz(t) ®3)
that will asymptotically stabilize the system and guarantee
H performance specification [Ty (s)]|co < 7-

Lemma 1. Saadni et al. (2004) Let ¢, a and b be given ma-

trices of appropriate dimension. Then the two statements
are equivalent:

(i) ¢, a and b satisfy ¢ < 0 and ¢ + ab” + ba™ < 0.
(ii) ¢, a and b are such as the LMI

225 G ] =[] o[t a1 <o

is feasible in the variable G.

Lemma 2. Fridman et al. (2002) Let w(t) = 0. The control
law (3) asymptotically stabilizes the system (1) for all the
system parameters that reside in the uncertainty polytope,
if there exists a symmetric and positive definite matrix
Q1 > 0 and matrices Qéj), ng), R, ZZ-(J)7 i=1,2,3and Y
such that the following LMIs hold for j = 1,---, N. The
state-feedback gain is then given by K = YQfl.

Sym{QY} + hz{) =) hQs"
. hzi” — Sym{Qy"} hQy"" | < 0(4)
* * —hR
R 0 RADT
« 729 ZD | >0 (5)
* % Zéj)

where
E(j) _ Q;(),]) _ Q(Qj)T + Ql(A(j)T + A&j)T)
+hzy) + YT BY"

Lemma 3. Fridman et al. (2002) Consider the system (1),
where the system matrices reside within the polytope €.
For a prescribed v > 0, the state-feedback law (3) achieves
|ITwlloo < 7 for all nonzero w € Ly[0,00) and for all
the matrices in  if for a prescribed scalar A € R there
exists a symmetric and positive definite matrix ¢ > 0
and matrices S, Q2, @3, Rl(]), 1 =1,2,3 and Y such that
the LMI (6) holds as shown at the top of the next page
for j =1,---, N. The state-feedback gain is then given by
K=YQ"

where

N9 = Q3 — QF + Q1 (AY + (A + 1)AY) + YT BY”

Lemma 4. Xu et al. (2005) Given any positive number
v > 0, the system (1) is asymptotically stable and

IT%w(s)||o < 7, if there exist symmetric and positive-
definite matrices P, > 0, R > 0 and matrices P, Ps,
such that the following LMI holds:

(1,1) (1,2) ~hPfA; PIB, CT
* —Pl — Py +hR —hPfA; P{B, 0
% % ~hR 0 0 |<0(7)
* * * % 0
* * * * -1

where (1,1) = PI(A+ Ag) + (A+ AT, (1,2) = P, —
P+ (A+ Ay)TPs.

Theorem 1. Let w(t) = 0. The control law (3) asymptoti-
cally stabilizes the system (1) for all the system parameters
that reside in the uncertainty polytope, if for prescribed
positive scalars € > 0, h > 0, there exist symmetric and
positive definite matrix Qg]) > 0 and matrices Qéj), éj),
R, Zi(j), 1 = 1,2,3, V and U that satisfy the following
LMIs for 5 = 1,---,N. The state-feedback gain is then
given by K = UV 1.

. . 1
(1,1) (1,2) hQS"" QY + SeV
+(2,2) QYT (2,4)

* * —hR 0
—v-vT
R 0 RAYDT
« 29 7Y
Zg(])

<0

(8)

* * *

>0

* *

where
1,1) = QY + Q¥ + QYT + hz{”

2) - Q" + hzy
72) - _ Z(’)j) _ ng)T + hZ?(’J)

4) = (A9 4+ AV 4+ BY U

Proof: Firstly, we consider the system (1) without poly-
topic uncertainty. It is obvious that there exists a large

enough positive scalar ¢ such that the following equation
holds.

(1,1) Qs—Q3 +hZ> hQj
I'= x  —Qz— QY +hZs hQY
* * —hR

<0 (10)

where (1,1) = —eQ1 + Q2 + Q3 + hZ;.

When the matrices of the system (1) are exactly known
that is we consider the system (1) without uncertainty,
the equation (4) can be rewritten
I+ ab” +ba” <0 (11)
1 ’ T
2€A+Ad+BgKO} ,a = [Q100].

From Lemma 1, we can get the equations (10) and (11)
are equivalent to the following equation.

(1) (1,2) hQF Qi+ eV

where b =

* (2,2) hQF (A+A)V+BU | <0 (12)
* * —hR 0
* * * —v-vT
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[@e+0Qf WD 0 h+DRY rA+DRY 0 QY QP cOT yTpOT o pQiaP" ]
«  —Q3-QF BY hx+1)RYT h(x+1)RY) 245 0 0 0 0 hQTAYT
* * —2I 0 0 0 0 0 0 0 0
* x * —hRY ~hRY) 0o 0 0 0 0 0
% % ¥ % —hRY) 0 0 0 0 0 0
* * * * * -5 0 0 0 0 0 <0 (6)
* * * * * * -5 0 0 0 0
* * * * * * * -1 0 0 0
* * * * * * * * —1 0 0
* * * * * * * —hjo) —hRéj)

L * * * * * * * * * —hjo)

where (1,1) = —€Q§j) + Q2+ QF
=— T N1
L) = et Qe Qp +h2y (1,12) = QP + 5ev
(1,2) = Q3 — Q3 +hZy () () ()
2,12) = [AY A+ DAYV + BsU

(2.2) = — Q5 — QT + hZZs (2,12) = [AY) + (A + 1)Aj"]V + By

Therefore, given a large enough ¢, (4) is equivalent to (12).
If matrices of the system are known to reside within a
given polytope, take the matrices A, Ay, Bo, Q;, Z; with
the upper index j. Then we can obtain the equation (8).
This completes the proof.

Example 1: We consider the following time-delay system

@(t) = Ax(t) + Agz(t — h) + Bou(t) (13)
where
S R HE S H

where 0.8 < e < 1.2, 0.6 < f < 0.8, therefore, the plant
can be described as a polytope with four vertices. The
problem here is to find a state-feedback gain K stabilizing
the system (13) for all possible values of the parameters e
and f. Applying Lemma 2 and the method in this paper
to this problem, we get the maximum bound of time delay
h and the corresponding state-feedback gain.

TABLE I
THE MAXIMUM BOUND OF DELAY AND FEEDBACK GAIN
Method Maximum bound The state-feedback gain
Lemma 2 1.42 K = [ —897.0114 432.2629 |
This paper 1.42 K = [ —45.4262 16.6890 |

We can see that although the maximum bound of time
delay obtained by Fridman et al. (2002) and the present
method is the same, the latter reaches much lower gain
than the former. Therefore it is less conservative.

Theorem 2. Consider the system (1), where the system
matrices reside within the polytope 2. For prescribed
scalars 7 > 0, h > 0, the state-feedback law (3) achieves
IT:wlloo < O for all nonzero w € Ly[0,00) and for all the
matrices in € if for a prescribed positive scalar € > 0 and
scalar A € R there exist symmetric and positive definite
matrices ng) > 0 and matrices S, Q2, @3, R57)7 i1=1,2,3,
V and U that satisfy the LMI (15) as shown at the top of
the next page for j = 1,---, N. The state-feedback gain is
then given by K = UV 1.

where

Proof: Along similar lines as in the proof of Theorem 1,
the desired result follows immediately.

Remark 1. From Lemma 2 and Lemma 3, we can see that
the controller matrix is coupled with a symmetric and
positive definite Q1. Therefore, the products of controller
matrices and Lyapunov matrices are not separated com-
pletely. However, with our method, the weakness is elimi-
nated. Therefore, it is expected to obtain less conservative
results.

Example 2: We consider the following time-delay system
z(t) = Az(t) + Agz(t — h) + Biw(t) + Bau(t)

2(t) = col{Cu(t), Du(t)} (16)
Wheri*: [8 ﬂ By = H ,C=1[01],D=0.1

As = {_01 —0;914—9}’32_{129} (a7)

g€[-0.2 0.7]

Applying Lemma 3 we obtain for h = 0.99 and A = —0.3
that K = [0 —1.3962] x 107 stabilizes the system and
achieves v = 0.34 for all g € [-0.2 0.7]. For v = 04, a
gain of K = [0 —215.53] is achieved.

Applying the method in this paper for the same h and
A = —0.32, ¢ = 3350, we can get that K = [0 —498.0365 ]
stabilizes the system and achieves v = 0.34 for all g €
[-0.2 0.7]. For v = 0.4, a gain of K = [0 —48.2561] can
be achieved.

We can see that the present method achieves much lower
gain than Lemma 3. Therefore it is less conservative.

3. MULTICHANNEL H,, OUTPUT-FEEDBACK
SYNTHESIS

In this section, we provide a method for output-feedback
synthesis with multichannel constraints. Consider the fol-
lowing time-delay system

z(t) = Ax(t) + Aqz(t — h) + Byw(t) + Bau(t)

Z(t) = Cl.’E(t) + Dlgu(t)

y(t) = ng(t) + Dglw(t)

(18)
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[(1,1) @-QF 0o hrA+1DRY ra+DRY 0
x+ —Q3-QF BY h(x+DRYT n(x+ 1)RY A4S
* * —42I 0 0 0
* * * —hRY —hRY) 0
* * * * —hR;j) 0
* * * * * -5
* * * * * *
* * * * * *
* * * * * *
* * * * * *
* * * * * *

L * * * * *

where y(t) € R" is the measured output and the other
signals are the same with the system (1).

The goal is to design a full-order strictly proper output-
feedback controller K given by

z(t) =

@(tg + Bry(t) (19)

which meets a family of input-output specifications. One
such set of specifications is for instance || L1 7., (8)R1 oo <
Y1, || LoTow(8)Ralloo < 2. Matrices L;, R; are selected
matrices that specify which channel is involved in the
corresponding constraint.

Applying the controller (19) to
closed-loop system

(18) will result in the

Ze(t) = Acde(t) + Agede(t — h) + Brew(t) (20)
20(t) = Clive(t)
where
N o A BQCK o Ad 0
C[i’]’AC[BKCQ AK :|7Adc|:0 0:|
B (21)
B = |:BK521:| ,C.=[C1 D12Ck ]

The desired characterization for output-feedback synthesis
with multichannel specifications can be derived in the
following three steps: 1) introduce different Lyapunov

matrices Tl(J ) for each channel; 2) introduce a variable V'
common to all channels; 3) perform adequate congruence
transformations and use linear transformations of variables
to end up with LMI synthesis condition.

Then we design a dynamic output-feedback H,, controller
with form (19) for the closed-loop system (20).

Theorem 3. For prescribed positive scalars v > 0, h > 0,
€ > 0 and scalar A, there exists a dynamical output-
feedback controller such that the closed-loop system (20)
is asymptotically stable and satisfies ||T.(8)|lcoc < 7 for
all nonzero w € L3[0,00) if there exist symmetric and

positive-definite matrices Tl(j S 0, S >0, R>0and
matrices Vi1, War, Wiy, U, L1, Lo, L3 such that the LMIs
holds, as shown in (22) at the top of the next page, where

QY QWecWT yTp@OT o pQTaDT (1,12)
0 0 0 0 hQIAYT (2,12)
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0 <0 (15)
_s 0 0 0 0 v
* -1 0 0 0 cov
* * —I 0 0 DU
* * * —hRﬁj) —hRéj) 0
. X ¥ " —hRY) 0
% * * * * -V -vT]
@ 4 L [Wh Ut
(1,7) = +35¢ { I Wy
—hAy —hAqu
0
= [Bf BI'Vi1+ D3, LY ]
4,6 CiWi1 + D12L3 Cy]
wih ut
I Vi
G [At AW Bl Ata, )
) Ly VlTl(A + Ag) + L2Cs
77y = [P+ UN 41
’ * Vir + V4
B 2 Vn
(8,8) =—h [ * VQF‘Q-I—VQJ ThR

Proof: Applying Lemma 4 to the closed-loop system (20),
we can get

(17 1) (172) _hPQTAdc PQTBIC C,CT

* —P{ —Py+hR —hP{ Aq. P{Bi. 0

* * —hR 0 0 | <0(23)

* * * —~*I 0

* * * * -1

where

(17 1) = P2T(AC + Adc) + (Ac + Adc)TPQ
(172):P1_ T+(Ac+Adc)TP3

Pre- and Post-multiply inequality (23) with diag{P; *,
Py 11,1 } and its inverse, respectively, and follow the
Schur complement Lemma, we can have

(1,1) (1,2) —hA4 Bi. PyCr 0
x  (2,2) —hAg. Bl 0 Pyt
* x —hR 0 0 0
3 3 20 0 <0 (249
* * * * -1 0
* * * * * —hR!

where

(1,1) = (Ac 4+ Age) Py L+ Py T (Ap + Age)”
(1,2) = Py TP Pyt — Pyt Py T (A4 Age)”
(2,2) =-P; 7" — Pyt
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(e —13—7F 0 0 o ATy TI+T, (1,7) 0 0 ]
* —hR O 0 0 0 (2,7 0 0
* *  —2I 0 0 0 (3,7 0 0
* * x* =1 0 (4,6) 0 0 0
% o+« —2hTY _hmy 0 (58 0 | <O (22)
* * * * * -T» —T5 (6,7) O 0
* * * * * * (7,7 0 0
* * * * * * x  (8,8) hI
L * * * * * * * * —hR
Define From VW = I, define
I -710000 I I
0710000 Flz[%io]ﬂ:[o%] (28)
00 1000
U=loo0o0700
00 0070 Pre- and post-multiply the equation (26) by diag{ Fi{L, I, I,
000007 I,FL FL FL} and its inverse, respectively, substitute

Making a congruence transformation on (24) with U,
pre- and post-multiplying the obtained equation with
dia’g{ng-PlaIvIvval}v deﬁning QQ P1P§1P23 Q3
P Ps 1P, and following the Schur complement Lemma
yield

(1,1) =hPiAge P1Bi. 0 hQY  (1,6)
* —hR 0 0 0 0
2
. * —~ 7 0 0 0
N . . —I 0 . <0 (25)
s s * % (5,5)  —hQ
* * * * x —Qq — QQT
where
(1,1) = —Qs — QF
(176) = Q:’]; + QQ + Pl(Ac + Adc)
(5,5) = —hPLR™'P,

Along similar lines as in the proof of Theorem 1, given a
large enough ¢ > 0, we can get (25) is equivalent to the
following equation.

(L) 0 0 0 AQY (L,6) (LT) ]
x —hR 0 0 0 0 —hALV
x o« =0 0 0 BLV
* * x —I 0 C. 0 < 0(26)
* * x  x (5,5) —hQ2 0
Koo = s+ (66) (6,7

L * * * * * x =V =V

where
1) =—eP— Qs — QF

Partition V and its inverse V=1 in the equation (26) as

V= [Vn ‘/12} Wevlo {Wu W12}

Va1 Voo Wa1 Wag (27)

(21), (27), (28) into the obtained equation, and write
Ly = Vi (A+ Ag)Wi1 + V3] Bk Ca Wiy
AV BoCg Wy + Vb AWy
Ly = VQ’JIBK; L3 =CgWs,U = V12£W11 + V2€W21
Ty = F{ PPy, Ty = F{ Qo Fy, T = F Qs F)

(29)

Obviously, —F{ PLR'P\F, < —2F'PFy + FFRF, <
—oFTP\Fy + FIVF(FIVT + VF — R-Y)LFTVI R
Using the above equations, the equation (22) can be
derived. This completes the proof.

Remark 2. With W11, we can define the nonsingular ma-

. I 1
trix II = [0 Wy,

FEVFy and 11 is

]. The product of the two matrices

W- 0

Ty, T _ 11

FVERll= { U U-Viwy

which assures the nonsingularity of U — V1T1W11. And it can
be seen from the block (8,8) in the equation (22) that Vs is
nonsingularity. Then we can get Ws; is also nonsingularity.

Remark 3. Given any solution of the LMIs in Theorem
3, a corresponding controller with form (19) will be con-
structed as follows:

1. compute Wa; from Wo; = VﬁT(U—VlTlWH); 2. utilizing
the matrices W, obtained above and Va1, compute the
controller data By, Ck and Ak (in that order).

Remark 4. In contrast with earlier results, a different
Lyapunov function is employed for each channel. Hence
far better results can generally be expected.

4. CONCLUSIONS

The problem of robust control is investigated for a class
of time-delay systems with polytopic uncertainty. Ro-
bust stabilizing controller and robust H., controller are
designed and the corresponding conditions are given in
terms of LMIs which decouple Lyapunov matrices and
controller matrices. Therefore, they are less conservative
when used in robust synthesis problems for time-delay
systems with polytopic uncertainty and the multichan-
nel H,, dynamic output-feedback synthesis problems for
time-delay systems. Numerical examples show that the
proposed method does provide a further improvement
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in reducing conservativeness for systems with polytopic
uncertainty. Unfortunately, the scalar € nonlinearly ap-
pears in the LMI conditions and thus causes troubles to
optimization of the robust disturbance attenuation level.
Further research, therefore, includes how to eliminate the
nonlinear influence.
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