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Abstract: A spatial periodic adaptive control (SPAC) approach is developed to deal with rotary
machine systems performing speed tracking tasks. Since the angular displacement is periodic
when rotating by 2π radians, most rotary machine systems present certain cyclic behaviors
with a fixed periodicity which is either a fraction or multiple of 2π. As a consequence, unknown
system parameters and disturbances that characterize the system behaviors are also periodic in
nature. By utilizing the spatial periodicity, the SPAC aims at improving the system performance.
In the SPAC design, the dynamics of the rotary machine systems is first converted from the
temporal to spatial coordinates. Then the new adaptive controller updates the parameters and
the control signal periodically in a pointwise between two consecutive spatial cycles. Using a
Lyapunov-Krasovskii functional, the convergence property of the SPAC can be analyzed for
high-order rotary systems and the periodic adaptation can be applied to rotary systems with
pseudo-periodic parametric uncertainties.

1. INTRODUCTION

Rotary machine systems are widely used in industries. Two
representative classes of rotary machines are the electrical
motor drives and vehicle engines. A fundamental property
of any rotary machine systems is the spatial periodicity
in terms of angular displacement, that is, the angular
displacement will back to the same angular position after
rotating certain degrees. This spatial periodicity is inde-
pendent of the speed of rotational machines. On the other
hand, a large class of system uncertainties in rotary ma-
chines are related to the angular position. In Burkov et al.
(1999), the unknown engine crankshaft speed pulsation
was expressed as Fourier series of the angular position. In
Hull et al. (2000), the external disturbance of the satellite
was modelled as a function of the position. In general, this
class of uncertainties can be modeled as either periodic
unknown parameters or periodic unknown disturbances
with respect to (w.r.t.) the angular displacement.

Adaptive and learning control approaches were proposed
to deal with the position or state-dependent periodic un-
certainties. In Han et al. (1998), learning control was
used when the position-dependent disturbance torque is
presented in servo motor under velocity control. In Carlos
et al. (2000), adaptive compensation was developed to
reject oscillatory position-dependent unknown disturbance
in a sinusoidal form. In Ahn et al. (2006), periodic adap-
tation was developed to handle the unknown position-
dependent periodic disturbance. In this work, we extend
the spatial periodic adaptive control (SPAC) approach to
more generic classes of control problems.

The first extension is to high-order rotary systems. The ex-
tension of the SPAC to high-order systems is not straight-
forward, even if the original high-order system is in the
canonical form in the time domain. In SPAC, the system
dynamics is converted from the time domain to the spatial

domain. The objective of the temporal-spatial conversion
is to capture and fully utilize the spatial periodic charac-
teristic of the process uncertainties, so that the controller
and the spatial periodic adaptation can be designed in
the spatial domain. The extra difficulty arises when the
temporal-spatial conversion is carried out. A canonical
dynamics in the time domain is no longer canonical in
the spatial domain. In this work, to address this issue,
a feedback linearization is proposed such that both the
process dynamics and the reference model can be strictly
linearized into the canonical form.

The second extension is to high-order systems with multi-
ple periods or pseudo-periods. In the presence of multiple
periods which are rational numbers, the periodic adapta-
tion can be carried out according to the lowest common
multiple. However, the use of the common period will make
the periodic adaptation inefficient. For example, suppose
a period is 3 and another is 100. The lowest common
multiple is 300. As a result, the periodic adaptation for the
period of 3 has been delayed by 100 cycles. If possible, the
periodic adaptation should be conducted according to in-
dividual periods. In pseudo-periodic circumstances where
periods are mixed with rational and irrational numbers
such as 3 and

√
3, or irrational numbers such as

√
3 and π,

there does not exist a common period. To address this
issue, we develop a SPAC which can conduct periodic
adaptation in parallel for all parameters with different
periods.

2. PRELIMINARIES

Definition 1. When analyzing a vector valued function
f (s), an important quantity is the integral over an interval
of length L, namely

∫ s

s−L ‖f(τ )‖2dτ , where ‖ · ‖ is the
2-norm. f (s) is L-bounded if sups≥L

∫ s

s−L ‖f (τ )‖2dτ is
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finite, and that f (s) is L-convergent if lims→∞ sups≥L∫ s

s−L
‖f (τ )‖2dτ = 0.

Definition 2. A matrix-valued function Γ(s, L) = diag{
γ1(s, L), · · · , γm(s, L)} is defined in the interval [0,∞),
satisfying

Γ(s, L) =





0, s = 0,

A(s), 0 ≤ s < L,

B, s ≥ L,

(1)

where A = diag{α1(s), · · · , αm(s)} and B = diag{
β1, · · · , βm} are diagonal matrices, αi(s) is a strictly in-
creasing function for s ∈ [0, L] with αi(0) = 0, αi(L) = βi,
and βi > 0 is a constant.

To facilitate the convergence analysis of SPAC, the follow-
ing Lyapunov-Krasovskii functional (LKF) is adopted

V (s, e,φ) =
1
2
eTe +

1
2

s∫

max{0,s−L}

φT (τ )B−1φ(τ )dτ, (2)

where e ∈ Rn, φ ∈ Rm. For simplicity denote V (s, e,φ) by
V (s) in subsequent context. The L-convergence property
associated with the LKF in (2) can be derived as shown
the Proposition 1. Define a differential operator ∇ = d/ds
where s is a coordinate.

Proposition 1. For the LKF defined in (2), if ∇V ≤ −‖e‖2

for s ∈ [L,∞) and the LKF is finite at s = L for any
constant L > 0, that is, V (L) < ∞, then

lim
s→∞

s∫

s−L

‖e‖2dτ = 0. (3)

Proof: see Xu et al. (2006).

Next we derive the boundedness of the LKF in the interval
[0, L] under certain conditions. Denote φ(s) = a(s)− â(s),
where a, â ∈ Rm and a has a vector valued upper bound
ā.
Proposition 2. For s ∈ [0, L], V (s) is bounded if the
following equality holds

∇V (s) = −λ‖e‖2 + φTA−1(s)â +
1
2
φTB−1φ. (4)

Proof: (4) can be rewritten as

∇V (s) = −λ‖e‖2 − φT (A−1 − B−1/2)φ + φTA−1a, (5)
where A−1−B−1/2 > 0 because αi(s) is strictly increasing
with the upper limit βi. Using Young’s inequality, we have
for any C = diag{c1, · · · , cm} > 0

φTA−1a ≤ φTCA−1φ +
1
4
aTCA−1a. (6)

Choose C such that A−1 − B−1/2 − C > 0. Substituting
(6) into (5) yields ∇V (s) = −λ‖e‖2 −φT (A−1 −B−1/2−
C)φ + 1

4a
TCA−1a. Accordingly ∇V (s) for s ∈ [0, L] is

negative definite outside the region

{
(‖e‖, ‖φ‖) ∈ R2 : λ‖e‖2 + λ1‖φ‖2 ≤ λ2‖ā‖2

}
, (7)

where λ1 > 0 is the minimum eigenvalue of the matrix
A−1 − B−1/2 − C, and λ2 < ∞ is the maximum eigen-
value of the matrix CA−1/4. From (7) we conclude the
boundedness of V (s) in the interval [0, L].

Now investigate the relationship between the spatial and
temporal coordinates. Denote t the time axis, s the angular
displacement of rotary systems, and x1 = ds/dt is the an-
gular speed. The spatial differentiator, or the ∇-operator,
is defined below and linked to the temporal differentiator

∇ =
d

ds
=

d

dt

(
ds

dt

)−1

=
1
x1

d

dt
. (8)

Let us further explore the relationship between the tempo-
ral coordinate t and spatial coordinate s, so as to facilitate
the conversion between t and s. From ds = x1dt we have

s =

t∫

0

x1(τ )dτ
4= f(t). (9)

When the angular speed x1 > 0, s is a strictly increasing
function of t, hence the relationship between t and s is
bijective. The function s = f(t) is analytic and the inverse
function t = f−1(s) exists globally. Therefore a variable,
x(t), which is a temporal function, can also be expressed
as a spatial function x(f−1(s)) .

Throughout this paper, we make the following assumption.
Assumption 1. The rotary system under consideration is
evolving in one direction, and the speed of the rotary
system is strictly above zero, that is x1 > 0 ∀t.

To facilitate the analysis of SPAC, the algebraic relation-
ship

(a − b)TB(a − b) − (a − c)TB(a − c)

= (c − b)TB[2(a − b) + (b− c)], (10)
is introduced, where a, b, c are vectors with same dimen-
sions and B is the diagonal gain matrix. For simplicity, we
omit all the arguments from a function where no confusion
arises, e.g. denote f(·, ·) by f .

3. SPAC FOR HIGH-ORDER SYSTEMS WITH
PERIODIC PARAMETERS

Consider the canonical system





ds

dt
= x1,

dxi

dt
= xi+1, i = 1, 2, · · ·, n− 1,

dxn

dt
= aT (s)ζ0(x) + b(s)u,

(11)

where x = [s, x1, · · · , xn]T , a = [a1, · · · , am]T are unknown
continuous s-periodic parameters, ζ0 = [ζ0

1 , · · · , ζ0
m]T is

a known vector valued local Lipschitz and continuously
differentiable function w.r.t. arguments x, and b(s) ∈
C1[0,∞) is an unknown s-periodic gain of the system
input. The prior information about b(s) is that b(s) is
positive for all s. Unknown parameters ai(s) may have
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different periods Li for i = 1, · · · ,m and b(s) has a period
Lm+1. In this section we assume that all the periods are
rational numbers. In such circumstances, there exists a
lowest common multiple L for all unknown coefficients
ai(s) and b(s). We can use the common period L as the
updating period.

3.1 State Transformation for High-order Systems by Feedback
Linearization

Applying the ∇-operator to convert the system (11) from
t domain to s domain, we have





∇xi =
xi+1

x1
, i = 1, · · · , n− 1,

∇xn = aT (s)ζ(x) + b(s)x−1
1 u,

(12)

where ζ = ζ0/x1. Note that (12) is not in canonical form.
To facilitate the SPAC design, we can apply feedback
linearization to transform the system (12) into a canonical
form.

First define a state transformation z = T (x1, · · · , xn) as

z1 = x1, z2 = ∇x1, · · · , zn = ∇n−1x1, (13)

where z = [z1, · · · , zn]T , ∇k = ∇ · ∇k−1. For a scalar
function h with the arguments x1, · · · , xn, denote the Lie
derivative of h with respect to a vector f = [f1, · · · , fn]T
as

Lfh = L[f1,···,fn ]h =
[
∂h

∂x1
, · · · ,

∂h

∂xn

]


f1
...
fn


 . (14)

The property of T is summarized in Proposition 3. The
proof is given in Appendix.
Proposition 3. The transformation (13), which is a diffeo-
morphism, transforms the system (12) to the canonical
form

{∇zi = zi+1, i = 1, · · · , n− 1,

∇zn = aT (s)ξ0(z) + ρ(z) + b(s)η(z)u,
(15)

where η, ξ0, ρ are generated by substituting x = T −1(z)
into functions ηx(x), ξ0

x(x) and ρx(x) defined below

ηx =
1
xn

1

, ξ0
x(x) = x1ηxζ(x),

ρx =
x1L[x2,···,xn]Nn−1 − (2n− 3)x2Nn−1

x2n−1
1

,

Nn−1 is a polynomial with arguments x1, · · · , xn and its
recursive form is given in the proof of the proposition.

In speed regulation problems, x1 is to track a given speed
x1,r(t) which is generated by a reference model





dxi,r

dt
= xi+1,r, i = 1, 2, · · ·, n− 1,

dxn,r

dt
= w0(xr , r),

(16)

where xr = [x1,r, · · · , xn,r]T is a vector of states, r is a
constant reference input. To facilitate the controller design

in the s domain, ∇-operator is applied to the reference
model





∇xi,r =
xi+1,r

x1
, i = 1, · · · , n− 1,

∇xn,r =
w0(xr, r)

x1
.

(17)

Define zr = [z1,r, · · · , zn,r]T and the new state transforma-
tion zr = Tr(x1,r, · · · , xn,r)

z1,r = x1,r, z2,r = ∇x1,r, · · · , zn,r = ∇n−1x1,r. (18)
Analogous to the derivation procedure shown in Proposi-
tion 3, the state transformation (18) is a diffeomorphism
and the inverse xr = T −1

r (zr , z) exists. The reference
model (17) is transformed into a new canonical model

{∇zi,r = zi+1,r , i = 1, · · · , n− 1,

∇zn,r = w(zr , z, r),
(19)

where w(zr , z, r) can be derived recursively in a similar
way as Nn−1 in Proposition 3.

3.2 Periodic Adaptation and Convergence Analysis

Define the tracking error to be e = [e1, · · · , en]T = z− zr.
From the system (15) and the reference model (19), the
error dynamics is
{

∇ei = ei+1, i = 1, · · · , n− 1,

∇en = aT (s)ξ0(z) + ρ(z) + b(s)η(z)u − w(xr, z, r),
(20)

or simply

∇e = Ae + b[aTξ0 + (σ + ρ− w) + bηu], (21)
where b = [0, · · · , 0, 1]T , σ = ce and c = [c1, · · · , cn−1, 1]
is chosen such that

A
4
=




0 1 0 · · · 0 0
0 0 1 · · · 0 0
.
..

.

..
.
..

. . .
.
..

0 0 0 · · · 0 1
−c1 −c2 −c3 · · · −cn−1 −1


 (22)

is asymptotically stable. The periodic adaptive control
mechanism is constructed below

u(s) = − 1
η(z)

[
kσ(s) + θ̂

T
(s)ξ(s, e)

]
, (23)

where k > 0 is a constant feedback gain, θ̂ = [θ̂1, · · · ,
θ̂m+2]T is the estimate of the extended parametric vector

θ(s) =
[
1
b
aT ,

1
b
,

1
b2

∇b
]T

and
ξ(s, e) =

[
(ξ0)T , c1e + ρ− w, −σ

2

]T

where c1 = [0, c1, · · · , cn−1]. Note that θ ∈ C1([0,∞);
Rm+2).

The parametric updating law is

θ̂(s) = θ̂(s − L) + Γ(s, L)ξ(s)σ(s),

θ̂(s) = 0, ∀s ∈ [−L, 0],
(24)

where Γ > 0 is the learning gain matrix defined in (1).
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Theorem 1. For the system (15) and the reference model
(19), the control law (23) and the periodic adaptation law
(24) achieve the L-convergence of the tracking error e.

Proof. Substituting the learning control law (23) into (21)
yields the closed-loop error dynamics

∇e = Ae + b
[
−bkσ + aT ξ0 + (σ + ρ− w) − bθ̂

T
ξ
]
(25)

The error dynamics (25) and the parametric updating
law (24) form a set of differential and continuous-space
difference equations of neutral type. The existence of
solution for this class of systems has been discussed in Xu
et al. (2006). Thus we focus on the convergence property.

Notice the facts cb = 1, cA + c = c1 and σ = ce,
multiplying c on both sides of (25) yields

c∇e = −bkσ + aT ξ0 + (c1e + ρ −w) − bθ̂
T
ξ. (26)

First prove the convergence for s ≥ L by using the LKF

V (s) =
1
2b
σ2 +

1
2

s∫

s−L

φT (τ )B−1φ(τ )dτ, (27)

where φ(τ ) = θ(τ )−θ̂(τ ). The upper right hand derivative
of V w.r.t. s is

∇V =
1
b
σc∇e− 1

2b2
∇b · σ2

+
1
2

[
φTB−1φ − φT (s − L)B−1φ(s− L)

]
(28)

where c∇e = ∇σ. Substituting the dynamics (26) into the
first two terms on the right hand side of (28) gives

1
b
σc∇e− 1

2b2
∇b · σ2 = −kσ2 + σφT ξ. (29)

Applying the parametric adaptation law (24) where Γ = B
for s ≥ L, the periodic property θ(s) = θ(s − L), and the
algebraic relationship (10), the third term on the right-
hand side of (28) is

1
2

[
φTB−1φ − φT (s − L)B−1φ(s − L)

]

= −φT ξσ − 1
2
ξTBξσ2. (30)

It can be seen that the system uncertainty φT ξσ appears
on (29) and (30) with opposite signs. Thus by substituting
(29) and (30) into (28), the upper right hand derivative of
V is

∇V = −kσ2 − 1
2
ξTBξσ2 ≤ −kσ2, (31)

that is, ∇V is negative semi-definite for s ∈ [L,∞). From
Proposition 1, we can derive the boundedness of σ and the
L-convergence property lims→∞

∫ s

s−L
σ2(τ )dτ = 0 when

V (L) is finite. Notice the relationship

σ = ce = (∇n−1 + cn−1∇n−2 + · · ·+ c2∇ + c1)e1,

where ∇n−1 + cn−1∇n−2 + · · · + c2∇ + c1 is a stable
polynomial of the differential operator ∇. Therefore, the

boundedness of σ implies the boundedness of e, and the
L-convergence of σ implies the L-convergence of e.

Next prove the finiteness of V (L). According to Proposi-
tion 2, we need only to prove the boundedness of V (s)
during the interval [L1, L), where 0 < L1 ≤ L. From (24)
and the definition of the gain matrix (1), the adaptation
law is

θ̂(s) = A(s)ξ(s)σ(s) (32)

or ξσ = A−1θ̂. Define V (s) = σ2

2b + 1
2

∫ s

0 φT (τ )B−1φ(τ )dτ.
Using the relationship (29), the upper right hand deriva-
tive of V is

∇V = −kσ2 + φTA−1θ̂ +
1
2
φTB−1φ. (33)

By virtue of the analogy between (4) and (33), the bound-
edness of V (L) is immediately obvious from Proposition 2.

4. SPAC FOR SYSTEMS WITH PSEUDO-PERIODIC
PARAMETERS

In this section the parallel parametric adaptation is ex-
plored. The unknown parameter b is assumed to a un-
known positive constant.

From (21), the dynamics of the tracking error e is

∇e = Ae + bb
[
θT ξ + µ(σ + ρ− w) + ηu

]
, (34)

where θ = b−1a, ξ = ξ0, µ = b−1. Using Lyapunov sta-
bility theory for LTI systems, for a given positive definite
matrix Q ∈ Rn×n, there exists a unique positive definite
matrix P ∈ Rn×n satisfying the Lyapunov equation

ATP + PA = −Q.
Denote λQ the minimum eigenvalue of the matrix Q such
that −xTQx ≤ −λQxT x for any x ∈ Rn. The spatial
control mechanism is constructed as

u(s) = −1
η

[θ̂(s)T ξ0 + µ̂(σ + ρ− w)], (35)

where θ̂(s) = [θ̂1, · · · , θ̂m]T is the parameter estimate of
θ and µ̂ is the parameter estimate of µ. Note that we
have periodic parameters θ and time invariant parameter
µ, hence use mixed periodic adaption and differential
adaption laws

θ̂i(s) = θ̂i(s− Li) + γi(s, Li)ξi(s)v(s),
θ̂i(s) = 0, ∀s ∈ [−Li, 0], i = 1, · · · ,m,
∇µ̂(s) = γ[σ + ρ− w]v(s),

(36)

where v(s) = bTPe(s), Li denotes the period of the
unknown parameter ai or θi, the adaptation gain γi(s, Li)
is defined in (1), γ > 0 is a constant gain, ξi is the i-th
entry of vector ξ.
Theorem 2. For the system (34), the spatial control mech-
anism (35) and (36) ensures the L-convergence of the
tracking error e.

Proof. Substituting the spatial control law (35) into the
dynamics (34) yields the closed-loop error dynamics
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∇e = Ae + bb[φT ξ + ψ(σ + ρ− w)], (37)

where φ = [φ1, · · · , φm]T = θ − θ̂, ψ = µ − µ̂. Define the
LKF

V (s) =
1
2b

eTPe +
1
2

m∑

i=1

1
βi

s∫

max{0,s−Li}

φ2
i dτ +

1
2γ
ψ2.(38)

First consider the interval [L,∞), where L = max{L1, · · · ,
Lm}. The upper right hand derivative of V w.r.t. s is

∇V =
1
2b

(
∇eTPe + eTP∇e

)

+
1
2

m∑

i=1

1
βi

[
φ2

i (s) − φ2
i (s − Li)

]
− 1
γ
ψ∇µ̂. (39)

Substituting the dynamics (37) into the first term on the
right-hand side of equation (39) gives

1
2b

(∇eTPe + eTP∇e)

=
1
2b

eT (ATP + PA)e + φT ξbTPe + ψ(σ + ρ −w)bTPe

≤−λQ

2b
‖e‖2 + φT ξv + ψ(σ + ρ− w)v. (40)

The second term on the right-hand side of equation (39),
by substituting the parametric updating law (36), the
spatial periodicity θi(s) = θi(s − Li), and the algebraic
relationship (10), is

1
2

m∑

i=1

1
γi

[
φ2

i − φ2
i (s− Li)

]

= −φT ξv − 1
2

m∑

i=1

γi(ξiv)2. (41)

The third term on the right-hand side of equation (39), by
substituting the parametric updating law (36), becomes

− 1
γ
ψ∇µ̂ = −ψ(σ + ρ − w)v. (42)

The parametric uncertainties in (41) and (42) appear in
(40) with opposite signs. As a result, substituting (40),
(41) and (42) into (39) yields ∇V ≤ −λQ

2b
‖e‖2 ≤ 0,

that is, ∇V is negative semi-definite for s ≥ L. From
Proposition 1, we can derive the boundedness of e and
the L-convergence property lims→∞

∫ s

s−L
‖e‖2(τ )dτ = 0

when V (L) is finite.

The remaining is to prove the boundedness of V (s) for
s ∈ [0, L]. Without the loss of generality, assume the
periods satisfy the relationship

L1 < L2 < · · · < Lm = L,

and the interval [0, L] is divided into m different sub-
intervals [Lj, Lj+1]. Suppose s ∈ [Lj , Lj+1], the LKF (38)
renders to

V (s)

=
1
2b

eTPe +
1
2

j−1∑

i=1

1
βi

s∫

s−Li

[θi(τ ) − θ̂i(τ )]2dτ

+
1
2

m∑

i=j

1
βi

s∫

0

[θi(τ ) − θ̂i(τ )]2dτ +
1
2γ

(µ− µ̂)2 . (43)

The upper right hand derivative of the functional V w.r.t.
s is

∇V =
1
2b

(
∇eTPe + eTP∇e

)

+
1
2

j−1∑

i=1

1
βi

[
φ2

i (s) − φ2
i (s − Li)

]

+
1
2

m∑

i=j

1
βi
φ2

i (s) − ψ∇µ̂. (44)

The differential adaptation law for the constant parameter
µ is the same for the entire time horizon [0,∞). On the
other hand, the periodic parameter adaption (36) can be
divided into two groups

θ̂i(s) = θ̂i(s− Li) + βiξi(s)v(s) i = 1, · · · , j − 1 (45)
and

θ̂i(s) = αi(s)ξi(s)v(s) i = j, · · · ,m. (46)
Since the parameter estimates and the LKF associated
with parameters µ and θi, i = 1, · · · , j−1, are the same as
the preceding circumstance s ≥ L, they appear in ∇V with
negative semi-definite results. Thus we need only focus on
the parameters θi, i = j, · · · ,m and the upper right hand
derivative of the LKF (43) is

∇V ≤−
λQ

2b
‖e‖2 +

m∑

i=j

φiξiv +
1
2

m∑

i=j

1
βi
φ2

i (s). (47)

For the ith term in (47), by substituting the adaptation
law (46) we have

φiξiv +
1
βi
φ2

i =
1
αi
φiθ̂i +

1
βi
φ2

i ,

which is analogous to (4) as the scalar case. Therefore
by applying Proposition 2 we can directly conclude the
boundedness of ∇V in (47), in the sequel the finiteness of
V (s) in [0, Lj+1).

5. CONCLUSION

In this work a SPAC approach was proposed. The SPAC
can achieve L-convergence for any rotary machines sys-
tems that have spatially periodic parameter uncertainties
or disturbances. The spatial periodic adaptation mecha-
nism can work well even through the spatially periodic
parameters may be aperiodic along the time axis. The
main contributions of this work were to provide a feedback
linearization method for high-order rotary systems, and
extend the periodic adaptation to pseudo-periodic param-
eters without a common period.
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Appendix A. THE PROOF OF PROPOSITION 3

First we apply the principle of induction to prove the
relationship

zj+1 =
Nj(x1, x2, · · · , xj+1)

x
2j−1
1

, (A.1)

where Nj is a polynomial of x1, x2, · · · , xj+1.

When j = 1, ∇z1 = ∇x1 = x2/x1. From the state
transformation (13), z2 = ∇x1 = N1(x1, x2)/x1 and
N1 = x2. When j = 2,

∇z2 = ∇2x1 = ∇
(

N1(x1, x2)

x1

)
=

x1∇N1 − N1∇x1

x2
1

. (A.2)

Note that ∇xj = xj+1/x1, ∇N1 = L[∇x1, ∇x2]N1 =
L[

x2
x1

,
x3
x1

]N1 = 1
x1
L[x2, x3 ]N1. Substituting ∇N1 into (A.2)

yields

z3 = ∇2x1 =
x1L[x2 , x3 ]N1 − x2N1

x3
1

=
N2

x3
1

,

N2
4
= x1L[x2, x3 ]N1 − x2N1 . (A.3)

It can be seen that N1 and N2 are polynomials. The
expressions of z2 and z3 are consistent with (A.1).

Now assume zj = Nj−1(x1,x2,···,xj)

x2j−3
1

. Our objective is to

prove (A.1). Note that Nj−1 is a function of the arguments
x1, x2, · · ·, xj , by differentiation we have

zj+1 =
x2j−3
1 ∇Nj−1 − Nj−1∇(x2j−3

1 )

x
2(2j−3)
1

. (A.4)

Analogous to the preceding derivation,

∇Nj−1 = L[∇x1,···,∇xj ]Nj−1 =
1
x1
L[x2,···,xj+1]Nj−1,

as well as ∇(x2j−3
1 ) = (2j−3)x2j−4

1 ∇x1 = (2j−3)x2j−5
1 x2.

Substituting the above relations into (A.4) yields

zj+1 =
x1L[x2,···,xj+1 ]Nj−1 − (2j − 3)x2Nj−1

x2j−1
1

(A.5)

which is consistent with (A.1).

Next we derive the dynamics of ∇zn satisfying

∇zn = ∇
(

Nn−1

x2n−3
1

)
. (A.6)

The differentiation of Nn−1 is

∇Nn−1 = L[∇x1,···,∇xn ]Nj−1 =
1

x1
L[x2 ,···,xn ]Nn−1 +

∂Nn−1

∂xn
∇xn

and ∇xn = a(s)T ζ(x) + b(s)x−1
1 u. Substituting the above

relations into (A.6) we obtain

∇zn = a(s)T ξ0
x(x) + ρx(x) + b(s)ηx(x)u, (A.7)

where ηx =
1

x2n−2
1

∂Nn−1

∂xn
, ξ0

x(x) = x1ηx(x)ζT (x), ρx =

x1L[x2,···,xn]Nn−1−(2n−3)x2Nn−1

x2n−1
1

.

Finally we prove the transformation z = T (x1, · · · , xn) is
diffeomorphism, i.e., its inverse transformation exists and
is smooth. Again we apply the principle of induction to
prove a general relationship

xj+1 = zj
1zj+1 +

fj+1(z1, · · · , zj)

z
lj+1
1

,
∂Nj

∂xj+1
= xj−1

1 > 0, (A.8)

where fj+1 is a polynomial of z1, z2, · · · , zj, and lj+1 is a
non-negative integer.

First, we have x1 = z1, x2 = z1z2 and ∂N1/∂x2 = 1 which
are consistent with (A.8). Next assume

xi = zi−1
1 zi +

fi(z1, · · · , zi−1)

z
li
1

,
∂Ni−1

∂xi
= xi−2

1 , (A.9)

hold for i = 1, · · · , j. From (A.5) and using the relationship
(A.9)

zj+1 =
x1L[x2 ,···,xj ]Nj−1 − (2j − 3)x2Nj−1

x
2j−1
1

+
xj+1

x
j
1

. (A.10)

Since x1 = z1, from (A.10) solving for xj+1 yields

xj+1 = z
j
1zj+1 +

x1L[x2,···,xj ]Nj−1 − (2j − 3)x2Nj−1

xj−1
1

. (A.11)

The polynomial Nj−1 consists of x1, · · ·, xj. By substitut-
ing xi in the second term on the right hand side of (A.11)
with the first equality in (A.9),

x1L[x2,···,xj ]Nj−1 − (2j − 3)x2Nj−1

xj−1
1

becomes a function of z1, · · ·, zj , and the denominator
consists of z1 only. As a result, the relationship (A.8) holds.

In terms of (A.8), the relations between xj and zj can be
summarized in a matrix form




x1

x2

..

.
xn


 =




1 0 0 · · · 0 0
0 z1 0 · · · 0 0

? ? z2
1 · · · 0 0

.

..
.
..

.

..
. . .

.

..
.
..

? ? ? · · · zn−2
1 0

? ? ? · · · ? zn−1
1







z1

z2

..

.
zn


 , (A.12)

where elements denoted by ? at the jth row are frac-
tions of fj(z1, · · · , zj−1)/z

lj
1 and therefore continuous and

nonsingular when x1 > 0. (A.12) shows that the inverse
transformation x = T −1(z) exists and is smooth.
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