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Abstract:
Two formation control designs are presented for flocking of a group of mobile
autonomous agents in an obstacle-free environment. Both control designs use
virtual leader(s) and two different interactive forces. Virtual leader(s) are used to
direct the group to track a desired path, as well as to ensure the group’s cohesion,
via the attractive force between agents and their virtual leader(s). The repulsive
force between neighboring agents is used to avoid agent collisions. It is shown that
the agents can achieve a desired formation and follow the desired path at the same
velocity as the virtual leader’s velocity. The absence of an attractive force between
neighboring agents is a new feature of this approach, meant to help reduce sensing
requirements in future designs that stress a reduced level of communication among
agents. Copyright c©2005 IFAC
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1. INTRODUCTION

The dynamics of flocking has in recent years
received the attention of many researchers from
a variety of disciplines. A flock is a group of
mobile autonomous agents in which, while each
agent follows certain simple rules based on local
information, at the group level the agents are
enabled to move together in formation and to
perform desired tasks. The idea of flocking in
multi-agent systems is inspired by observations in
biology (Okubo, 1986; Flierl et al., 1999). Animal
and insect behaviors such as swarming of ants,
flocking of birds, schooling of fishes and herding
of land animals are some examples of flocking in
nature. Flocking can be applied in many different
areas including moving in formation for fleets of
unmanned aerial vehicles (UAVs), autonomous
underwater vehicles (AUVs), cooperating robots,
and satellite clusters.

Reynolds (1987) introduced three local rules for
the motion of agents, and based on these rules
developed a computer program that simulated the
flocking of birds (he called the agents that obey
the rules “boids.” The three rules are: separation
- avoiding collisions with neighboring boids; align-
ment - matching velocity with neighboring boids;
and cohesion - staying close to the neighboring
boids. Vicsek et al. (1995) proposed and simulated
a simple model using only the alignment rule. Jad-
babaie et al. (2003) studied this model and proved
that under certain assumptions on the network
connectivity, all the agents’ headings converge to
a common one. In the work of Olfati-Saber and
Murray (2004), graph theory was used to investi-
gate the linear consensus (alignment) problem. In
the past, many researchers have made use of local
attractive/repulsive potential to define the interac-
tive force between neighboring agents to deal with



the separation and cohesion problem (Leonard
and Fiorelli, 2001; Ogren et al., 2002; Gazi and
Passino, 2004; Olfati-Saber, 2004).

These three rules are only related to the achieve-
ment and maintenance of formation, i.e., to the
goal of agents moving together, but which path
they should follow is another issue that must be
considered in flocking. Arranging that the group
follows a desired path is called the tracking prob-
lem in this paper. A number of researchers have
worked on the (virtual) leader/follower approach
to this problem (Leonard and Fiorelli, 2001; Ogren
et al., 2002; Egerstedt and Hu, 2001; Jadbabaie et
al., 2003). Other researchers used the leaderless
approach (Olfati-Saber, 2004).

The goal of this paper is to propose a distributed
control law for a group of agents in an obstacle-
free environment, whose function is to have the
group track a desired path while also achieving
and maintaining a desired formation.

The main contribution of this work is the intro-
duction of two control designs for flocking based
on virtual leader(s) and two different interactive
forces. One is the attractive force, which is im-
posed on each agent by its virtual leader to achieve
the goals of tracking, alignment and cohesion. The
other is the repulsive force, which is imposed on
each agent by its neighboring agents to solve the
separation problem. The repulsive force between
agents is assumed to vanish outside the immediate
neighborhood of any agent. The absence of an at-
tractive force between neighboring agents is a new
feature of this approach. This may help reduce
sensing requirements in future designs that stress
a reduced level of communication among agents.

The remainder of the paper proceeds as follows. In
Section 2, the two control designs are introduced.
Analysis using LaSalle’s theorem is presented in
Section 3. Section 4 provides some simulation
results and conclusions are given in Section 5.

2. PROBLEM FORMULATION

Consider a group of N identical mobile agents,
modeled as point particles, moving in a plane with
the following dynamics, similar to that used in
(Gazi and Passino, 2004):

ṙi = vi (1)

where ri, vi ∈ R2 are the position and velocity
of agent i. The relative displacement between
agents i and j is denoted by rij = ri − rj . The
neighborhood of agent i is defined as a circle of
radius d around agent i.

Suppose a desired path to the target rt is given
by the trajectory p(t) and p(t) = rt, for t ≥ T .
The objective is to drive the agent group to track
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Fig. 1. Four specified desired formations

this desired path to arrive at rt. In this paper, two
formation designs F1 and F2 are studied.

2.1 F1: Specified formation (N virtual leaders)

In this design, N virtual leaders, rid, i = 1, . . . , N ,
are introduced, one for each agent. The trajecto-
ries of these virtual leaders are given by p(t)+ bi,
where bi ∈ R2, i = 1, . . . , N , are N constant
vectors. The values of bis are predefined to specify
the desired formation.

Fig. 1. shows four possible desired formations,
where the solid dots denote the agents and any
two agents linked by a solid line are neighbors.
In each formation, the distance between any two
neighbors is equal to d. The geometric center of
each desired formation is taken to be the origin.
So the values of bis can be calculated.

In this design, formation translation and rotation
can be implemented by changing the values of bis
at the instant of translation or rotation. However
the change in bis needs not to be abrupt, since a
relaxation period can be allowed for this change.

In this design, the values of bis must satisfy the
following two conditions:(1) 1

N

∑N
i=1 bi = 0; (2) If

agent i and j are neighbors, then ‖bj − bi‖ = d.

In equation (1), vi consists of two parts as follows

vi = vAi + vRi (2)

where vAi is the attractive component that drives
agent i to track its virtual leader, hence making
the group to approach the desired formation,
and vRi is the repulsive part that controls the
distances between agent i and all its neighbors.

In (2), vAi can be expressed in the following form:

vAi = f(‖rid − ri‖) rid − ri

‖rid − ri‖ (3)

where f : R≥0 → R≥0 is a continuous, monoto-
nously increasing function, which represents the
magnitude of the attractive force imposed on
agent i by its virtual leader. The form of f is
illustrated in Fig. 2 (left). As can be seen, when
‖rid − ri‖ = 0, f = 0, indicating that agent i
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Fig. 2. The functions f and g

has met its virtual leader at rid and no tracking.
When ‖rid − ri‖ > 0, f > 0, meaning that agent
i is being attracted toward its virtual leader.

The form of vRi is taken to be as follows

vRi
=

∑

j∈Ni(t)

g(‖rj − ri‖) rj − ri

‖rj − ri‖ (4)

where Ni(t) denotes the label set of agent i ’s
neighbors at time t and g : R≥0 → R≥0 is a
continuous function. The function g represents
the magnitude of a short-range force exerted on
an agent by its neighbors, whose general form is
illustrated in Fig. 2 (right). As can be seen, if
‖rji‖ ≥ d, then g = 0 and there is no g-force
on agent i. If 0 < ‖rji‖ < d, g < 0, which
drives agent i to move away from agent j. Note
that agent collisions are avoided by the fact that
g(‖rji‖) goes to infinity as ‖rji‖ approaches zero.

2.2 F2: Emergent formation (one virtual leader)

In this design, a single virtual leader r0 is intro-
duced, whose trajectory is given by p(t). Equa-
tions (1)-(4) are again employed, except that (3)
is changed to be

vAi = f(‖r0 − ri‖) r0 − ri

‖r0 − ri‖ (5)

Equation (5) implies that there is no a pre-
specified desired formation, rather all agents tend
to squeeze toward the position r0 under the influ-
ence of the vAis. However, the distances between
neighbors are controlled through the vRis so that
a balanced (emergent) formation will result.

It should be noted that, in both the F1 and
F2 designs, the interactive force between the
neighboring agents is only the repulsive force. This
means that each agent dose not need to attract
the neighbors far away from it, which is done by
each agent using the attractive forces between it
and its neighbors in the previous work (Leonard
and Fiorelli, 2001; Ogren et al., 2002; Gazi and
Passino, 2004; Olfati-Saber, 2004). In addition,
the cohesion problem can be solved indirectly in
the F1 and F2 designs by the attractive forces
between the agents and the virtual leader(s). As a
consequence, F1 and F2 designs should be more
efficient than the previous designs, without losing
the cohesion of the group.

3. ANALYSIS

3.1 F1: Specified formation (N virtual leaders)

From(1)-(4), the system dynamics is rewritten as

ṙi = f(‖rid − ri‖)ndi +
∑

j∈Ni(t)

g(‖rji‖)nji (6)

where ndi = (rid − ri)/‖rid − ri‖ and nji =
rji/‖rji‖. Denoting r̃i = ri−rid and r̃ij = r̃i−r̃j ,
equation (6) becomes

˙̃ri = −f(‖r̃i‖)ñi +
∑

j∈Ni(t)

g(‖r̃ji + bji‖)ñji − ṙid

(7)
where ñi = r̃i/‖r̃i‖, bji = bj−bi and ñji = (r̃ji+
bji)/‖r̃ji + bji‖. Two cases are considered.

Case 1: The desired path p(t) is a straight line
with ṗ(t) = q, where q ∈ R2 is a constant vector.
So ṙid = q, ∀i. One equilibrium of (7) is r̃∗i = a,
∀i, where a ∈ R2 solves the following equation

f(‖z‖) z

‖z‖ = −q (8)

Since f(·) is continuous, monotonously increasing
function, a is unique. If define r̃(t) = col(r̃i(t)),
then this equilibrium can be rewritten as r̃∗ =
1N ⊗ a, where 1N ∈ RN with [1N ]i = 1, ∀i. Here
⊗ denotes the Kronecker product.

Proposition 3.1. Consider system (7) with ṙid =
q and f(‖ · ‖) = k‖ · ‖, where k is a positive
constant. Then every solution of this system con-
verges asymptotically to an equilibrium of the
system.

Proof. Equation (7) becomes

˙̃ri = −k(r̃i − a) +
∑

j∈Ni(t)

g(‖r̃ji + bji‖)ñji (9)

Introduce a scalar Lyapunov-type function V1 as

V1(r̃) =
N∑

i=1

(∫ ‖r̃i−a‖

0

kσ dσ

+
1
2

∑

j∈Ni(t)

∫ ‖r̃ji+bji‖

d

g(σ) dσ


 (10)

The derivative of V1 with respect to time is

V̇1 =
N∑

i=1




k‖r̃i − a‖ (r̃i − a)T

‖r̃i − a‖
˙̃ri

+
1
2

∑

j∈Ni

g (‖r̃ji + bji‖) ñT
ji( ˙̃rji)




=−
N∑

i=1




−k(r̃i − a)
+

∑

j∈Ni

g (‖r̃ji + bji‖) ñji




T

˙̃ri

=−
N∑

i=1

‖ ˙̃ri‖2 (11)



Note that V1(r̃) ≥ 0, V̇1(r̃) ≤ 0 and V̇1(r̃) = 0
if and only if ˙̃r = 0. By using LaSalle’s theorem,
it is shown that every solution of (9) converges
asymptotically to an equilibrium of (9).

Remark 3.1. It is possible that (9) has other equi-
libria besides r̃∗. However from a large number
of simulations, it appears that they are unstable
(saddle points). Further work will be done on this
issue.

Remark 3.2. Equations (10)-(11) and the conclu-
sion of Remark 3.1 imply that the motion of the
group minimizes V1(r̃) to its global minimizer r̃∗.

We have not yet shown that proposition 3.1 is
applicable to nonlinear f. However, no exceptions
have been found in the simulations.

The motion of the agent group in case 1 can be
described generally in three steps. Step 1: under
the influence of the attractive and repulsive forces,
agent i moves in such a way that ri converges
asymptotically to rid(t) + a. Step 2: once ri(t) =
rid(t) + a, ∀i, then ṙi(t) = q, ∀i. So alignment
problem is solved and the agents’ formation is the
desired formation. Step 3: for t ≥ T , r0 ≡ rt,
q = 0 ⇒ a = 0, so ri(t) → rt + bi(t), the agents
eventually stay around the target in the desired
formation.

Case 2: the desired path p(t) is a general smooth
curve with ṗ(t) = q(t).

Proposition 3.2. Consider the system (7) with
ṙid(t) = q(t) and f(‖ · ‖) = k‖ · ‖, where k is a
positive constant. Let t0, t1, . . . , tm be an increas-
ing sequence of time, where tm = T . Assume that
in each time interval [tj−1, tj ], j ∈ {1, . . . , m} the
change of q(t) is so small that a constant vector qj

can replace it. Also assume that the value of k and
function g can be chosen such that in each interval
[tj−1, tj ], r̃ → r̃∗j as t → tj , where r̃∗j = 1N ⊗ aj

and aj is the solution of (8) with q = qj . Then
the trajectory of every solution of this system
converges asymptotically to the trajectory of a(t),
where a(t) is the solution of f (‖z‖) z

‖z‖ = q(t).

Proof. the proof is based on Proposition 3.1 and
is ignored here.

3.2 F2: Emergent formation (one virtual leader)

In this design, the desired formation is called F2
formation around r0.

A formation is an F2 formation around r̂, if
it satisfies the following three conditions. (D1):
there is no collision between any pair of agents.

A A 

(a) (b) 

Fig. 3. (a) is a connected formation around A and
(b) is a quasi-connected formation around A.

(D2): any agent has at least one neighbor, except
possibly, the one at r̂. (D3): it is a “connected” or
“quasi-connected” formation around r̂.

Definition 3.1. A formation is called a connected
formation around r̂ = (x̂, ŷ)T , if it is a connected
formation, and for any straight line defined by
ŷ = kx̂ + b, if there is an agent i at ri satisfying
yi > kxi + b, then there must exist at least one
agent, say agent j at rj , satisfying yj < kxj + b .

Definition 3.2. A formation is called a quasi-
connected formation around r̂, if it contains mul-
tiple connected sub-formations, and each of them
is a connected formation round r̂.

Fig. 3 illustrates two examples. In each plot, the
solid dots denote the agents and any two agents
linked by a solid line are neighbors.

From (1)-(2) and (4)-(5), the system dynamics for
F2 design can be rewritten as

ṙi = f(‖r0 − ri‖)n0i +
∑

j∈Ni(t)

g(‖rji‖)nji (12)

where n0i = (r0 − ri)/‖r0 − ri‖.

Proposition 3.3. The configuration of any equilib-
rium of system (12) is an F2 formation around r0.

Proof. Any equilibrium of (12) satisfies the follow-
ing condition

f(‖r0 − ri‖)n0i = −
∑

j∈Ni

g(‖rji‖)nji 6= 0 (13)

except the agent i at ri = r0, which satisfies

f(‖r0 − ri‖)n0i = −
∑

j∈Ni

g(‖rji‖)nji = 0 (14)

Condition D1 is guaranteed by function g, and D2
is easily met because of (13) and (14).

Any equilibrium of (12) also satisfies

N∑

i=1

ṙi =
N∑

i=1

f(‖r0 − ri‖)n0i = 0 (15)

since the repulsive forces are in pairs. Define
an equilibrium of (12) as r∗. Suppose that once
the group achieves the configuration of r∗ , the
attractive force between the virtual leader at r0 =
(x0, y0)T and agent i, ∀i, becomes a paired force,



which means that agent i also imposes a force
on the virtual leader with the same magnitude
as f(‖r0 − ri‖), but with opposite direction. By
doing this, the dynamics of the system has not
been changed because of the second equality of
(15). For any straight line given by y0 = kx0+b, if
there is an agent imposing a force f on r0 with the
direction toward the half plane {(x, y)|y > kx +
b}, then there must be at least one other agent
imposing a force on r0 with the direction toward
the other half plane {(x, y)|y < kx+b} in order to
balance the force f . So condition D3 is satisfied
by any r∗ and the configuration of any r∗ is a F2
formation around r0.

First, we analyze the behavior of the agent group
after the virtual leader has arrived at the target,
i.e. the system (12) with t ≥ T . So r0 ≡ rt and
ṙ0 = 0. Define a scalar Lyapunov-type function
V2(r) as follows

V2(r) =
N∑

i=1

(∫ ‖ri−r0‖

0

f(σ) dσ

+
1
2

∑

j∈Ni(t)

∫ ‖rji‖

d

g(σ) dσ


 (16)

and differentiate V2(r) with respect to time to
have

V̇2 = −
N∑

i=1

‖ṙi‖2 (17)

Note that V2(r) > 0, V̇2(r) ≤ 0 for ∀r and
V̇2(r) = 0 if and only if ṙ = 0. It is shown that
the motion of the agent group minimizes V2(r)
to one of its local minimizers, which is also an
equilibrium of (12) with t ≥ T , so after the group
has achieved this equilibrium, all the agents will
stay there. Following proposition 3.3, the agent
group can eventually achieve an F2 formation
around rt, since r0 = rt.

As for the behavior of the agent group before time
T, assume that the desired path is smooth and T
is long enough, by doing many simulations, it is
observed that within some time, the group can
achieve an F2 formation around r0, and then all
agents move in this formation at the same velocity
as that of the virtual leader, until the virtual
leader reaches the target.

4. SIMULATION RESULTS

The two control designs developed above are ap-
plied to a group of N agents. In each simulation,
the initial condition of the agents is given by a
set of N random initial positions, (uniform dis-
tributions in the area 50 × 50), and zero initial
velocities. The sensing radius is d = 20. In each
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Fig. 4. 6 agents follow the virtual leader to the
target and rotate from one formation to an-
other.
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Fig. 5. the trajectories (a) and speeds (b) of the
agents in S1

result plot, the solid dots or stars denote the
agents and the cross mark denotes the target.

Simulation 1 (F1 design, Case 1): N = 6 and
rt = (−40,−30)T . The desired path is a straight
line starting from p(0) = sum(r(0))

N . Function f is
linear. Predefine the values of bis such that the
desired formation rotates from Fig. 1 (c) to (d) in
the time interval [8s, 12s]. Fig. 4 shows the results,
and in each plot, the circle denotes the position of
r0 at the instant of that plot. Fig. 4 (a) shows the
initial positions of the agents. In (b), the group has
already achieved the desired formation as depicted
in Fig. 1 (c). In Fig. 4 (c) and (d), the group is
rotating. The group is moving toward the target
in the new desired formation in (e). Finally, in
(f), the formation is the desired formation and
the geometric center of the group arrived at the
target. Fig. 5 shows the trajectories and speeds of
these agents. It can be seen that after about 5s, all
the speeds converge to a constant, which equals to
the virtual leader’s speed, except for those during
their rotation. After the virtual leader stop at the
target, i.e. t ≥ 20s, their speeds decrease to zero.

Simulation 2 (F1 design, Case 2 with f(‖z‖) =
0.02(‖z‖2 + ‖z‖)): N = 6. Only look at the
behavior of the group before the virtual leader
stop. The total flocking time is 50s. Fig. 6 shows
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Fig. 6. The trajectories of the 6 agents , the
desired path (dash-dot line) and four snaps of
the agents’ positions at t = 0, t = 15, t = 30
and t = 50, in the second simulation.
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Fig. 7. The speeds of the 6 agents and the virtual
leader (dash-dot line) int the second simula-
tion.
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Fig. 8. The flocking of a group of 100 agents

the trajectories of all the agents, the desired path
(dash-dot line), and four snaps of the agents’
positions at different times. Fig. 7 shows the
speeds of all the agents and the speed of the
virtual leaders (dash-dot line) along time t.

Simulation 3 (F2 design): N = 100 and rt =
(−40,−40)T . The results are shown in Fig. 8.
It can be seen that although the agents start
out completely random, they approach an F2
formation around the virtual leader after some
time, whose configuration depends on the initial
condition and the functions f and g. Finally, they
achieve another F2 formation around the target.

5. CONCLUSION

In this work, formation control laws are designed
for the flocking of a group of mobile autonomous
agents in an obstacle-free environment. Based on
the three rules introduced by Reynolds (1987), it
is concluded that there are four problems that the
flocking design should solve. These are the separa-
tion, cohesion, alignment and tracking problems.
In the two designs of this paper, the separation
problem is solved by using the repulsive forces be-
tween any neighboring agents, and the other three
problems are solved by using virtual leader(s)
and attractive forces between the agents and their
virtual leader(s).
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