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Abstract: A particularity of cell culture processes is the relatively restricted number
of valuable and accurate measurements for process control. Software sensors are
an interesting solution in response to this problem since it provides non measured
state estimation combining the available measurements to a mathematical model.
But, due to the complexity of cell culture processes, the mathematical model itself
may present some uncertainties particularly in the kinetic description. Such a
difficulty has lead to the development of adaptive observers which are designed to
jointly estimate state variables and model parameters. However those observers
may become particularly difficult to design and to tune as the process complexity
increases. In this contribution, an adaptive observer based on the theory of the
full horizon and the asymptotic observers is proposed. Copyright© 2005 IFAC
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INTRODUCTION

Products from the biotechnology industry be-
comes particularly complex in terms of reactor
design, biocatalysts, product quality, etc. As this
complexity increases, the needs of information
about the dynamics of the main constituents be-
comes crucial for control, optimization and su-
pervision. However, such a requirement is most
often limited by the availability, and the effi-
ciency of hardware sensors. For instance, knowing
and supervising the biomass growth during the
process may be very important. However biomass
measurement involves most often, off line analy-
ses (optical density measurements, cell counting,
etc.). On line optical density sensors are available
but are particularly expensive and the measures
may be rapidly biased due to the high cell density.
A solution to these latter problems can be found
through the design of software sensors, which com-

bine some available hardware sensor signals and a
mathematical model, in order to provide estimates
of non-measured variables.

Several estimation techniques considering the
non-linear models involved in bioprocesses have
been proposed in the literature. Many state ob-
servers belong to the so called class of exponen-
tial observer. These observers are characterized
by an adjustable rate of convergence towards the
true state, which is defined by one or several
tuning parameters. The extended Kalman filter,
the extended Luenberger observer, the high gain
observer and the full horizon observer belong to
this class since the convergence rate may be freely
tuned. However the main drawback of these expo-
nential observers is that their efficiency strongly
rely on the model quality. Dealing with model
uncertainty was, and still is, an area of inten-
sive research particularly for kinetic uncertainties



(structure and/or parameters) which may be par-
ticularly important in the field of bioprocesses.
A first solution to cope with model uncertainty
is to design an asymptotic observer as proposed
in (Bastin and Dochain 1990). Such an observer
uses a state transformation in order to provide
a model which is independent of the kinetics.
However, the price to pay is that the rate of
convergence is completely determined by the ex-
perimental conditions (namely the dilution rate).
This may lead to very slow convergence in the case
of low dilution rate or no converge at all in the
case of batch cultures. Hence, when experimental
conditions and model structure are appropriate,
the asymptotic observer is a good solution for
state estimation with uncertain kinetic model.
However, this observer does not provide any infor-
mation on the kinetic model which was supposed
to be uncertain. Using observers as estimators
of the kinetics or model parameters was the ob-
jective of the subsequently developed observer-
based estimators.(OBE). OBE were initially de-
veloped to estimate on-line the specific growth
rates in bioprocesses (Bastin and Dochain 1986)
then extended to the on-line estimation of kinetic
parameters (Bastin and Dochain 1990). The OBE
stability properties are well exposed and improve-
ments of tuning procedure has been proposed
in (Oliveira et al. 1996), (Perrier et al. 2000),
(Oliveira et al. 2002). Another approach, improv-
ing the tuning procedure of an OBE was also
proposed in (Farza et al. 1997). However these
algorithms were focused on the model parameter
estimation. A natural extension was therefore to
jointly estimate the state and the uncertain model
parameters. These algorithms are known as adap-
tive observers since the state observer is evolving
by correcting the uncertain parameters. Several
approaches in this field are presented in (Bastin
and Dochain 1990). The most common designs
consist in considering the parameters as extra
states with no dynamics and to introduce it in an
extended Kalman or Luenberger observer. These
designs present the advantage that they follow a
standard and well-known solution. However they
present the inherent drawbacks of both observers
(stability properties, tuning procedure, lineariza-
tion, etc.). Thus other adaptive observer designs
have been proposed as in (Dochain 2003). In this
contribution an adaptive observer is proposed by
combining the asymptotic observer and the the-
ory of the full horizon observer (Bogaerts and
Hanus 2001). Such an algorithm will be used to
estimate and to correct the uncertain parameters
in order to provide a state estimation with the
corrected model. Using the full horizon theory
allows also to achieve this objective by using an
algorithm which is particularly suitable for bio-
processes, does not require any tuning parame-
ter and involves an estimation technique previ-

ously developed for the identification of bioprocess
model parameters (Bogaerts (1999)), (Bogaerts
and Hanus 2000).

In the following sections the mathematical frame-
work of bioprocess modelling is presented. The
theory of the asymptotic and the full horizon
observers are then briefly recalled. In a fourth sec-
tion the adaptive observer is described in detailed.
Tllustrations on simulated cell cultures are then
presented. Finally a last section is devoted to some
conclusions.

1. MACROSCOPIC REACTION SCHEMES
AND MASS BALANCES FOR BIOPROCESS
MODELLING

A Dbioprocess can be described by a reaction
scheme defined by a set of M reactions (Bastin
and Dochain 1990). Such a reaction scheme can
be expressed by :
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where

e v;, and v;;, are the pseudo-stoichiometric coef-
ficients or yield coefficients;

e ¢, is the reaction rate;

e &, is the i'" component;

e Ri(Pg) is the set of &, which are reactants
(products) in the reaction k;

e M is the number of reactions.

Assuming that the bioprocess takes place in a
perfectly stirred bioreactor, the system dynamics
can be described by a model resulting from mass
balances for the macroscopic species involved in
the reaction scheme:

dé(t)
o = KelEd)

where
o £ € RV is the vector of component concentra-
tions;
o K € RVXM ig the pseudo-stoichiometric coeffi-
cient matrix (M < N);
o o € RM is the vector of reaction rates;
e D € R is the dilution rate;
o F ¢ RV is the vector of external feed rates;
*Q, € RN is the vector of gaseous outflow rates.

D()E(t) +F(t) - Q,(t) (2)

In the sequel, the external feed rates and gaseous
outflow rates are put together in a vector

u(t) = F(t) — Qy(t) (3)

In the context of state observation the state vector
can be subdivided into two vectors :

e =ef €] (4)
where &; € RE(L < N) contains the elements of
& which are measured :

£ =C¢=[I;, Orn_1]€ (5)



These measures are in the form of discrete sam-
ples:

y(te) = C&(tk) + e(tr) (6)
e € RL being a white noise sequence normally
distributed with zero mean:

Ele(t:)] =0 (7)

Ele(t)e” (t;)] = 6:;Q(t)) (8)
The other elements &, € RIV=L) of ¢ are the state
variables which are not measured.

2. THE ASYMPTOTIC OBSERVER

The principle of the asymptotic observer (AO)
(Bastin and Dochain 1990) is to use a state trans-
formation in order to provide at each sampling
time an estimation of the non-measured state from
the measured one without any knowledge of the
kinetic model. The derivation of the AO is based
on the following conditions : (&) is unknown,
the yield coefficients matrix K is known, L =
dim(&,) =2 p = rank(K). Hence, there always
exists a partition

¢ =l &) (9)
so that the corresponding partition
K" =K, K}] (10)

involves a matrix K, € RP*M of full row rank.
Given such a partition of K, the following matrix
equation

AOKa+Kb:0N—p,M (11)

has always a unique solution Ag € RV-P)xP Tt

is therefore possible to define an auxiliary vector
Z € RIN-P),

Z=A, +& (12)

whose dynamics is independent of the kinetics

(&) :

dZ(t
% =—D(t)Z(t) + Aoua(t) + up(t) (13)
where u? = [ul w]] is the partition of u

corresponding to the partition of &.

It is also possible to write the vector Z as a linear
combination of the vectors £; and &, of measured
and non-measured states :

Z(t) = A1&(t) + Az€,(1) (14)

where
Ay € RW=-pxL and Ay € RN -P)x(N-L),

The AO is finally defined by:

diit) = —D(t)Z(t) + Ajui(t) + Asua(t) (15)

&(1) = A3 (Z(1) — A&, (1)) (16)

where Aj is a left pseudo inverse of the matrix
Ao,

The dynamics of the state estimation error 52 is
given by: _

d€,(t) p

228 — (g (1) (1)
It is therefore obvious that the convergence of the
AQ is function of the experimental conditions (D).
This observer may therefore not converge (batch
process) or converge very slowly (low dilution
rate).

The above description of the AO shows that it
provides a discrete time observation (in the case of
discrete time measurements), it is a deterministic
approach, and its convergence is defined by the
dilution rate However, its main advantage is that
it does not require the kinetic model.

3. THE MOST LIKELY INITIAL
CONDITIONS OBSERVER

The most likely initial conditions observer
(MLICO) (the full horizon observer in (Bogaerts
and Hanus 2001)) is a stochastic observer that
consists in integrating the simulation model be-
tween two measures (prediction) starting with the
most likely initial conditions identified on the ba-
sis of all the available measures (correction).

The prediction equation of the full horizon ob-
server is defined as

B Keple.t) - DR +u(t) (19
&(t) = gt u(t). &) VL€ tastin] (19)

where g(t, u(t),éo/k) is the prediction of &(t)
on the time interval [tg,tr+1] deduced from the
integration of (18) from the most likely initial
conditions Eo k- These latter are identified by
solving a nonlinear optimization problem on the
basis of all the measures y(¢;),j € [1, k] available
up to time k :

k
o= gArgmin 3267(1)Q7 (1)5()  (20)

o =1

where A
5(tj) = y(tj) - Cg(tjv U(t),&o/k) and
Q is the measurement error covariance matrix.

Note that a necessary condition of existence of
the solution (20) is that the number of available
measures is greater or equal to the number of
initial states to identify.

As pointed out in (Bogaerts and Hanus 2001),
the full horizon observer provides a continuous-
time estimation even on the basis of on rare and
asynchronous measurements, consists of a sto-
chastic approach, is a true nonlinear approach
(no approximation such as linearization), does not



require any tuning, may be theoretically analyzed
(e.g., state estimation correction) and provides
confidence intervals for the state estimates. How-
ever, as classical exponential observers, it requires
the full knowledge of the model structure (includ-
ing the kinetics).

4. THE ADAPTIVE MOST LIKELY INITTAL
CONDITIONS OBSERVER

Suppose that some of the kinetic parameters 9;,,
are unknown or uncertain. The vector of kinetic
parameters may therefore be subdivided into a
known part (p,;,) and an unknown one (pl;,):

Jein = [ Plin Pitn ] (21)
The principle of the adaptive MLICO is to extend
the vector of initial conditions to be estimate
with the unknown or uncertain kinetic parame-
ters. These parameters will therefore be jointly es-
timated with the initial conditions. The parameter

vector to be identified with the most likely estima-
tor at each measurement time becomes therefore:

~T T . . R
9y, = [ﬁo/k plcji;l/k} with 9, € ®RY? (22)

However, it is well known that increasing the size
of the vector of parameters to identify may lead to
some numerical troubles such as local minima dur-
ing the optimization procedure. Moreover, with-
out going into further details in non linear system
observability (and more specifically, the uniform
observability (Gauthier and Kupka 1994)) there
always exists a minimum number of measured
states which is necessary to guarantee the system
observability. This minimum number is depending
on the specific non linear model being used. Since
in bioprocesses the number of physical sensors is
restricted, the number of measured state becomes
rapidly not sufficient to insure the system observ-
ability especially when the state vector is aug-
mented with unknown parameters. In order to cir-
cumvent these problems the proposed adaptive al-
gorithm aims to exploit the information provided
by the AO. Indeed, like in OBE with partial state
measurement, an estimation of the state which is
not measured by hardware sensors (£,) is provided
by the AO and subsequently considered as a new
measurement. With such an additional informa-
tion one could expect the optimization problem
to be easier. Moreover, as it will be illustrated
in section 5, the additional information from the
AOQO increases the number of "measured" states
allowing an extension of the state estimate while
keeping the system observability. A complete state
vector provided by measurements and the AO
is therefore available for the adaptive algorithm
which is then used to provide a continuous state
estimation of the complete state vector together

with the unknown kinetic parameter(s). The prin-
ciple of this adaptive observer is presented in
figure (1).
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Fig. 1. Principle of the adaptive MLICO

Like in the classical MLICO, the prediction step
between two measurement times is insured by
integrating the process model. The prediction
equations of the observer correspond therefore to
(note that for the simplicity of notations, only the
time and estimated parameters dependencies will
be explicitly written):

d

72>

W) _ Ko (@) — DD + u(t) (23)

t
(t) = g(I1. 1)

where g(9, t) is the prediction of &(t) on the time
interval [tg,tgs1] deduced from the integration
of (23) with the corrected likely initial condi-
tions éo /i, and kinetic parameters D /- As for
the correction step, two modifications are intro-
duced. Firstly, the vector of parameters to identify
contains the initial conditions and the uncertain
kinetic parameter(s) (see 22). Secondly the non
measured state estimation provided by the AO
(€,,4) is introduced in the cost function (20). The
optimization problem used for the correction pro-
cedure corresponds therefore to:

ey QL

Yt € [tk, tht1) (24)

k

N 1 , -

9y = §Argmm25T(ti)TQ L(t)a(t)  (25)
o =1
where (“) (t)
y(ts) — g1 (L } s A N

o(t;) = [~ . with g,(¢;) and §(t;
( ) €2A(ti) _ QQ(ti) 1( ) 2( )
are the partitions of the vector § into the mea-
sured and the non measured state trajectories.
Q, is the covariance matrix of the "measure-
ment" errors (i.e. the real measurement errors to-
gether with the estimation errors provided by the
AQO) developed in (Hulhoven and Bogaerts 2004).

5. CASE STUDIES
5.1 Simple microbial growth

In a first example, the adaptive observer is illus-
trated on a simple microbial culture. Consider a



fed-batch bacterial fermentation taking place in a
perfectly stirred bioreactor. Consider the follow-
ing reaction scheme :

1/55 £> 3} (26)

where S denotes the substrate concentration, X
the biomass concentration, ¢ the reaction rate and
)

vg the yield coefficient. X denotes an autocat-
alytic reaction. The mass balances corresponding
to this reaction scheme are :

% =—vgp — DS+ DS™ (27)
dX

where D is the dilution rate and S** the substrate
concentration in the feed medium. The reaction
rate ¢ will be described using the Monod law:

Fon S
<p N XK’"L + S (29)
The numerical values used for the simulation
are : vg = 5[g(10'cell)']; K,, = 12[gl™'];
pn = L4[L7T S(0) = 12[gl']; X(0) =
0.14[10 " cell 171]; 8™ = 20[g1™']; D = §2¢[h7]

where t; is the final time of the culture.

In order to illustrate the performances of the
adaptive observer the simulation results are con-
sidered as the real process, the substrate is as-
sumed to be measured every hour with a white
noise of zero mean F [¢] = 0 and standard devi-
ation o = 0.5g1™'. For this system, a classical
MLICO may be used to identify the biomass.
However, suppose now that the parameter p,, is
uncertain and has to be estimated in the observer
algorithm. The unique substrate measurement is
not sufficient to allow both estimations (biomass
and p,,). Using the biomass state estimation pro-
vided by the AO as an extra information allows
to circumvent this problem. Figure (2) shows the
results obtained by applying the adaptive observer
to the process when an initial guess error on u,,
is introduced.As it can be observed from these
results, the adaptive observer allows to provide
a continuous and converging state estimation of
the biomass and the substrate. Moreover, it jointly
provides an estimation of the uncertain parameter
., Which converges to the true value.

5.2 Animal cell culture

Another case study is inspired from the simulated
example of an animal cell culture presented in
(Perrier et al. 2000). The process model is based
on the following reaction scheme

kS 2 X (30)
koS 22 X 4 ks (31)
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Fig. 2. Simple microbial growth adaptive observa-
tion X (0) = 10" cells/ 1, fi, . (0) =5h~1, —
: estimated signal with confidence intervals :
99% and - - - : real signal.

The mass balances corresponding to this reaction
scheme are :

ds )
E = —k‘lgOl - k2g02 — DS+ Ds™ (32)
X
EZ%‘F%_DX (33)
dL
dt k3 (3 )

The reaction rates ¢, and ¢, are described using
the following models:

lu‘m IS KL
—xLmz b
AT A Kt SKL 1 L (35)
:um 25
_ x Hm22 36
2=+ S (36)

The numerical values used for the simulation
are identical to those used in (Perrier et al.
2000). Only, the feeding profile is modified :D =

ELF™=1107Y, §7 = 0.05moll .

As in the previous example the simulated process
will be considered as the real process. The lactate
and substrate are supposed to be measured every
3 hours with a white noise of zero mean F [e] =0
and standard deviation ¢ = 0.3mM. Since in
this case two state measurements are available,
introducing the biomass state estimation from
the AO allows to use the adaptive observer to
estimate two kinetic parameters and to provide
a state estimation from the corrected model and
initial conditions. Figure (3) and (4) show these
results when an error is introduced on the initial
estimates of y,, 1 and p,, 5.

6. CONCLUSION

This contribution proposes an adaptive observer
used to estimate bioprocess state variables with
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Fig. 3. Animal cell culture adaptive state obser-
vation. X (0) = 108cells/ml, fim 1 (0) = 5ht
and fi,,, 2(0) = 2h~!, — : adaptive observa-
tion with confidence intervals : 99%. - - - :
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Fig. 4. Parameter estimation with confidence in-
tervals : 99%. fi,, 1(0) = 5h" and fi,,, ,(0) =
2h™!

estimated and corrected kinetic parameters. The
theory of this adaptive observer is based on the
full horizon observer. The unknown or uncertain
kinetic parameters are estimated jointly with the
initial conditions using a maximum likelihood esti-
mator. In order to allow this parameter extension,
the information from the non-measured state pro-
vided by an AQ is introduced in the cost function.
The initial conditions and the uncertain kinetic
parameters are therefore identified on the basis of
the measurements and the state observation from
an AQO. The corrected model is then integrated
in order to provide a complete and continuous
state estimation. Since this observer is based on
the full horizon observer theory it exploits its
main advantages i.e.: a true non linear stochas-
tic approach, directly designed from the process
model, involving a technique previously developed
for bioprocess model parameter estimation and
provides a continuous state estimation from dis-
crete and rare measurements which is particularly

realistic in the field of bioprocesses. Finally, this
observer was illustrated on two simulated exam-
ples in order to show its ability to provide biomass
observation and up to two parameters estimation
from only two measurements.
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