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1. INTRODUCTION

Passivity-based techniques play more and more im-
portant role both in linear and nonlinear control due
to simplicity and physical meaning of design and
good robustness properties of the resulting controllers
(Byrneset al., 1991; Sepulchreet al., 1996; Lozanoet
al., 2000; Ortegaet al., 1998). One of the most pow-
erful passivity-based design methods is passification
(sometimes called passivation) — finding a state or
output feedback rendering the closed loop system pas-
sive (Seronet al., 1994; Fradkov, 2003; Kokotovic and
Arcak, 2001). Among applications of passification ap-
proach are adaptive control (Andrievskyet al., 1996);
control of partially linear composite systems (Saberiet
al., 1990; Kokotovic and Arcak, 2001), flight control
(Kelkar and Joshi, 1997; Gurfil, 2003), process control
(Ydstie, 2002; Hangoset al., 2004).

An important question for application of passivity-
based approach is to find feasibility conditions of the

1 Supported by CNRS-RAS research cooperation program No.
16394 and Complex Program of the Presidium of RAS #19 “Control
of mechanical systems”, project 1.4.

method, i.e. passifiability conditions. In the case of
linear MIMO systems such conditions were found
in (Fradkov, 1976): a proper transfer functionW (s)
can be rendered strictly positive real (SPR) by means
of static output feedback if and only if it is hyper-
minimum-phase (HMP) — minimum-phase with sym-
metric and positive definite high frequency gain. Obvi-
ously, HMP is also necessary and sufficient condition
of output feedback strict passification (see below).
Further references on passification can be found in
(Fradkov, 2003).

In view of uncertainty inevitably appearing in real life
problems, a lot of efforts were put recently to obtain
robust solutions to control problems. Surprisingly, the
problem of robust passification did not draw much
attention yet. Existing conditions of robust passifia-
bility either are only sufficient (conservative) (Kelkar
and Joshi, 1997) or apply only to special cases, im-
portant for signal processing, in particular to systems
with zero relative degree (Xieet al., 1998). Note that
most works on related problem of robust SPR sys-
tems design are also devoted to systems with zero



relative degree, see (Sunet al., 1994; Bianchiniet
al., 2001; Henrion, 2002) and references therein.

Therefore, it is of interest to obtain necessary and
sufficient conditions of robust passifiability and to
develop techniques of robust passification for linear
proper MIMO systems. This is just the goal of the
present paper. In fact in the paper a more general
problem ofG-passification of non-square systems is
studied, whereG is a rectangular matrix squaring
down the initial system. The proposed conditions and
design technique heavily rely on the methodology of
Linear Matrix Inequalities (LMI) and using appropri-
ate software.

In the Section 2 the problem statement and some
preliminaries are given. In view of above mentioned
equivalence between passifiability and hyper-minimum-
phaseness, first, the problem of LMI interpretation of
HMP andG-HMP conditions is studied. Conditions
for a matrixG to ensure HMP property of the transfer
functionGW (s) are established in terms of appropri-
ate LMIs in Section 3. In Section 4, a result concern-
ing design of a robustly passifying output feedback
is given. An example of application of the previous
results to robust controller design for cruise missile is
considered in Section 5.

2. PRELIMINARIES AND PROBLEM
STATEMENT

Notations:Rm×n and Cm×n are the sets ofm-by-
n real and complex matrices respectively.AT is the
transpose of the matrixA and A∗ is its transpose
conjugate.A⊥ is a full rank matrix whose columns
span the null-space ofA. The columns ofA◦ form
an orthogonal basis ofA∗, i.e.

[
A⊥ A◦

]
is full rank.

1 and 0 are respectively the identity and the zero
matrices of appropriate dimensions. For Hermitian
matrices,A > (≥)B if and only ifA − B is positive

(semi) definite. The notation

[
A ∗
B C

]
stands for the

Hermitian matrix

[
A B∗

B C

]
.

Consider the following uncertain system{
ẋ = A(∆)x+Bu
y = Cx

(1)

wherex = x(t) ∈ Cn, u = u(t) ∈ Cm, y = y(t) ∈
Cl are state, input and output vectors, respectively.
A,B,C are matrices of appropriate size,B being of
full rank. Define the matrixN = B∗⊥ whose columns
span the null-space ofB∗. DefineW (s,∆) to be the
uncertain transfer matrix of the system such that

W (s,∆) = C(s1−A(∆))−1B

and assumeA(∆) is rational with respect to∆

A(∆) = A+B∆∆(1−D∆∆)−1C∆

where ∆ is a constant norm-bounded unstructured
uncertainty that belongs to the set

� = {∆ ∈ C
m∆×l∆ : ∆∗∆ ≤ 1} .

The model is said to be a Linear Fractional Transform
(LFT), build as the feedback connection of the uncer-
tain matrix (w∆ = ∆z∆) with the linear system ẋ = Ax+B∆w∆ +Bu

z∆ = C∆x+D∆w∆

y = Cx
(2)

Special caseD∆ = 0 corresponds to uncertainty lin-
early entering some coefficients of the model (A(∆) =
A+B∆∆C∆). The LFT is assumed to be well-posed,
that is(1 − D∆∆) is non-singular for all admissible
uncertainties∆ ∈ � andA(∆) is in a bounded set.

The case with real-valued variables and parameters
(x = x(t) ∈ Rn, u = u(t) ∈ Rm, y = y(t) ∈ Rl) will
be calledreal casewhile the case of complex-valued
variables and parameters will be calledcomplex case.

Let G be a prespecifiedm × l-matrix. Extending the
definitions of (Fradkov, 2003) to uncertain systems,
we define here the concepts manipulated in the paper
and formulate the considered static-output feedback
design specifications.

Definition 1. System (1) is calledrobustly strictlyG-
passiveif for any ∆ ∈ � there exists a quadratic func-
tion V (x,∆) = x∗H(∆)x (storage function) with a
positive definiten × n-matrixH(∆) = H∗(∆) > 0

and a scalarρ(∆) > 0 such that

x∗(t)H(∆)x(t) ≤ x∗(0)H(∆)x(0)

+

t∫
0

[
u(θ)∗Gy(θ)− ρ(∆)|x(θ)|2

]
dθ

(3)
holds for any solution of the system (1).

Obviously, if l = m andG = 1 is identity matrix,
thenG-passivity coincides with conventional passivity
property. Moreover, for a givenG, the modified sys-
temGW (s) is passive if and only if the original sys-
temW (s) is G-passive. ButG-passification ofW (s)
(i.e. findingK such thatGW (s)(1 − KW (s))−1 is
passive) is not equivalent to passification ofGW (s).
These two problems coincide only under the assump-
tion of finding a squareK̄ such thatK = K̄G.
This ”squaring down” procedure changes the number
of unknowns which may be important to preserve,
e.g. for adaptive control, where reducing the num-
ber of adjustable parameters may decrease transient
performance of adaptive systems, see (Andrievskyet
al., 1996). To summarize,G-passification ofW (s,∆)
is not equivalent to passification ofGW (s,∆), thus
justifying the terminology.

Definition 2. System (1) is calleduniformly robustly
strictly G-passiveif for any ∆ ∈ � there exists a



unique quadratic functionV (x) = x∗Hx (storage
function) withH = H∗ > 0 and a unique scalarρ > 0
such that (3) holds for all uncertainties∆ ∈ � and for
any solution of the system (1).

Trivially the uniform robsut strictG-passivity is con-
servative for robust strictG-passivity.

In this paper we consider three static output-feedback
passification problems defined as follows.

Problem 1.Find a parameter-dependentm× l-matrix
K(∆) such that the system (1) with the output feed-
back

u = K(∆)y + v, (4)

wherev ∈ Cm is new input, is robustly strictlyG-
passive.

Problem 2.Find a singlem × l-matrixK(∆) = K
such that the system (1) with the output feedback (4)
is robustly strictlyG-passive.

Problem 3.Find a singlem × l-matrixK(∆) = K
such that the system (1) with the output feedback (4)
is uniformly robustly strictlyG-passive.

The paper gives non conservative LMI conditions for
the existence of a solution for all three problems and
Problem 3 is associated with an LMI design method.

Definition 3. The system (1) is calledrobustlyG hy-
per minimum phase(G-HMP) if for all uncertainties
∆ ∈ � the polynomial

ϕ(s,∆) = det(s1−A(∆)) detGW (s,∆) (5)

is Hurwitz (its zeros belong to the open left half-plane)
and the high-frequency gain ofGW (s,∆) is a square
symmetric positive definite matrix

GCB = B∗C∗G∗ > 0 . (6)

The following theorem providing solvability condi-
tions for the robustG-passification problem is a direct
consequence of the results of (Fradkov, 1976; Frad-
kov, 2003).

Theorem 1.The three following conditions are equiv-
alent:

i) The system (1) isrobustly G-hyper minimum
phase,

ii) There is a (parameter-dependent) solution to
Problem 1.

iii) There is a (unique over all uncertainties) solution
to Problem 2.

Proof: Equivalence betweeni) and ii) is directly ob-
tained when applying (Fradkov, 2003, Theorem 2) for
each value of∆. Then note that due to (Fradkov, 2003,
Corollary 3) one can always takeK(∆) = −k(∆)G

as parameter-dependent solutions to Problem 1. More-
over if k̃(∆) ≥ k(∆), thenK̃(∆) = −k̃(∆)G is also
a solution to Problem 1. Due to the well-posedness of
the LFT we get thatmax∆∈� k(∆) = k∗ is finite and
K∗ = −k∗G is a solution to Problem 2. Thereforeii)
implies iii) and the converse is trivial. �

The next section is devoted to LMI results for robust
G-HMP analysis, based on these and on Theorem 1
the results therefore give LMI conditions for the exis-
tence of a solutions to Problems 1 and 2. In Section 4,
LMI methods are then given to solve problem 3.

3. ROBUSTG-HMP

Theorem 2.W (s,∆) , ∆ ∈ � is robustlyG-HMP if
and only if there exists a solutionP ∈ C to the LMI
constraints (6) and

P > 0[
PN∗MAN +N∗A∗MNP PN∗MB∆

B∗∆MNP −1

]
+

[
N∗C∗∆
D∗

∆

] [
C∆N D∆

]
< 0

(7)

whereN = (GC)⊥ andM = (N∗N +BB∗)−1.

Proof: First note that

ϕ(s,∆) = det Σ(s,∆)

Σ(s,∆) =
[
s1−A(∆) −B

GC 0

]
.

ϕ(s,∆) 6= 0 is therefore equivalent to assessing that
Σ(s,∆) is non singular. Therefore we can write that
ϕ(s,∆) is Hurwitz for all ∆ ∈ � if and only if
Σ(s,∆) is non singular for all∆ ∈ � and alls ∈ C+.
That is that the only solution to

Σ(s,∆)
(
w
z̄

)
= 0

is the zero vector(w∗ z̄∗) = 0. DefineN = (GC)⊥,
the problem reduces to prove that the only solution to

NzN −Bz̄ −ANwN −B∆w∆ = 0
z∆ − C∆NwN −D∆w∆ = 0
wN = s−1zN

w∆ = ∆z∆

is the zero vector(z∗N z∗∆ z̄∗ w∗N w∗∆) = 0. In turn
this is equivalent to assessing well-posedness of the
following feedback system(

wN

w∆

)
=

[
s−1

1 0 0

0 ∆ 0

]
︸ ︷︷ ︸

∇

 zN

z∆
z̄

 : s−1 ∈ C
+

∆ ∈ �

[
N 0 −B
0 1 0

]
︸ ︷︷ ︸

E

 zN

z∆
z̄

 =
[
AN B∆

C∆N D∆

]
︸ ︷︷ ︸

A

(
w
w∆

)
.



TheE matrix proves to have

E◦ =

 N∗
0

0 1

−B∗ 0

 .

Applying results of Theorem 1 in (Peaucelleet al.,
2005) with

Q =
[
EE◦ −A

]⊥ =


MAN MB∆

C∆N D∆

1 0

0 1


whereN = (GC)⊥ andM = (N∗N +BB∗)−1, im-
plies without conservatism that there exist a Hermitian
matrixΘ such that for alls−1 ∈ C+ and∆ ∈ �

Q∗ΘQ > 0 ,
[
1 E◦∗∇∗ ]

Θ
[

1

∇E◦
]
≤ 0 .

For the given uncertain operator

∇E◦ =
[
s−1N∗

0

0 ∆

]
: s−1 ∈ C

+

∆ ∈ �

the separatorΘ can be chosen without conservatism
such that

Θ =


0 0 −NP̂ 0

0 −τ1 0 0

−P̂N∗
0 0 0

0 0 0 τ1


whereP̂ is positive definite andτ is a positive scalar.
The remaining conditionQ∗ΘQ > 0 is exactly (7)
when takingP = τ−1P̂ . �

At our knowledge the result of Theorem 2 is new, even
for the case of LTI systems without uncertainties. In
that case the LMIs formulae are slightly less involved.
DefineW (s) ∼ (A,B,C) a system without uncer-
tainties, a direct corollary of the previous theorem is
as follows.

Corollary 1. W (s) is G-HMP if and only if there
exists a solutionP ∈ C to the LMI constraints (6)
and

P > 0

PN∗MAN +N∗A∗MNP < 0
(8)

whereN = (GC)⊥ andM = (N∗N + BB∗)−1. In
the real case,P can be taken real-valued.

Combining Theorems 1 and 2 we can conclude that
Problems 1 and 2 have a solution if and only if the LMI
constraints (6) and (7) are satisfied. This existence
condition is unfortunately not constructive. Explicit
design of a feedback control for the Problem 3 is given
in the next section.

4. ROBUSTG-PASSIFICATION

Theorem 3.W (s,∆) is uniformly robustly strictlyG-
passifiable via static output-feedback if and only if

there exists a solutionH ∈ Cn×n, K ∈ Cm×l to the
LMI constraints

H > 0 , HB = C∗G∗[
HA+A∗H + C∗(G∗K +K∗G)C HB∆

B∗∆H −1

]
+

[
C∗∆
D∗

∆

] [
C∆ D∆

]
< 0 .

(9)

The solutionK is such that (4) solves Problem 3.

Proof: DenoteA(∆,K) = A(∆) +BKC the matrix
such that the closed-loop system writes:

ẋ = A(∆,K)x+Bv , y = Cx

For a given∆ andK, the uniform robust strictG-
passivity of this system is equivalent according to
(Fradkov, 2003) to the constraints:

HA(∆,K) +A∗(∆,K)H < 0

H > 0 , HB = C∗G∗
(10)

The first two constraints correspond exactly to quadratic
stability (in the conventional sense in robust control
introduced by (Hollot and Barmish, 1980)) of the sys-
tem ẋ = A(∆,K)x which is equivalent (Peaucelle
et al., 1998) to the existence of a symetric positive
definite matrixH > 0 such that[
HA(K) +A∗(K)H HB∆

B∗∆H −1

]
+

[
C∗∆
D∗

∆

] [
C∆ D∆

]
< 0

whereA(K) = A + BKC. Under these conditions
the matrixH is indeed a solution to the two first
constraints in (10). To conclude the proof, note that the
constraintHB = C∗G∗ impliesHA(K) = HA +
C∗G∗KC. �

Remark.A most interesting problem is to design si-
multaneouslyG andK so as to render the closed-loop
systemG-passive. This problem, as most static-output
feedback design problems, is not convex and deserves
more attention left for a future paper. One approach
would be as in (Crusius and Trofino, 1999) to add a
conservative constraint that assumes the existence of a
non singular square matrixM such thatHB = BM .
If this linear constraint can be fulfilled, one may take
C∗G∗K = BS which makes the problem of finding
G andK purely LMI and the static-feedback is recon-
structed takingK = M−1S.

Corollary 2. W (s) is strictlyG-passifiable via static
output-feedback if and only if there exists a solution
H ∈ Cn×n,K ∈ Cm×l to the LMI constraints

H > 0 , HB = C∗G∗

HA+A∗H + C∗(G∗K +K∗G)C < 0 .
(11)



5. EXAMPLE

Consider the linearized fourth-order model of lat-
eral dynamics for cruise missile including model of
actuator dynamics, presented in (Fradkov and An-
drievsky, 2004). Assume that the uncertainty in the
model is caused by variations in the flight altitudeh.
Let the measured plant outputy(t) be a vector of the
yaw angleϕ(t), yaw angular rater(t) and the rudder
deflection angleδr(t): y(t) = [ψ, r, δr]∗. The control
input of the plant is the rudder servo command signal,
i.e.n = 4,m = 1, l = 3.

Parameters of the state-space model (1) in this case are
as follows:

A=


0 1 0 0
0 0 1 0
0 12 −0.6 5.0
0 0 0 −20

 , B=


0
0
0
20

 , C=

1 2 0 0
0 1 2 0
0 0 0 1

 ,

B∆ =


0
0
1
0

 , C∆ =
[
0 −7.5 0.7 −4.5

]
, D∆ = 0 .

Note that for this data some coefficients of the matrix
A(∆) vary in an order of magnitude.

The problem ofG-passifying the system with a static
feedback is considered for a given value ofG. A more
general problem would be to find simultaneously a
matrixG and a feedbackK, it is left for prospective
work. Therefore we do not explicit here how theG
matrix is selected.

TakeG =
[
8 3 1

]
we then get that

• Inequalities of Theorem 2 have a solution, the
system is therefore robustlyG-HMP. There ex-
ists a static feedback that makes the system ro-
bustly strictlyG-passive.

• Inequalities of Theorem 3 have a solution, the
system is uniformly strictlyG-passifiable by
static feedback.

Several solutions may then be exhibited.

• First, solve the LMI without any additional con-
straint:

K1 = −
[
79.28 50.34 11.92

]
.

• Second, look for a solution with minimal norm.
To do so add the LMI constraint[

α1 K
K ′

1

]
> 0

A Schur complement argument shows that this
impliesKK ′ ≤ α1. Minimising α implies to
minimise the norm of the control gain and there-
fore to get a less demanding control in terms of
amplification. When applied to the example we
get

K2 = −
[
60.75 34.47 10.67

]
.

• Third, one may seek a control gain proportional
to theG matrix as suggested in (Fradkov, 1976;
Fradkov, 2003). To do so simply add the con-
straintK = −γG and eventually minimiseγ.
The solution is then

K3 = −
[
118.53 44.45 14.82

]
.

To further analyse the results, some simulations are
performed for the feedback system obtained with the
gainK2. They demonstrate good performance of the
designed closed-loop system. The time histories of
the yaw angleψ and the rudder angleδr for different
flight altitudesh = 0.1, 5, 9 km are depicted in Fig. 1.
The corresponding Nyquist plots for the closed-loop
system are shown in Fig. 2.

Figure 1. Yaw angle (a) and rudder deflection (b) time
histories: 1)h=0.1 km, 2)h=5 km, 3)h=9 km.

Figure 2. Nyquist plots: 1)h=0.1 km, 2)h=5 km, 3)
h=9 km.

All numerical calculations are performed in the MAT-
LAB environment. YALMIP (Löfberg, 2004) is used
to enter LMIs and semi-definite programming prob-
lems are solved with SeDuMi (Sturm, 1999).



6. CONCLUSIONS

Non-conservative LMI conditions of robust strict G-
passification are presented. For the quadratic passifi-
cation case, a design method is given. All results are
tested on an illustrative numerical example. Prospec-
tive work will be devoted to the design of robust strict
G-passifying feedback control and to the more general
problem of finding simultaneously a gainG and the
feedbackK that makes the closed-loopG-passive.
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