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Abstract: As well known, extended H∞ control accepts unstable weighting func-
tions which are included in a generalized plant, so it has wider availability than
standard H∞ control. On the other hand, the root-clustering problem for H∞
control has been considered by Chilali and Gahinet and the solution is derived.
But it is not so easy to apply the solution to extended H∞ control, because the for-
mulation of the root-clustering controllers is discordant with that of extended H∞
controllers. Therefore, we can not simply combine the root-clustering conditions
with extended H∞ control. In this paper, we propose a LMI based design method
for this control problem by using modified formulation of controllers of the root-
clustering problem derived by Chilali and Gahinet. These types of control problems
appear in design problems of a vibration isolation controller which attenuates
vibrations forced by narrow-band frequency disturbances. A controller for a simple
vibration isolation experimental system is designed by the proposed method and
performance of a designed controller is verified by experimental results.
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1. INTRODUCTION

As well known, extended H∞ control accepts un-
stable weighting functions which are included in
a generalized plant, so it has wider availability
than standard H∞ control (Mita, et al., 1997,
Liu, et al., 1997). A controller design of extended
H∞ control via LMI approach is also proposed
by Hirata, et al. (2000). On the other hand, if
we specify locations of closed-loop poles for im-
provement of transient response, additional con-
straints on closed-loop pole locations should be
considered. The root-clustering problem has been
considered by Chilali and Gahinet (1996) and the
solution is derived. But it is not so easy to apply
the solution to extended H∞ control, because the
formulation of the root-clustering controllers is
discordant with that of extended H∞ controllers.

Therefore, we can not simply combine the root-
clustering conditions with extended H∞ control.
In this paper, we propose a LMI based design
method for this control problem by using modified
formulation of controllers of the root-clustering
solution derived by Chilali and Gahinet.

These types of control problems appear in de-
sign problems of a vibration isolation controller
which attenuates vibrations forced by narrow-
band frequency disturbance (Chida, et al., 2004,
Sievers, 1988). For example, a vibration isolation
controller design problem concerning a rotating
machine in space is described in Otsuki, et al.
(2000) or Chida and Ishihara (2004). In the paper
by Chida and Ishihara (2004), a vibration isola-
tion controller is designed by frequency shaping
method based on H∞ control. In such case, we



specify a weighting function such that it has steep
peak gain at the disturbance frequency in order
to improve vibration isolation performance. Con-
sequently, some poles of the weighting function
are located close to the imaginary axis. In this
situation, if we inflict additional pole placement
constraints, some poles of weighting functions be-
come unstable as a result of the pole constraints.
Therefore, extendedH∞ control method with pole
placement constraints is available for such control
problems. In this paper, a controller for a sim-
ple vibration isolation experimental system is de-
signed by the proposed method and performance
of a designed controller is verified by experimental
results.

2. ANOTHER SOLUTION FOR H∞
CONTROL WITH POLE PLACEMENT

CONSTRAINTS

2.1 Solvability Conditions

First of all, we derive a H∞ controller with pole
placement constraints by a different formulation
from that proposed by Chilali and Gahinet (1996).
The following augmented system is considered.[

z
y

]
= G(s)

[
w
u

]
(1)

G(s) =
[
G11 G12

G21 G22

]
=




A B1 B2

C1 0 D12

C2 D21 0


 (2)

Where G(s) is a generalized plant. It is assumed
two assumptions; A) (A,B2) is stabilizable and B)
(A,C2) is detectable. The H∞ control problem is
defined to find an output feedback control u =
K(s)y which satisfies the internal stability and the
H∞ norm condition on the closed-loop transfer
function from w to z; Gzw ∈ BH∞. A controller
K(s) is described as K(s) = {AK , BK , CK , 0},
then Gzw(s) = {Acl, Bcl, Ccl, 0} is represented as
follows.

Gzw =
[

Acl Bcl

Ccl 0

]
=




A B2CK B1

BKC2 AK BKD21

C1 D12CK 0




(3)

The following two results are well known.
[Lemma 1](Bounded Real Lemma, Iwasaki (1997))
For a generalized system Eq.(2), the following two
conditions are equivalent.
(i) A controller K(s) exists such that the closed-
loop system (G22, K) is internally stable and
‖Gzw‖∞ < 1.
(ii) A matrix Xcl > 0 which satisfies the following
inequality exists.

AclXcl +XclA
T
cl +XclC

T
clCclXcl +BclB

T
cl < 0 (4)

[Lemma 2](Chilali and Gahinet (1996))
A necessary and sufficient condition such that

all poles of a closed-loop system are located in
specified LMI region is that there exists a matrix
XD > 0 which satisfies the following inequality.

[
αklXD + βklAclXD + βlkXDAT

cl

]
1≤k,l≤m

< 0
(5)

Where, αkl and βkl are parameters for specifying
a LMI stability region D.

Constraints on pole locations are represented by
LMI stability region D defined by Chilali and
Gahinet. An example of the LMI region is speci-
fied by the hatched area shown in Fig.2.

The following theorem provides another solution
of standard H∞ control with pole placement con-
straints. The formulation of controllers is different
from that of the result proposed by Chilali and
Gahinet.

[Theorem 1] 1. It is assumed that assumptions
A) and B) are satisfied. A design problem of H∞
control with pole placement constraints defined
by LMI region D is solvable if the following four
conditions 1) – 4) are satisfied and there exist
matrices F , L, X > 0 and Y > 0.

1) AF X + XAT
F + XCT

F CF X + B1B
T
1 < 0,

X > 0 (6)

2) Y AL + AT
LY + CT

1 C1 + Y BLBT
LY < 0,

Y > 0 (7)

3) ρ(Y −1X−1) < 1 (8)

4)
[
αkl

(
X I
I Y

)
+ βklΦ + βlkΦT

]

1≤k,l≤m

< 0

(9)

Where, αkl and βkl are parameters for specifying
a LMI region D and

Φ :=
[

AF X A

−(CT
1 CF X + Y BLBT

1 + AT ) Y AL

]
.

(10)
Also, AF and AL are defined as the following.

AF := A + B2F, CF := C1 + D12F (11)
AL := A + LC2, BL := B1 + LD21 (12)

2. When the solvability conditions are held, one
of the H∞ controllers is obtained by the following
formula.

K(s) = {AK , BK , CK , 0} (13)

Where,

AK = (A + LC2)XZ−1 + B2CK + BLBT
1 Z−1

+ Y −1(AT + CT
1 CF X)Z−1 (14)

BK = −L (15)

CK = FXZ−1 (16)

and Z is a symmetric matrix which defined as the
following equation.

Z := X − Y −1 (17)



2.2 Proof of Theorem 1

In this paper, we consider a common solution of
Eq.(4) and Eq.(5), XD = Xcl

1 . Then, according
to Lemma 1 and Lemma 2, the solvability condi-
tions are described as the following two inequali-
ties which have a common solution Xcl > 0.

Θ := AclXcl + XclA
T
cl

+ XclC
T
clCclXcl + BclB

T
cl < 0 (18)

Γ := [αklXcl + βklAclXcl

+βlkXclA
T
cl

]
1≤k,l≤m

< 0 (19)

Hereafter, we show if Eqs.(6)–(17) are satisfied,
then Eq.(18) and Eq.(19) are satisfied. Xcl is
represented by using matrices X and Z without
loss of generality, and Y is defined as follows.

Xcl :=
[

X Z
Z Z

]
, Y := (X − Z)−1 (20)

We can confirm the equivalence between Xcl > 0
and X > 0, Y > 0, and ρ(Y −1X−1) < 1 by using
the schur complement. We define a matrix T as

T :=
[

I 0
Y −Y

]
. (21)

Since T is a nonsingular matrix, Θ < 0 ⇔ Θ̂ :=
TΘTT < 0 and Γ < 0 ⇔ Γ̂ := TΓTT < 0
are satisfied. By substituting Acl, Bcl and Ccl of
Eq.(3) into Eq.(18), Θ̂ is calculated as follows.

Θ̂ =
[

Θ̂11 Θ̂T
21

Θ̂21 Θ̂22

]
< 0 (22)

Θ̂11 = (A + B2F )X + X(A + B2F )T + B1B
T
1

+X(C1 + D12F )T (C1 + D12F )X (23)

Θ̂22 = Y (A + LC2) + (A + LC2)T Y + CT
1 C1

+ Y (B1 + LD21)(B1 + LD21)T Y (24)

Θ̂21 = Y (A−BKC2)X + Y (B2CK −AK)Z

+AT + CT
1 C1X + Y B1B

T
1

+ CT
1 D12CKZ − Y BKD21B

T
1 (25)

Where, F := CKZX−1 and L := −BK . On the
other hand, Γ̂ is calculated as the following.

Γ̂ =
[
αkl

(
X I
I Y

)
+ βkl

(
AF X A

Ψ Y AT
L

)

+βlk

(
AF X A

Ψ Y AT
L

)T
]

1≤k,l≤m

< 0 (26)

Ψ := Y (A−BKC2)X + Y (B2CK −AK)Z(27)

If we specify the matrices AK , BK , CK as
Eqs.(14)–(16), then Θ̂21 = 0 is satisfied. It is

1 If the problem is considered within the restricted solu-
tions such as XD = Xcl, Theorem 1 becomes necessary
and sufficient conditions.

verified equivalence between Θ̂11 < 0 and Eq.(6),
and also Θ̂22 < 0 and Eq.(7), respectively. Also,
since AK is specified as Eq.(14), Ψ is described as
the following equation.

Ψ = Y (A−BKC2)X + Y (B2CK −AK)Z

=−(CT
1 CF X + Y BLBT

1 + AT ) (28)

So, Eq.(9) satisfies Γ < 0. Therefore, if Eqs.(6)–
(17) are satisfied, Θ̂ < 0 and Γ̂ < 0 are satisfied
by Xcl > 0 of Eq.(20).

3. EXTENDED H∞ CONTROL

We assume that weighting functions are connected
to outputs of G(s), and an augmented system
shown in Fig.1 is considered. Wz(s) indicates a
weighting function. The extended H∞ control
problem is defined that output feedback u =
K(s)y by a controller K(s) stabilizes (G22, K) and
satisfies the H∞ norm condition Gzw ∈ BH∞. In
this paper, additional constraints on closed-loop
pole locations are considered. If we specify a LMI
stability region D such as the hatched area in
Fig.2, outside poles of the stability region become
undetectable modes even if Wz(s) is stable. In
such cases, extended H∞ control can be applied
instead of standard H∞ control. Extended H∞
control doesn’t require stability of Gzw(s) but
(G22,K). One of the solution of extendedH∞ con-
trol by LMI approach is derived by Hirata, et al.
(2000). The following assumptions are introduced
in Hirata, et al. (2000).

A1’) (A,C2) is detectable except for the modes
corresponding to eigenvalues of Apz. Where,
Apz is a matrix which includes all of the un-
stable eigenvalues of Wz(s) := {Az, Bz, Cz, Dz}.

A2’) (A,B2) is stabilizable.

Fig.1 Structure of Augmented System

Fig.2 Pole Placement Region and Eig. of Apz



B’) Let U0 a set of full row rank matrices U0 for
which there exists a matrix L satisfying the
following equations.

U0(A + LC2) = ApzU0, (29)
U0(B1 + LD21) = 0, (30)

and σ[(A + LC2)T |Rn/ImUT
0 ] ⊂ C− (31)

Let L(U0) be a set of matrices L satisfying
Eqs.(29)–(31) for a fixed U0 ∈ U0.

C’) [C2, D21] has full row rank and [BT
2 , DT

12]
T

has full column rank.

The assumption B’) represents that Apz becomes
uncontrollable modes of Gzw, and it is equivalent
to a condition that the modes become invariant
zeros of a system {A,B1, C2, D21}.

4. SOLVABILITY CONDITION OF
EXTENDED H∞ CONTROL WITH POLE

PLACEMENT CONSTRAINTS

[Theorem 2] 1. For a control system shown
in Fig.1, it is assumed that the assumptions A’),
B’) and C’) are satisfied. Then, the extended H∞
control problem with pole placement constraints
is solvable if there exist U0 ∈ U0, F , L, X > 0 and
Y > 0 which satisfy the following conditions 1) –
4).

1) AF X + XAT
F + XCT

F CF X + B1B
T
1 < 0,

X > 0 (32)

2) U1(Y AL + AT
LY + CT

1 C1 + Y BLBT
LY )UT

1 < 0,

U0Y = 0, U1Y UT
1 > 0 (33)

3)
[
αkl

(
X UT

1

U1 U1Y UT
1

)
+ βklΩ + βlkΩT

]

1≤k,l≤m

< 0

(34)

Ω :=
[

AF X

−U1(CT
1 CF X + Y BLBT

1 + AT )

AUT
1

U1Y ALUT
1

]
(35)

Where, αkl and βkl are parameters for specifying
a LMI region D.

4) ρ(Y †X−1) < 1 (36)

Where, U1 is an arbitrary matrix such that it
makes [UT

0 , UT
1 ] be a non-singular matrix and

ImUT
1 = kerU0 is satisfied. The definition of AF

and AL are the same as Eqs.(11) and (12).

2. If the solvability conditions are satisfied, a con-
troller is obtained by equations which is derived
by substituting the following Y † and Z into Y −1

and Z of Eqs.(14)–(16), respectively.

Y † := U†
1{(U†

1 )T Y U †
1}−1(U†

1 )T (37)

Z := X − Y † (38)

Where, U†
1 represents pseudo-inverse of U1.

5. LMI CONDITIONS

LMI conditions are derived based on Theorem 2.
We define UL := U0L, then U0 which satisfies
Eqs.(29)–(31) are determined according to the
following condition.

[
U0 UL

] [
A B1

C2 D21

]
= Apz

[
U0 0

]
(39)

If Im[U0, UL]T is uniquely determined, the condi-
tions of Theorem 2 can be described by LMI con-
ditions. We define the following matrices by using
an arbitrary matrix U1 which makes [UT

0 , UT
1 ] be

a non-singular matrix.

AU := U1AU†
1 , C1U := C1U

†
1 , C2U := C2U

†
1

B1U := U1B1, LU := U1L

YU := (U†
1 )T Y U †

1 > 0, N := YULU





(40)
[Theorem 3] If Im[U0, UL]T is uniquely deter-
mined, the solvability conditions of Theorem 2
are equivalent to existence conditions of X > 0,
YU > 0, M , and N which satisfy the following
LMIs.

[
AX + XAT + B2M + MT BT

2 + B1B
T
1

C1X + D12M

XCT
1 + MT DT

12

−I

]
< 0 (41)

[
YUAU + AT

UYU + NC2U + CT
2UNT + CT

1UC1U

BT
1UYU + DT

21N
T

YUB1U + ND21

−I

]
< 0 (42)

[
αkl

(
X U†

1

(U†
1 )T YU

)
+ βklΞ + βlkΞT

]

1≤k,l≤m

< 0

(43)[
X U†

1

(U†
1 )T YU

]
> 0 (44)

Where,

Ξ :=




AX + B2M(
CT

1UC1X + YUB1UBT
1 + CT

1UD12M

+ ND21B
T
1 + (AU†

1 )T

)

AU†
1

YUAU + NC2U

]
(45)

(Proof) The conditions are derived by defining
M := FX and Eq.(40), and by some calculations
of Eqs.(32)–(35).

If the LMI conditions are solvable, an extended
H∞ controller whose poles are located in specified
LMI region is obtained by the following procedure.



Step 1 Obtain U0 which satisfies Eq.(39), and
calculate U1 by ImUT

1 = kerU0. UL is derived such
that it satisfies Eq.(39).
Step 2 Obtain X > 0, YU > 0, M , and N by
solving Eqs.(41)–(44).
Step 3 F , L and Y which satisfy Eqs.(32)–(36)
are obtained by using X, YU , M and N as follows.

Y = UT
1 YUU1 (46)

F = MX−1, L =
[
U0

U1

]−1 [
UL

Y −1
U N

]
(47)

Step 4 A controller is derived by 2. of Theorem
2 by using X, F , L and Y obtained in Step 3, and
Z by Eq.(38).

6. APPLICATION TO VIBRATION
ISOLATION CONTROLLER DESIGN

6.1 Controlled System

Controlled system is a simple experimental sys-
tem shown in Fig.3. This system is a rotational
type vibration system composed of 2-inertias and
springs. Control torque, f , and vibration distur-
bance, d, are applied to the system by two DC
motors. Rotational angles of inertias are detected
by rotary encoders which are mounted into the
axis of the system. The system is stabilized by
feedback control f = K(s)(θ̇1 − θ̇2). Hereafter,
it is assumed that frequency of the disturbances
in the rough is known (Otsuki, et al., 2000), and
we assumed that d is a sinusoidal disturbance of
3[Hz]. The Bode plot of the plant is shown in
Fig.4. Control objectives are the followings.
Controller Design Objectives
1. Apply appropriate damping effect to two vi-
bration modes of 0.65[Hz] and 9.13[Hz].
2. Isolate the influence of narrow-band frequency
disturbance, d, of 3[Hz] to the angle θ2.
3. Locate closed-loop poles to an appropriate LMI
stability region.

6.2 Design Procedure

An augmented system for a H∞ control design
is specified in Fig.5. In Fig.5, u = f , y1 = θ2,
and y2 = θ̇1 − θ̇2. Since the transfer function

Fig.3 Experimental System

from d to z1 corresponds to vibration isolation
performance, the performance is directly shaped
by specifying weighting function Wn(s). Specified
weighting functions are described as follows and
the gain plots are shown in Fig.6. It is noticed
that Wn(s) has poles close to the imaginary axis.

Wr(s) =
3.0 · 103(s + 10)2

(s + 1000)(s + 1005)
· 1/3s + 10
1/0.06s + 1000

Wn(s) =
0.281(s + 0.1)2

(s + 100)(s + 101)

3∏

i=1

s2 + 2ξiωis + ω2
i

s2 + 2ςiωis + ω2
i

ξ1 = 7.0, ς1 = 0.004, ω1 = 3.00 · 2π
ξ2 = 100.0, ς2 = 0.5, ω2 = 0.50 · 2π
ξ3 = 50.0, ς3 = 1.75, ω3 = 9.0 · 2π

ε = 10−5





(48)
U0, UL is obtained as follows. We transform the

matrix A of the augmented system to the diagonal
canonical form by using a transformation matrix
T . Then, a matrix U0 of Eq.(39) is represented as
follows.

U0(T−1AT ) + UL(C2T ) = ApzU0 (49)
U0(T−1B1) + ULD21 = 0 (50)

We obtain UL = −U0T
−1B1D

†
21 by Eq.(50). Sub-

stituting it into Eq.(49) and by some calculations,
we notice that U0 = (0, I) satisfies Eqs.(49)–(50).
UL is obtained by substituting U0 into Eq.(50).

Specified LMI region for pole locations is shown in
Fig.7. Where, we specify as φ = π/2.25. αkl and
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βkl of Eq.(43) are specified as αkl = 0 (k, l = 1, 2),
β11 = sin φ, β12 = cos φ, β21 = − cos φ, and
β22 = sin φ.

6.3 Performance of Designed Controller

LMI conditions of Theorem 3 are feasible and a
controller is derived. Transfer functions of closed-
loop systems are indicated in Fig.8. These plots
are obtained by numerical simulations based on
a plant model. An experimental result of time
response when a sinusoidal vibration disturbance
is applied to the system is shown in Fig.9. In Fig.9,
the solid line indicates the proposed LMI con-
troller and the dashed line denotes the controller
by Chida and Ishihara (2004), it was the cham-
pion result except the proposed LMI method. The
LMI controller provides superior vibration isola-
tion performance as expected. Damping effect for
the second order vibration mode of the plant is
improved compared with the dashed line. Maps
of closed-loop pole locations are shown in Fig.10
and Fig.11. According to Fig.10, it is noticed that
the controller by Chida and Ishihara (2004) in-
cludes insufficient poles whose damping ratios are
close to zero (indicated by the arrows). On the
other hand, the proposed LMI controller provides
sufficient damping ratios.

7. CONCLUSIONS

In this paper, we derive solvability conditions for
extended H∞ control with pole placement con-
straints and a formulation of a controller. The pro-
posed method is applied to a vibration isolation
controller design for an experimental system. The
performance of the proposed controller is verified
by control experiments.

REFERENCES

Chida, Y. and Y. Ishihara (2004). Vibration Iso-
lation Controller Design by Frequency Shaping
with Pole Placement Constraints, 2004 IEEE
CCA, pp.412-417.

Chida, Y., Y. Ishihara and T. Okina (2004).
Vibration Isolation Controller Design by Fre-
quency Shaping, the 10th IFAC/IFORS/IFIP
Symposium on LSS, pp. 186-191.

Otsuki, F., H. Uematsu, Y. Nakamura, Y. Chida,
O. Nishimura, K. Ohtomi & M. Tanaka (2000).
Vibration Isolation Control of Centrifuge Rotor,
Proc. of the 5th MOVIC, pp. 415-420.

Sievers, L.A. and A.H. von Flotow (1988). Linear
Control Design for Active Vibration Isolation of
Narrow Band Disturbances, Proc. of the 27th
CDC, pp. 1032-1037.

Liu, K.Z. and M. Hirata & T. Sato (1997). All
Solutions to theH∞ Control Synthesis Problem
with Unstable Weights, Proc. of the 36th IEEE
CDC San Diego, pp. 4641-4646.

Mita, T., X. Xin, K. Tomiyama and B.D.O. An-
derson (1997). Extended H∞ control -unified
solutions to H∞ servo and estimation problems
(in Japanese), Trans. of SICE, 33. pp. 656-664.

Hirata, M., K.Z.Liu, T.Saito and K.Nonami
(2000). A solvability condition of an extended
H∞ control problem using Riccati inequalities,
Int. J. Control, Vol.73, No.4, pp. 265-275.

Chilali, M. and P.Gahinet (1996). H∞ Design
with Pole Placement Constraints: an LMI Ap-
proach, IEEE Trans. Aut. Contr., Vol.41, No.3,
pp. 358-367.

Iwasaki, T. (1997). LMI and Control(in
Japanese), Sho-ko-do.

10
-1

10
0

10
1

-100

-90

-80

-70

-60

-50

-40

-30

-20

Frequency [Hz]
G
a
i
n
 
[
d
B
]

LMI H-inf

Pole Placement H-inf

w/o damping

Wn(s) -1

Fig.8 Gain from d to θ2

0 1 2 3 4 5 6 7
-0.01

-0.005

0

0.005

0.01

0.015

0.02

0.025

Time[s]

A
n
g
l
e
[
r
a
d
]

LMI H-infinity

Pole Placement H-infinity

Fig.9 Time Response

-100 -80 -60 -40 -20 0

-250

-200

-150

-100

-50

0

50

100

150

200

250

0.075

0.0350.0750.1150.170.240.34

0.48

0.75

0.035 2500.1150.170.240.34

0.48

0.75

50

100

150

200

250

50

100

150

200

Real Axis

I
m
a
g
i
n
a
r
y
 
A
x
i
s

Fig.10 Pole Map (Chida and Ishihara, 2004)
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