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Abstract: In this paper, we investigate the non-synchronized H∞ estimation
problem for a class of discrete-time piecewise linear systems. In many applications,
the system is partitioned based on its state variables. Due to the estimation error,
the transitions of actual state and its estimate may not be synchronized. In this
paper, a Luenberger type estimator is presented to guarantee the non-synchronized
H∞ performance. Our approach employs S-procedure and partition-dependent
slack variables to reduce design conservatism. Copyright c©2005 IFAC
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1. INTRODUCTION

Piecewise linear (PWL) systems have a wide range
of applications in engineering. A large class of
nonlinear components, such as relay and satura-
tion, are piecewise linear (Johansson, 2003). Some
special classes of hybrid systems and switched
systems can be considered as PWL systems
(Branicky, 1998). In fact, PWL systems have
attracted a lot of attention recently; see e.g.
(Rodrigues, 2002; Johansson, 2003; Rantzer and
Johansson, 2000; Feng, 2002; Feng, 2003). Many
results on stability analysis of PWL systems have
appeared in recent years, especially those meth-
ods with piecewise quadratic Lyapunov functions
based on linear matrix inequality (LMI) (Boyd
et al., 1994). Piecewise quadratic Lyapunov func-
tions for PWL systems has been investigated in
(Johansson, 2003; Rantzer and Johansson, 2000)
, aiming to reduce conservativeness in analysis
and design of continuous-time PWL systems. The
discrete-time counterpart has been analyzed in
(Feng, 2002).

1 Author for correspondence.

Although the observer or estimator design prob-
lem for linear systems has a long history, there
have been few existing works for PWL systems.
In (Alessandri and Colleta, 2001a), a Luenberger
observer for both discrete-time and continuous-
time systems has been proposed, and a design
based on a projection method to minimize the
estimation error has been given in (Alessandri and
Colleta, 2001b). In (Doucet et al., 2000), state
estimation for a finite-state Markov chain has
been studied. However, in these works, the modes
of the systems are known a priori. In (Juloski
et al., 2002; Juloski et al., 2003), Juloski et al.

have introduced a design procedure for the Luen-
berger type of observer, which does not require
information on currently active dynamics of a bi-
modal PWL system. Also partition information is
included there to alleviate the design conservatism
similar to the works of (Johansson, 2003; Rantzer
and Johansson, 2000).

There have also appeared several results on dy-
namic output feedback synthesis for PWL sys-
tems (Feng, 2003; Rodrigues et al., 2000). Feng in
(Feng, 2003) assumes that the partitions are de-



fined in terms of the output of the system so that
the plant and state estimator always switch to the
same partition at the same time. However, many
PWL systems are more likely partitioned based
on the state space. Furthermore, there inevitably
exists measurement noise in the output. In such
situations, there is no guarantee that the system
state and the estimated state always stay in the
same partition at the same time. In other words,
it is likely that the system state might operate in
a different region as the estimated state from time
to time. This type of state estimation is referred
to as non-synchronized state estimation.

In this paper, we investigate the non-synchronized
H∞ estimation for discrete-time PWL systems.
For the sake of simplicity of presentation, we
only consider PWL systems without affine terms.
However, the proposed approach can be extended
to general piecewise affine systems with affine
terms by a suitable transformation (Feng, 2002).

The rest of the paper is organized as follows. In
Section 2 , we describe the PWL systems and
the problem to be considered. Also, we present
the structure of estimator under investigation. In
Section 3, we give a non-synchronizedH∞ analysis
result and apply it to the estimator design by
an LMI approach. In Section 4, we introduce a
relaxed analysis result by which the estimator
design is cast into a BMI problem.

For convenience, we introduce the following nota-
tions: A > 0 (A < 0) means that A is positive
definite (negative definite). A º 0 implies that
A is copositive. We also assume that all matrices
mentioned in this paper are properly dimensioned.

2. DISCRETE-TIME PWL SYSTEMS

Consider the general discrete-time PWL system:

xt+1 = Aixt +Biwt

yt = Cixt +Diwt

zt = Eixt

xt ∈ Si, i ∈ I (1)

where x ∈ Rn is the system state vector, y ∈
Rm is the measurement, w ∈ Rr is the noise
input and z ∈ Rp is the signal to be estimated.
{Si = {xt|Fixt ≥ 0}}i∈I ⊆ R

n denotes partitions
of the state space into a set of convex polyhedral
subspaces. We assume that when the state of the
system transits from region Si to Sj at time t,
the dynamics of the system is governed by the
dynamics of the local model of Si at that time.
We also define a set Ω that represents all possible
transitions of the state of the system, that is,
Ω = {i, j|xt ∈ Si, xt+1 ∈ Sj , i, j ∈ I}.

2.1 Stability Analysis

Several stability analysis results on discrete-time
PWL systems have been reported in recent years.
Trecate and Cuzzola et. al. in (Cuzzola and
Morari, 2001; Cuzzola and Morari, 2002) showed
that

AT
i PjAi − Pi < 0, ∀i, j ∈ Ω (2)

where Pi > 0, is a sufficient condition for the
exponential stability of the unforced system of
(1). This result is based on piecewise quadratic
Lyapunov functions and is less conservative than
methods based on a common quadratic Lyapunov
function, where Pi = P,∀i ∈ I. To further relax
the conservatism, Feng (Feng, 2002) and Trecate
et.al. (Ferrari-Trecate et al., 2002) has given the
following result:

Lemma 1. (Feng, 2002; Ferrari-Trecate et al.,
2002) The unforced system of (1) is exponen-
tially stable, if there exists some (Pi = PT

i ,Vi º
0, Uij º 0) such that

Pi − FT
i ViFi > 0, ∀i ∈ I (3)

AT
i PjAi − Pi + FT

i UijFi < 0, ∀i, j ∈ Ω (4)

2.2 Estimator Structure

We consider the following Luenberger-type of es-
timator

x̂t+1 = Aj x̂t + Lj(yt − Cj x̂t)
ẑt = Ej x̂t

x̂t ∈ Sj , j ∈ I (5)

where Lj is the estimator gain to be designed.

In view of the system dynamics xt ∈ Si and the
estimator dynamics x̂t ∈ Sj , the state estimation
error dynamic can be obtained by combining the
system (1) and the state estimator (5):

(Σd) :
ξt+1 = Ãijξt + B̃ijwt

εt = zt − ẑt = Ẽijξt

(6)

where et
∆
= xt − x̂t, ξt

∆
= [xT

t eT
t ]

T , and

Ãij =

[

Ai 0

Ai −Aj − LjCi + LjCj Aj − LjCj

]

;

B̃ij =

[

Bi

Bi − LjDi

]

; Ẽij = [Ei − Ej Ej ]

(7)

Note that the transition of the estimator state
x̂t is based on its estimated value. If xt and x̂t

are close enough such that et can be ignored,
i.e., xt and x̂t are synchronized in transition
from one region to another, then the method
in (Feng, 2003; Rodrigues et al., 2000) may be
applied here. However, in practice, xt and x̂t may
not always be close to each other, especially in the
initial period. Thus they are non-synchronized.



Remark 2. For the case xt ∈ Si and x̂t ∈ Sj , we
have

F̃ijξt
∆
=

[

Fi 0
Fj −Fj

]

ξt ≥ 0 (8)

We define the new region S̃ij = {ξt|F̃ijξt ≥ 0}.

It is easy to check that S̃ij is still a convex
polyhedron.

As mentioned before, the two consecutive system
states xt and xt+1 may belong to different regions.
Thus we define a set Ω̆ that represents all transi-
tions from one region to another which happen
in the system state and estimated state, that is

Ω̆
∆
= {i, j|xt ∈ Si, x̂t ∈ Sj , i 6= j, i, j ∈ I}.

As a consequence, there are four cases about the
dynamics transitions of the combined system (6)
from ξt to ξt+1, where xt ∈ Si, xt+1 ∈ Sk, x̂t ∈ Sj

and x̂t+1 ∈ Sl:

Ψ
∆
=











i, j, k, l|











Case 1 : i = j, k = l ∈ I

Case 2 : i = j ∈ I, k, l ∈ Ω̆

Case 3 : i, j ∈ Ω̆, k = l ∈ I

Case 4 : i, j ∈ Ω̆, k, l ∈ Ω̆











(9)

Note that if xt and x̂t always synchronize in
transition from one region to another, there only

exists Case 1. We also define the set Ω̌
∆
= {i, j|xt ∈

Si, x̂t ∈ Sj , i, j ∈ I}.

Next, consider an index pair i, j, k, l ∈ Ψ. We
define a piecewise quadratic Lyapunov function
candidate as follows:

V (ξt) =
∑

i,j∈Ω̌

ρijVij(ξt), where Vij(ξ) = ξTt Pijξt, ξt ∈ S̃ij

ρij =

{

1, ξt ∈ S̃ij

0, otherwise
(10)

The problem under consideration is stated as
follows:

H∞ estimation problem: Consider the PWL
system (6). Our objective is to design a H∞
estimator of form (5) for a given scalar γ > 0
such that for ∀N ≥ 0

‖ εt ‖
2
`2[0,N ]< γ2 ‖ wt ‖

2
`2[0,N ] +v(x0, x̂0), (11)

where v(x0, x̂0) is a non-negative function.

3. LINEAR MATRIX INEQUALITY
APPROACH

In this section, we consider the H∞ estimation
problem for the system (1). We shall develop
an H∞ estimator design method via an LMI
approach. As usual, we set the Lyapunov matrices
Pij > 0 for i, j ∈ I, though it is not a necessary

assumption as noted in Lemma 1. The following
theorem gives an analytical result.

Theorem 3. Consider the system defined by (6).
A given estimator satisfies the H∞ performance
γ, if there exits a solution (Pij > 0, Uijkl º 0) to
the following inequalities for ∀(i, j, k, l) ∈ Ψ:

[

$ijkl ÃT
ijPklB̃ij

B̃T
ijPklÃij B̃T

ijPklB̃ij − γ2I

]

< 0 (12)

where $ijkl = ÃT
ijPklÃij − Pij + F̃T

ijUijklF̃ij +

ẼT
ijẼij .

To enable an estimator design, we can apply the
Schur complement to (12) to obtain





−Pkl PklÃij PklB̃ij

∗ ϑijkl 0
∗ ∗ −γ2I



 < 0 (13)

where ϑijkl = −Pij + F̃T
ijUijklF̃ij + ẼT

ijẼij and ’*’
denotes an entry that can be deduced from the
symmetry of the matrix.

Remark 4. Based on the inequality (13), a di-
rect design can be obtained by letting Pij =
[

P
(1)
ij 0

0 P (3)

]

, i, j, k, l ∈ Ψ. However, this ap-

proach will be very conservative in general.

In the following, we shall focus on how to alleviate
the conservatism. Some technical lemmas will be
presented first.

Lemma 5. The inequality (12) of Theorem 3, can
be implied by
[

Pkl − 2Pij PijÃij PijB̃ij

∗ ϑijkl 0

∗ ∗ −γ2I

]

< 0, ∀i, j, k, l ∈ Ψ (14)

Remark 6. Note that (Pij−σPkl)P−1
kl

(Pij−σPkl) ≥ 0,
where σ is a real scalar, thus we have PijP

−1
kl Pij ≥

2σPij − σ2Pkl. So the (1,1)-block of inequality
(14), in fact, can be replaced by σ2Pkl − 2σPij .
The additional σ may bring some flexibilities.

Further, to remove the structural constraint on
Pij , we resort to the following lemma.

Lemma 7. There exists a solution (Pij > 0, Uijkl º
0) to inequality (14) of Lemma 5, if and only if
there exists a solution (Pij > 0, Uijkl º 0, Gij) to
the following inequality for ∀i, j, k, l ∈ Ψ:




Pkl − 2Pij G
T
ijÃij G

T
ijB̃ij G

T
ij − Pij

∗ ϑijkl 0 −εÃ
T
ijGij

∗ ∗ −γ
2
I −εB̃

T
ijGij

∗ ∗ ∗ −ε(Gij +G
T
ij)



 < 0 (15)

where ε is a positive scalar.



Remark 8. The key idea of the above two lemmas
is to eliminate the coupling between the Lyapunov
matrices Pkl and the system matrices.

Now we can let Pij =

[

P
(1)
ij

P
(2)
ij

P
(2)T

ij
P

(3)
ij

]

,i, j ∈ Ω. In order

to obtain a design method based on LMIs, we let

Gij =

[

G
(1)
ij

G
(2)
ij

0 G
(3)
j

]

for i, j ∈ Ω in (15).We note that

Gij is invertible, so is G
(3)
j . Based on the above

lemma, we obtain th following theorem.

Theorem 9. Consider the system defined by (1).
Given a scalar γ > 0, there exists an estimator (5)
that solves the H∞ estimation problem if for some
ε > 0, there exists a solution (Pij > 0, Gij , Uijkl º
0,Wj) to the following LMIs for ∀i, j, k, l ∈ Ψ:














P
(1)

kl
− 2P

(1)
ij

P
(2)

kl
− 2P

(2)
ij

G
(1)T

ij
Ai 0

P
(3)

kl
− 2P

(3)
ij

χ
(1)
ij

G
(3)T

j
Aj −WjCj

∗ −P
(1)
ij

+ Ũ
(1)

ijkl
−P

(2)
ij

+ Ũ
(2)

ijkl

∗ ∗ −P
(3)
ij

+ Ũ
(3)

ijkl
+ E

T
E

∗ ∗ ∗

∗ ∗ ∗

∗ ∗ ∗

G
(1)T

ij
Bi G

(1)T

ij
− P

(1)
ij

−P
(2)
ij

χ
(3)T

ij
G

(2)T

ij
− P

(2)T

ij
G

(3)T

j
− P

(3)
ij

0 −εA
T
i G

(1)
ij

−εχ
(2)
ij

0 0 −ε(A
T
j G

(3)
j

− C
T
j W

T
j )

−γ
2
I −εB

T
i G

(1)
ij

−εχ
(3)
ij

−ε(G
(1)T

ij
+G

(1)
ij

) −εG
(2)
ij

∗ −ε(G
(3)T

j
+G

(3)
j

)





















< 0(16)

where χ
(1)
ij

= G
(2)T

ij
Ai + G

(3)T

j
(Ai − Aj) − Wj(Ci − Cj),

χ
(2)
ij

= AT
i
G

(2)
ij

+ (Ai − Aj)
TG

(3)
j

− (Ci − Cj)
TWT

j
and χ

(3)
ij

=

BT
i
G

(2)
ij

+ BT
i
G

(3)
j

−DT
i
WT

j
.

In this situation, the estimator gains can be given
by:

Lj = G
(3)−T

j Wj , j ∈ I

The above result applies partition-dependent Lya-
punov functions and will be less conservative than
the method stated in Remark 4. However, there is
still structural constraint on Gij .

In the following, we will show how to remove the
structural constraint completely by an iterative
LMI approach.

In fact, we can easily see the following conditions
are equivalent to the inequality (12) of the theo-
rem 3.




−Qkl Ãij B̃ij

∗ ϑijkl 0
∗ ∗ −γ2I



 < 0, ∀i, j, k, l ∈ Ψ (17)

PklQkl = I, k, l ∈ Ω̆ (18)

Note that (18) can be weakened to the following
well-known semi-definite programming relaxation:

[

−Pkl I
I −Qkl

]

≤ 0, k, l ∈ Ω̆ (19)

Observe that the condition PklQkl = I is equiv-
alent to trace(PklQkl) = 2n, thus we can solve
the equality constraint by solving the following
optimization problem

min
∑

k,l∈Ω̆

trace(PklQkl), subject to (19) (20)

The above problem is not convex since the cost
function in (20) is bilinear. This bilinear prob-
lem has been investigated by many researchers
for static output feedback control of continuous-
time systems. In fact, some efficient computa-
tional algorithms, such as the cone complementar-
ity linearization methods(Ghaoui et al., 2001) and
sequential linear programming matrix method
(SLPMM)(Leibfritz, 2001), have been known. In
this paper, we borrow the main idea of SLPMM
because SLPMM always generates a strictly de-
creasing sequence of the objective function value
which is bounded below by some integer, and thus
it is convergent.

Now we extend the SLPMM to solve the state
estimation problem and have the following steps:

Algorithm 1. SLPMM For Estimator Desgin

Step 1 Obtain an initial set (P 0
kl, Q

0
kl) by solving

(19) and (17) for ∀(i, j, k, l) ∈ Ψ.
Step 2 Given P t

kl and Qt
kl, where t is a counter,

solve the following optimization problem for
some Pkl > 0, Qkl > 0:

min
∑

k,l∈Ω̆

trace(PklQ
t
kl + P t

klQkl),

subject to (19) and (17) for ∀(i, j, k, l) ∈ Ψ

(21)

Step 3 If
∑

k,l∈Ω̆

trace(PklQ
t
kl+P

t
klQkl−2P

t
klQ

t
kl) ≤

ε, where ε is a pre-defined sufficiently small
positive scalar, substitute Pkl into (12). If (12)
is feasible, we obtain a proper estimator gain.
Stop. Otherwise let ε = ε/κ, where κ > 1 is
a given scalar. If ε < ε0, where ε0 is a given
sufficiently small positive valve value, stop. We
fail to find an estimator gain.

Step 4 Compute α ∈ [0 1] by solving

min
∑

k,l∈Ω̆

trace((1− α)Pkl + αP t
kl)((1− α)Qkl + αQt

kl))

Set P t+1
kl = (1 − α)Pkl + αP t

kl, Q
t+1
kl = (1 −

α)Qkl + αQt
kl. t = t+ 1. Go to Step 2.

4. BILINEAR MATRIX INEQUALITY
APPROACH

In existing controller, observer and estimator de-
sign methods for discrete-time PWL systems, the



assumption that Pij > 0, for i, j ∈ Ω prevails.
But based on the stability theory in Lemma 1
for discrete-time PWL systems, it is not a neces-
sary condition. A sufficient condition for a proper
piecewise quadratic Lyapunov function V (ξ) only
requires that its components Vk(ξ) be positive in
each partition. In this section we shall do away
with the assumption that Pij > 0.

Theorem 10. Consider the system defined by (1).
For a given scalar γ > 0, the given observer gains
Lj , j ∈ I solve the H∞ estimation problem if
there exists a set of solution (Pij = PT

ij , Vij º
0, Uijkl º 0), to (12) and

Pij − F̃T
ijVijF̃ij > 0 (22)

for ∀i, j, k, l ∈ Ψ.

Since Pij is not required to be positive definite,
we cannot apply the Schur complement to (12).
Observe that the terms ÃT

ijPklÃij , Ã
T
ijPklB̃ij and

B̃T
ijPklB̃ij in (12) are not even bilinear as Ãij and

B̃ij involve the estimator gains to be determined.
To overcome this obstacle, we introduce the fol-
lowing technical lemma.

Lemma 11. Inequality (12) of Theorem 10, is
equivalent to the following inequality for some
(Pij = PT

ij ,Υijkl,Ψij , Uijkl º 0) for ∀i, j, k, l ∈ Ψ:

[

%ijkl + Â
T
ijΥijkl + Υ

T
ijklÂij −Υ

T
ijkl + Â

T
ijΨkl

∗ Pkl − Ψkl − Ψ
T
kl

]

< 0 (23)

where %ijkl =

[

−Pij + F̃
T
ijUijklF̃ij + Ẽ

T
ijẼij 0

∗ −γ
2
I

]

, Âij =

[

Ãij B̃ij

]

.

Thus the following result follows.

Theorem 12. Consider the system defined by (1).
Given a scalar γ > 0, there exists an estimator
(5) that solves the H∞ estimation problem if for
∀i, j, k, l ∈ Ψ, there exists a solution (Lj , Pij =
PT

ij ,Υijkl,Ψij , Vij º 0, Uijkl º 0) to the LMIs (22)
and BMIs (23).

Remark 13. There are several existing (intera-
tive) algorithms to BMI problems, such as the
branch and bound algorithm (Beran et al., 1997),
V-K iterative algorithm (Goh et al., 1994), path-
following algorithm (Hassibi et al., 1999), and
method-of-centers-like algorithm (Kanev et al.,
2004) for local region, branch and bound al-
gorithm (Beran et al., 1997) and trust region
strategy (J. Thevenet, 2004) for global optimiza-
tion. We can also apply the commercial software:
PENBMI to solve this problem (Stingl, 2004). We
omit the detail steps here.
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Fig. 1. Trajectories of Estimated State Error

5. EXAMPLES

Example 1. Consider the system (1) with the fol-
lowing parameters

A1 =

[

0.9 −0.1
0.1 0.9

]

, A2 =

[

0.9 0.1
−0.1 0.9

]

, B1 =

[

1
1

]

, B2 =

[

1
1

]

C =
[

1 0
]

, D =
[

1
]

, F1 = −F2 =

[

0
1

]T

, E =

[

1 0
0 1

]

Theorem 9 generates an optimal γ = 17.45 with
ε = 3.875 while Remark 4 gives the optimal γ
of 22.96. Note that Theorem 9 performs a one-
dimensional search over the scaling parameter ε.
It can be easily done by applying a numerical opti-
mization algorithm, such as fminsearch in Matlab.
Using SLPMM algorithm, we can get γ = 16.13.
However, using the path-following algorithm for
Theorem 12, we can further improve the result to
γ = 15.88. A pair of possible estimator gains are

L1 =

[

0.1093
0.0105

]

, L2 =

[

0.2267
0.0141

]

.

Example 2. Consider the system (1) with the fol-
lowing parameters

A1 =

[

0 0.89 0.5
−0.12 0.89 0
−0.1 0 0.9

]

, A2 =

[

0 0.89 0.5
0.12 0.89 0
−0.1 0 0.9

]

, C
T

=

[

1
0
0

]

B1 = B2 =

[

1
1
1

]

, D =
[

1
]

, F1 = −F2 =

[

1
0
0

]T

, E =

[

1 0 0
0 0 0
0 0 1

]

Theorem 9 generates the optimal γ of 0.17694,
which is better than the result γ = 0.18750
from Remark 4. Using SLPMM algorithm, we
can get γ = 0.17112. However, Theorem 12 gives
γ = 0.16945. The corresponding estimator gains

are L1 =

[

1.01846
0.99763
1.00151

]

, L2 =

[

0.98911
1.00550
1.00323

]

. One sample

of estimation error et when the input noise is a
white noise with unit power and initial conditions
x0 = [10 10 − 10]T , x̂0 = x0, is shown in Figure
1.



6. CONCLUSION

In this paper, we have considered the non-
synchronized H∞ state estimation problem for a
class of discrete-time piecewise linear systems. A
Luenberger-type of estimator has been proposed
to achieve the H∞ performance. The less conser-
vative designs are achieved by applying the S-

procedure and partition-dependent slack variables
in optimization. Our results are given in terms
of LMIs, which can be easily solved using convex
optimization, or BMI, which can be solved by
iterative algorithms.
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