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Abstract: This paper addresses robust D-stability analysis problems of uncertain
polynomial matrices. The underlying idea we follow is that a given polynomial
matrix is D-stable if and only if there exist polynomial-type multipliers that
render the resulting polynomial matrices to be strictly positive over a specific
region on the complex plane. By applying the generalized S-procedure technique,
we show that those positivity analysis problems can be reduced into feasibility
tests of linear matrix inequalities (LMIs). Thus we can obtain varieties of LMI
conditions for (robust) D-stability analysis of polynomial matrices according to
the degree/structure of the multipliers to be employed. In particular, we show that
existing LMI conditions for robust D-stability analysis can be viewed as particular
cases of the proposed conditions, where the degree of the multipliers chosen to be
the same as those of the polynomial matrices to be examined. It turns out that,
by increasing the degree of the multipliers, we can readily obtain less conservative
LMI conditions than the one found in the literature. Copyright c©2005 IFAC
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1. INTRODUCTION

Robust stability/performance analysis problems
of linear time-invariant systems have been a cen-
tral topic in control theory. Since the linear ma-
trix inequalities (LMIs) have proved to be ef-
fective for dealing with such analysis problems,
intensive research effort has been made in this
direction. Among them, in the late 1990’s, novel
LMI conditions have been proposed for robust D-
stability analysis of matrix polytopes in (Oliveira
et al., 1999; Peaucelle et al., 2000), where a matrix
is said to be D-stable if all of its eigenvalues lie
in D ⊂ C. In these new LMI conditions, auxil-
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iary matrix variables are introduced so that the
system matrices have no multiplication relation
with the Lyapunov matrices. This allows us to
employ parameter-dependent Lyapunov functions
to assess the robust D-stability, which is very
promising to alleviate the conservatism arising
in the conventional quadratic-stability-based LMI
conditions (Boyd et al., 1994).

In spite of these successful achievements, in our
opinion, the LMI conditions in (Oliveira et al.,
1999; Peaucelle et al., 2000) are not thoroughly
examined and leave a good deal for further investi-
gation. In particular, since the auxiliary variables
in (Oliveira et al., 1999; Peaucelle et al., 2000)
are introduced via algebraic manipulations related
to the Elimination Lemma (Boyd et al., 1994),
the interpretation on the roll of those auxil-



iary variables is not necessarily clear. Clarify-
ing such interpretations would be very impor-
tant to grasp essential logical structures that lead
us to such new LMI conditions and to derive
yet less conservative LMI conditions. This paper
pursues this direction under the general setting
of robust D-stability analysis of uncertain poly-
nomial matrices (Henrion et al., 2003a; Henrion
et al., 2003b; Oliveira et al., 2002), and indeed
provides less conservative LMI conditions based
on an intriguing interpretation on the role of the
auxiliary variables. We note here that in (Dettori
and Scherer, 2000), the role of those auxiliary vari-
ables has also been examined from the viewpoints
of parameter-dependent multipliers.

The underlying idea we follow in this paper is that
a given polynomial matrix is D-stable iff there
exist polynomial-type multipliers that render the
resulting polynomial matrices to be strictly posi-
tive over Dc ⊂ C, where Dc stands for the comple-
ment of D in C. By means of the recently devel-
oped generalized S-procedure technique (Iwasaki
et al., 2000; Iwasaki and Hara, 2005; Ebihara et
al., 2004), we show that those positivity analy-
sis problems can be reduced into feasibility tests
of linear matrix inequalities (LMIs). Thus we
can obtain wide varieties of LMI conditions for
(robust) D-stability analysis of polynomial ma-
trices according to the degree/structure of the
multipliers to be employed. It follows that those
LMI conditions in (Henrion et al., 2001; Henrion
et al., 2003a; Oliveira et al., 1999; Peaucelle et
al., 2000) can be regarded as particular cases of
the proposed conditions where the degree of the
multipliers are fixed to the same as those of the
polynomial matrices to be examined. By increas-
ing the degree of the multipliers, we readily obtain
less conservative LMI conditions. Interpretations
of those new LMI conditions from the viewpoint
of Lyapunov’s theory are also provided.

We use the following notations in this paper.
For a complex matrix A, its complex conjugate
transpose is denoted by A∗. For A ∈ Cn×n, He{A}
is a shorthand notation for A + A∗. The symbols
Hn and Pn denote the sets of n × n Hermitian
matrices and positive-definite Hermitian matrices,
respectively. For matrices Ψ and P , we denote by
Ψ ⊗ P their Kronecker product. Given a positive
integer N , let ZN denote the set of positive
integers up to N , i.e., ZN := {1, · · · , N}.

2. PROBLEM DESCRIPTION AND
PRELIMINARY RESULTS

Given Ak ∈ Cn×m (k = 0, · · · , N) with n ≥ m, let
us consider the n×m complex polynomial matrix

A(s) =
N∑

k=0

skAk (1)

We assume that the normal rank of A(s) is m.
The (finite) zeros of A(s) are defined as complex
numbers z ∈ C such that rank(A(z)) < m.
Furthermore, for a given region D ⊂ C, we say
that A(s) is D-stable if the zeros of A(s) belong
to D (Henrion et al., 2001). Our goal is to derive
necessary and sufficient conditions for the D-
stability of A(s) in terms of LMIs.

Note that A(s) is D-stable iff A(s) is of full-
column rank for all s ∈ Dc. In the subsequent
discussions, we restrict our attention to the re-
gions defined below.

Definition 1. Given Ψ =
[

ψ11 ψ12

ψ∗
12 ψ22

]
∈ H2 with

det(Ψ) < 0, we define DΨ by

DΨ :={λ∈C : σ(λ,Ψ)<0} , σ(λ,Ψ):=
[
λ
1

]∗
Ψ
[
λ
1

]

A useful tool for the D-stability analysis of poly-
nomial matrices is the generalized S-procedure
(Iwasaki et al., 2000; Iwasaki and Hara, 2005; Ebi-
hara et al., 2004). Basically, the generalized S-
procedure concerns inequality conditions on a
Hermitian matrix Θ and a subset of Hermitian
matrices S given by

ζ∗Θζ > 0 ∀ζ ∈ Ω,
Ω := {ζ ∈ Cm : ζ �= 0, ζ∗Sζ ≥ 0 ∀S ∈ S} (2)

It can be seen that a sufficient condition for (2) is

∃S ∈ S such that Θ > S (3)

The procedure to replace the condition (2) by
(3) is called the generalized S-procedure. Gen-
erally, this replacement introduces conservatism
since the condition (3) is only sufficient for (2) and
may not be necessary. By exploring explicit con-
ditions that render the generalized S-procedure
to be nonconservative, in (Ebihara et al., 2004),
the authors introduced the notion of one-vector-
lossless sets. The definition is now reviewed.

Definition 2. (Ebihara et al., 2004) A subset S ⊂
Hm is said to be one-vector-lossless if it has the
following properties:
(a) S is convex.
(b) S ∈ S ⇒ τS ∈ S ∀τ > 0.
(c) For each nonzero matrix H ∈ Cm×m with
rank r that satisfies

H = H∗ ≥ 0, tr(SH) ≥ 0 ∀S ∈ S,

there exist vectors ζi ∈ Cm (i = 1, · · · , r) such

that H =
r∑

i=1

ζiζ
∗
i and the condition ζ∗j Sζj ≥

0 (∀S ∈ S) holds for at least one index j.

It should be noted that the above definition has
been introduced by relaxing the requirements for
the lossless sets given in (Iwasaki et al., 2000).
See (Ebihara et al., 2004) for mutual connections
of these two sets and related discussions.



In (Ebihara et al., 2004), the generalized S-
procedure was proved to be nonconservative if
Θ ≥ 0 and the set S is one-vector-lossless. The
next theorem can be regarded as a slight extension
of this preceding result.
Theorem 3. For given Â ∈ Cn×m and a one-
vector-lossless set S ⊂ Hm, the following state-
ments are equivalent.
(i) There exists F̂ ∈ Cn×m such that
ζ∗He{Â∗F̂}ζ > 0 ∀ζ ∈ Ω,
Ω := {ζ ∈ Cm : ζ �= 0, ζ∗Sζ ≥ 0 ∀S ∈ S} (4)

(ii) There exists Ĝ ∈ Cn×m and S ∈ S such that
He{Â∗Ĝ} > S (5)

Moreover, for every Ĝ that satisfies (5) for some
S ∈ S, F̂ = Ĝ satisfies (4).
Proof 1. See the appendix section for the proof.

In Theorem 3, we should be careful on the re-
lations among F̂ and Ĝ satisfying (4) and (5),
respectively. In particular, we emphasize that for
F̂ that satisfies (4), Ĝ = F̂ does not satisfy (5) in
general. If the matrix F̂ satisfies He{Â∗F̂} ≥ 0
in addition to (4), however, then we see from
(Ebihara et al., 2004) that Ĝ = F̂ indeed satisfies
(5). Besides these delicate points, the results in
Theorem 3 should be examined more carefully in
comparison with (Iwasaki et al., 2000; Iwasaki and
Hara, 2005) and (Ebihara et al., 2004). However,
this is out of the scope of the paper and we do not
pursue this direction in the sequel.

In the next section, we address robust D-stability
analysis problems of uncertain polynomial matri-
ces by means of Theorem 3. The next lemma also
plays an important role for this purpose.
Lemma 4. (Ebihara et al., 2004) Let Ψ ∈ H2 with
det(Ψ) < 0 and Γ ∈ C2m×l be given. Define a
subset of Hermitian matrices by

S := {Γ∗(Ψ ⊗ P )Γ : P ∈ Pm} (6)

Then the set S is one-vector-lossless.
Note that the matrix Ψ will be used to character-
ize the region D in the subsequent discussions.

3. D-STABILITY ANALYSIS OF
POLYNOMIAL MATRICES

3.1 D-stability Analysis of Polynomial Matrices
via Polynomial-Type Multipliers

The goal of this paper is to analyze the D-stability
of the polynomial matrix A(s) given in (1) by
using polynomial-type multipliers. To explicate
our basic ideas concisely, however, we restrict our
attention to the simplest case where A(s) is given
by a matrix pencil of the form A1(s) = sI−A. It is
straightforward to extend the following results to
handle general polynomial matrix cases. Note that
the D-stability of a matrix A ∈ Cn×n is equivalent
to the D-stability of the matrix pencil A1(s).

It is obvious that A1(s) is D-stable iff there exists
a polynomial-type multiplier F(s) that satisfies

He{A1(s)∗F(s)} > 0 ∀s ∈ Dc (7)

Standard choice of the multiplier would be F(s) =
F1s+F0 where F1, F0 ∈ Cn×n are matrix variables
to be determined. Indeed, it is enough to seek for
a multiplier of this form since A1(s) is D-stable
iff (7) holds with F(s) = A1(s), whose degree is
one. Note however that we can seek for multipliers
of higher-degree. For example, if we employ a
multiplier F(s) of the form

F(s) =
[

sI
I

]∗ [
F21 F11 F01

F20 F10 F00

] s2I
sI
I


 , (8)

we see from (7) that A1(s) is D-stable iff
s2I

sI
I



∗

He




 I 0
−A∗ I

0 −A∗


[F21 F11 F01

F20 F10 F00

]


s2I

sI
I


>0

∀s ∈ Dc(9)

The usefulness of those higher-degree multipliers
will be clarified later on when studying robust D-
stability analysis problems.

Our primary concern is to give explicit formulas
for the existence of such polynomial-type multi-
pliers. As we have seen, this amounts to verifying
the positivity of polynomial matrices of the form
as in (9) over Dc. In the next theorem, we show
how those positivity analysis problems can be
reduced into feasibility tests of LMIs by means
of Theorem 3 and Lemma 4.

Theorem 5. Let complex matrices Â ∈ CNn×(M+1)m

of the form

Â =




Â11 · · · Â1,M+1
...

. . .
...

ÂN,1 · · · ÂN,M+1


 , Âij ∈ Cn×m (n ≥ m)

and Ψ ∈ H2 with det(Ψ) < 0 be given. Suppose
one of the following conditions holds:

1. Â1 :=[ Â∗
11 · · · Â∗

N,1 ]∗ is of full-column rank.
2. ψ11 < 0.

Then the following conditions are equivalent.
(i) There exists F̂ ∈ CNn×(M+1)m such that


sMIm

...
Im



∗

He{Â∗F̂}




sMIm

...
Im


 > 0 ∀s ∈ Dc

Ψ (10)

(ii) There exists F̂ ∈ CNn×(M+1)m such that
ζ∗He{Â∗F̂}ζ > 0 ∀ζ ∈ Ω′, (11)
Ω′ := {ζ = [ ζ∗M · · · ζ∗0 ]∗ ∈ C(M+1)m : ζ0 �= 0,
∃s ∈ Dc

Ψ such that ζk+1 = sζk (k = 0, · · · ,M − 1)}
(iii) There exists F̂ ∈ CNn×(M+1)m such that

ζ∗He{Â∗F̂}ζ > 0 ∀ζ ∈ Ω, (12)
Ω :=

{
ζ ∈ C(M+1)m : ζ �= 0, ζ∗Sζ ≥ 0 ∀S ∈ SW

}
,



SW := {W ∗(Ψ ⊗ P )W : P ∈ PMm} ,

W :=
[
W1

W2

]
, W1 :=

[
IMm

0m,Mm

]∗
, W2 :=

[
0m,Mm

IMm

]∗
(iv) There exists Ĝ ∈ CNn×(M+1)m and P ∈

PMm such that
He{Â∗Ĝ} − W ∗(Ψ ⊗ P )W > 0 (13)

Moreover, for every Ĝ that satisfies (13) for some
P ∈ PMm, F̂ = Ĝ satisfies (10), (11) and (12). If
the matrices Â and Ψ are all real, the equivalence
still holds when we restrict F̂ in (i), (ii), (iii) and
Ĝ and P in (iv) to be real.

Proof 2. The equivalence of (i) and (ii) is appar-
ent and thus we prove only the equivalence of (ii),
(iii) and (iv).
Equivalence of (ii) and (iii) We first prove that
(iii) ⇒ (ii) holds, which can be established by
showing Ω′ ⊂ Ω. To this end, suppose ζ =
[ ζ∗M · · · ζ∗0 ]∗ ∈ Ω′ and define ζu, ζl ∈ CMm by

ζu := [ ζ∗M · · · ζ∗1 ]∗, ζl := [ ζ∗M−1 · · · ζ∗0 ]∗ (14)

Then we see from the definition of Ω′ that the
following inequality holds for all P ∈ PMm.

ζ∗W ∗(Ψ ⊗ P )Wζ = σ(s,Ψ)ζ∗l Pζl ≥ 0

This shows that ζ ∈ Ω and hence Ω′ ⊂ Ω holds.

On the other hand, to prove (ii) ⇒ (iii), suppose
ζ = [ ζ∗M · · · ζ∗0 ]∗ ∈ Ω and define ζu and ζl by
(14). Then, from the definition of Ω, we have

tr ((ψ11ζuζ∗u + ψ∗
12ζuζ∗l

+ψ12ζlζ
∗
u + ψ22ζlζ

∗
l )P ) ≥ 0 ∀P ∈ PMm

The above condition implies

ψ11ζuζ∗u + ψ∗
12ζuζ∗l + ψ12ζlζ

∗
u + ψ22ζlζ

∗
l ≥ 0 (15)

If ζl �= 0, we see from (Rantzer, 1996) that (15)
holds iff ζu = sζl for some s ∈ Dc

Ψ and this implies
ζ ∈ Ω′. With this fact and Ω′ ⊂ Ω, we have

Ω = Ω′ ∪ Υ,

Υ := {ζ = [ ζ∗M · · · ζ∗0 ]∗ ∈ C(M+1)m : ζ ∈ Ω,
ζM �= 0, ζi = 0 (i = 0, · · · ,M − 1)}

Under the assumption ψ11 < 0, however, the set
Υ is empty and hence Ω = Ω′, which implies (ii)
⇒ (iii). On the other hand, if ψ11 ≥ 0, i.e., if
Dc

Ψ is unbounded, note that the upper left m ×
m block of He{Â∗F̂} in (11) should be positive
semidefinite. In addition, Â∗

1Â1 > 0 holds from
the assumption. Hence, for every F̂ that satisfies
the condition in (ii), we see that the following
inequality holds for α > 0.

ζ∗He{Â∗(F̂ + αÂ)}ζ > 0 ∀ζ ∈ Ω′ ∪ Υ (16)

This clearly shows that (ii) ⇒ (iii).
Equivalence of (iii) and (iv) The equivalence fol-
lows immediately from Theorem 3 and Lemma 4.
Indeed, since the set SW is one-vector-lossless by
Lemma 4, we can conclude that (iii) is equivalent
to (iv) by Theorem 3.

The real case results can be shown by following
similar lines to (Iwasaki et al., 2000). This com-
pletes the proof. �

From the discussions around (7) and Theorem 5,
we can obtain the following results.

Corollary 6. For given matrices A ∈ Cn×n and
Ψ ∈ H2 with det(Ψ) �= 0, the following statements
are equivalent.
(i) The matrix A is DΨ-stable.
(ii) There exists a multiplier F1(s) of the form

F1(s) = F1s + F0 that satisfies
He{(sI − A)∗F1(s)} > 0 ∀s ∈ Dc

Ψ (17)
(iii) There exists G0, G1 and P ∈ Pn that satisfy

He
{[

I
−A∗

] [
G1 G0

]}− Ψ ⊗ P > 0 (18)

Moreover, for every {G0, G1} that satisfies (18)
for some P ∈ Pn, F1(s) = G1s+G0 satisfies (17).

The LMI condition (18) coincides with those ob-
tained in (Peaucelle et al., 2000). In these previous
studies, the condition (18) was derived by apply-
ing the Elimination Lemma (Boyd et al., 1994) to
the standard Lyapunov inequalities and through
such algebraic manipulations, the variables G0

and G1 are introduced as auxiliary variables. In
stark contrast, Corollary 6 provides an intriguing
interpretation on the role of those variables and
shows a new insight to the condition (18). Namely,
the LMI condition (18) implies the existence of
the first-degree multiplier F1(s) = G1s + G0 that
ensures DΨ-stability of the matrix A via (17).

Remark 7. It should be noted that, since Corol-
lary 6 is based on Theorem 5, we cannot conclude
that for every F1(s) = G1s + G0 that satisfies
(17), the coefficients G0 and G1 also satisfy (18).
Namely, there might be a gap between the exis-
tence condition of the multipliers (17) and numer-
ically tractable LMI condition (18). This delicate
problem essentially stems from the fact that, for
F̂ that satisfies (4) in Theorem 3, Ĝ = F̂ does
not satisfy (5) in general. Around these points,
we need to study in deeper detail in the future.

In addition to the intriguing interpretation of
the auxiliary variables, it is obvious from the
above discussions that we can readily obtain new
LMI conditions for the DΨ-stability of A1(s) by
employing different types of multipliers. Although
varieties of LMI conditions follow according to the
degree/structure of the multipliers, we give here
only one example, which corresponds to (8).

Corollary 8. Let matrices A ∈ Cn×n and Ψ ∈ H2

with det(Ψ) �= 0 be given. Then, A is DΨ-stable iff
there exists Gij ∈ Cn×n (i = 0, 1, 2, j = 0, 1) and
Π ∈ P2n that satisfy the LMI condition (19) given
at the top of the next page. Moreover, for every
{Gij (i = 0, 1, 2, j = 0, 1)} that satisfies (19) for
some Π ∈ P2n, Fij = Gij (i = 0, 1, 2, j = 0, 1)
satisfy (9).



He




 I 0
−A∗ I

0 −A∗


[G21 G11 G01

G20 G10 G00

]
−


 I 0 0

0 I 0
0 I 0
0 0 I




T

(Ψ ⊗ Π)


 I 0 0

0 I 0
0 I 0
0 0 I


 > 0 (19)

He




 I 0
−Ã∗

i I

0 −Ã∗
i


[G21 G11 G01

G20 G10 G00

]
−


 I 0 0

0 I 0
0 I 0
0 0 I




T

(Ψ ⊗ Πi)


 I 0 0

0 I 0
0 I 0
0 0 I


 > 0 ∀i ∈ ZN (22)

Ã1 =

[−4.4850 −0.7750 −8.1000
−0.3400 −3.0000 0.5000

4.3250 8.1000 5.0200

]
, Ã2 =

[
0.4850 2.7750 6.1000
5.3400 −3.0000 0.5000

−6.3250 −6.1000 −12.0200

]
(25)

3.2 Robust D-stability Analysis of Polynomial
Matrices via Polynomial-Type Multipliers

Let us consider the robust D-stability analysis
problems of a matrix polytope A defined by

A = {Aδ : δ ∈ δ}, Aδ =
N∑

i=1

δiÃi,

δ = [ δ1, · · · , δN ]T ∈ δ,

δ :=

{
δ : δi ≥ 0 ∀i ∈ ZN ,

N∑
i=1

δi = 1

} (20)

Here, Ãi ∈ Cn×n (i ∈ ZN ) are given matrices.

To deal with such robust D-stability analysis
problems in a less conservative fashion, Peaucelle
et al. showed that the LMI condition (18) is very
useful. Indeed, the following sufficient condition
for the robust D-stability of matrix polytope A
readily follows from (18).
Proposition 9. (Peaucelle et al., 2000) The matrix
polytope A in (20) is robustly DΨ-stable if there
exist G0, G1 ∈ Cn×n and Pi ∈ Pn that satisfy

He
{[

I

−Ã∗
i

] [
G1 G0

]}−Ψ⊗Pi > 0 ∀i ∈ ZN (21)

From the viewpoints of the polynomial-type mul-
tipliers, the implication of the above LMI condi-
tion is now obvious. Namely, if (21) holds, then
there exists a first degree multiplier sG1+G0 that
ensures the robust DΨ-stability of A via

He{(sI − Aδ)∗(sG1 + G0)}>0 ∀s ∈ Dc
Ψ ∀δ ∈ δ

On the other hand, if we consider the higher-
degree multiplier (8), we can obtain the following
proposition that provides a new LMI condition
for the robust D-stability analysis of matrix poly-
topes.
Proposition 10. The matrix polytope A in (20) is
robustly DΨ-stable if there exist Gij ∈ Cn×n (i =
0, 1, 2, j = 0, 1) and Πi ∈ P2n (i ∈ ZN ) that
satisfy the LMIs (22) given at the upper part of
this page.
It is worth mentioning that, if (21) is feasible, then
(22) is always feasible. This is because whenever
G0, G1 ∈ Cn×n and Pi ∈ Pn satisfy (21), the
conditions in (22) are satisfied by[

G21 G11 G01

G20 G10 G00

]
=
[

G1 G0 0
0 G1 G0

]
, Πi =

[
Pi 0
0 Pi

]

Namely, the new LMI condition (22) encompasses
the existing condition (21) as a special case.

3.3 Interpretations of the New LMI Conditions
from the Viewpoint of Lyapunov’s Theorem

Although we have derived the LMI conditions (21)
and (22) by using polynomial-type multipliers, it
is meaningful to examine those LMI conditions
from the viewpoint of Lyapunov’s theorem. As
shown in (Peaucelle et al., 2000), if the LMI
condition (21) holds, then the following Lyapunov
inequality holds for all δ ∈ δ.[

Aδ

I

]∗
(Ψ ⊗ Pδ)

[
Aδ

I

]
< 0 (23)

Here, Pδ =
∑N

i=1 δiPi. On the other hand, if (22)
holds, then it is not hard to see that the Lyapunov
inequality (23) holds with

Pδ =
[

Aδ

I

]∗( N∑
i=1

δiΠi

)[
Aδ

I

]
(24)

Namely, the new LMI condition (22) can also
be interpreted in the way that it ensures the
robust stability of A in (20) via the Lyapunov
inequality (23), where the Lyapunov matrix Pδ

depends cubically on the parameter δ as in (24).

4. NUMERICAL EXAMPLES

Given two vertex matrices (25) shown at the
upper part of this page, let us define a matrix
polytope A by (20). The problem here is to
assess the robust Hurwitz stability of A. This
problem is borrowed from Example 2 of (Chesi et
al., 2003), where it was shown that A is indeed
robustly Hurwitz stable whereas the conditions
(21) derived in (Peaucelle et al., 2000) and the
one in (Leite and Peres, 2003) fail to conclude
the robust stability. On the other hand, with
the help of MATLAB LMI Control Toolbox, we
can confirm that the new LMI condition (22) is
indeed feasible. Thus, in this particular example,
the condition (22) yields less conservative analysis
results than (Leite and Peres, 2003; Peaucelle
et al., 2000). Note however that the condition
(22) could be more conservative than (Leite and
Peres, 2003) in other cases since there is no
explicit inclusion relationship among these two
conditions.



5. CONCLUSION
In this paper, we addressed robust D-stability
analysis problems of uncertain polynomial matri-
ces. By means of the polynomial-type multipliers
and the generalized S-procedure technique, we
showed a constructive way to derive LMI con-
ditions for robust D-stability analysis. It turned
out that we can readily obtain less conservative
LMI conditions by employing appropriate higher-
degree multipliers, at the expense of the compu-
tational complexity of the resulting LMIs.

APPENDIX
Proof of Theorem 3. (ii) ⇒ (i) Suppose (ii)
holds. Then, there exists Ĝ0 ∈ Cn×m and S0 ∈ S
such that

ζ∗(He{Â∗Ĝ0} − S0)ζ > 0 ∀ζ �= 0

The above inequality implies

ζ∗He{Â∗Ĝ0}ζ > 0 ∀ζ ∈ Ω0,
Ω0 := {ζ ∈ Cm : ζ �= 0, ζ∗S0ζ ≥ 0}
Since Ω ⊂ Ω0, we can conclude that the condition
(ii) implies (i). The last statement of Theorem 3
also follows from these observations.
(i) ⇒ (ii) Suppose (ii) does not hold, i.e., there is
no Ĝ ∈ Cn×m and S ∈ S such that He{Â∗Ĝ} > S.
To examine this inequality condition carefully, let
us first define the following set.

L :=
{

He{Â∗Ĝ} − S : Ĝ ∈ Cn×m, S ∈ S
}

Since the set S is convex, the set L is also convex.
Hence, if there is no Ĝ ∈ Cn×m and S ∈ S such
that He{Â∗Ĝ} − S > 0, i.e., if L ∩ Pm is empty,
we see from the separating hyper-plane theorem
(Iwasaki et al., 2000) that there exists a nonzero
matrix H that satisfies
H = H∗ ≥ 0,
tr((He{Â∗Ĝ}−S)H)≤0 ∀Ĝ∈Cn×m ∀S∈S (25)

From the property (b) of the one-vector-lossless
set S in Definition 2, we see that the following
conditions are necessary for the second condition
in (25) to hold.

tr((He{Â∗Ĝ})H) ≤ 0 ∀Ĝ ∈ Cn×m,
tr(SH) ≥ 0 ∀S ∈ S
The second condition above implies the existence
of the vectors ζi (i = 1, · · · , r) in property (c),
where r = rank(H). On the other hand, the first
condition implies Âζi = 0 (i = 1, · · · , r). These
facts in particular implies that, for any Ĝ ∈ Cn×m,
the conditions ζ∗j He{Â∗Ĝ}ζj = 0 and ζj ∈ Ω
hold for at least one index term j. This clearly
contradicts the condition (i). �
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