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Abstract: In the present work the cooling of a high power electronic device is studied.
The device is in contact with a heat dissipator crossed by air. The air motion through
the dissipator is forced by a fan whose supplied power is to be minimized. A finite
element dynamic model of the dissipator is firstly created, taking geometrical and
physical properties into account as well as steady state experimental data. A simplified
model is then obtained, which reproduces the time pattern of the maximum dissipator
temperature as a response of the thermal flux removed from the electronic device and
of the mass flow rate of the air. Afterwards, the simplified model is utilized to build a
control system which allows the electronic device to be correctly cooled at minimum
air ventilation power during transition to steady states. Genetic algorithms are used
to find the parameters of the finite element model and of the control system. Some
functioning conditions of the electronic device are lastly considered and discussed.
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1. INTRODUCTION

Many electronic components generate high ther-
mal fluxes which must be dissipated through small
surfaces. Due to the evolution of the electronic
technology, increasing the commutation frequency
and reducing the dimensions of the devices, gen-
erated heat fluxes become higher and higher,
while component surfaces get smaller and smaller.
Therefore, appropriate dissipators are required,
in order to remove the heat from the compo-
nents, keeping their temperature under safety lim-
its (Bar-Cohen and Kraus, 1990; Cesini, et al.,
1992).

Many studies have been carried out on the maxi-
mization of the dissipator effectiveness, consisting
in the capability of removing a heat flux from a

surface and dissipating it in a fluid, for a given
temperature drop between surface and fluid. The
increase in the effectiveness is often accompanied
by an increment in the resistance to the fluid mo-
tion through the dissipator (Fabbri, 1998; Fabbri,
2000). Therefore, the most efficient heat dissipa-
tors require considerable pumping or ventilation
power to force the fluid motion.

Since most of electronic devices are usually swit-
ched on and off alternatively for time periods of
different duration, it is possible to reduce the ven-
tilation power during transition to steady state
after the beginning of a working phase. Due to
their thermal capacity and inertia, in fact, heat
dissipators do not change their temperature in-
stantaneously when the device is switched on, and
give just a little amount of the heat flux they



Fig. 1. The aluminium heat dissipator.

receive to the coolant fluid during the initial phase.
Therefore, a small rate of fluid is sufficient to re-
move the initial heat amount from the dissipator.

In this work the thermal behavior of a commercial
heat dissipating system for electronic devices is
investigated, in order to design a controller which
allows the ventilation power to be minimized dur-
ing switching phases, requiring no direct measure
of the cooled device temperature. Such a controller
avoids some problems which usually occur in as-
sembling cooler systems when a direct measure of
the cooled surface temperature is required. In fact,
it is difficult to put a temperature sensor, such as a
thermocouple, on the dissipator surface part which
is in contact with the electronic component. In-
serting the thermocouple simply between the dissi-
pator and the cooled component, would reduce the
direct contact between the two bodies and would
increase the resistance to the heat transfer. The
thermocouple could be located in a cavity or in a
hole near to the dissipator surface in contact with
the electronic component, but such a manufactur-
ing would be expensive and would even reduce
the heat conductance of the dissipator. Moreover,
to avoid time expensive wiring in assembling the
cooling system, it is useful to insert every parts
of the controller in the fan case, avoiding external
sensors.

In next sections a finite element dynamic model
of the dissipator is firstly created. The values of it
parameters are determined by considering steady
state experimental data and taking geometrical
and physical properties into account. A simplified
model for the control system is then obtained.
Such a simplified model gives information of the
time pattern of the maximum temperature of the
dissipator surface where the electronic device is lo-
cated. On the basis of this information, the control
system chooses the appropriate value for the rate
of the fluid in order to safely cool the electronic
component at minimum ventilation power during
transition phases. Different functioning conditions
of the electronic device are considered to deter-
mine the controller parameters. They are lastly
discussed together with the obtained results.

Fig. 2. a) Temperature of the longitudinal mid
line of the upper surface of the dissipator:
experimental data (stars) and model predic-
tion (continuous line). b) Temperature distri-
bution on the upper surface predicted by the
model.

2. THE COOLING SYSTEM

The cooling system we investigated is produced
by LDS System, Bentivolgio, Bologna, Italy. It
is composed of an aluminium dissipator and an
electric fan. The dissipator consists of a series of
corrugated plates, produced through cold extru-
sion and joined together using an original pressure-
base technique which require no soldering (Figure
1). The fan force the air to flow into the chan-
nels which are created between the plates. A heat
generating component is placed on one of the two
dissipator surfaces which are orthogonal to the
plates and parallel to the air flow.

We considered a dissipator composed of 22 plates
(21 channels), 150 mm long, 128 mm high, and
121 mm wide. Moreover, we studied the case of
a component generating a 500 W heat flux, in
contact with the dissipator through a 70×105 mm
rectangular surface, located in the center of the
upper dissipator surface and having the long side
orthogonal to the air flow. Lastly, we set the fan
to the maximum mass flow rate, and the inlet air
temperature to 20 oC.

Experimental data concerning these conditions are
reported in (Fabbri, et al., 2004). In steady state,
the air mass flow rate is equal to 0.024 Kg/s
and the electric power absorbed by the fan is
equal to 13 W. Moreover, on the longitudinal mid
line of the upper surface of the dissipator the
temperature assumes the distribution shown in
Figure 2.a

To simulate the time depending behavior of such
a cooling system, a finite element model has been
created. The corrugated plates have been simu-
lated with flat plates of the same mean thickness
s. The dissipator has been divided in an upper and
a lower part. Moreover, on the upper and the lower
dissipator surfaces, a grid of 22×31 nodes has



Fig. 3. Node location (o) in the heat dissipator: cross section (a) and lateral section (b).

been drawn (Figures 3.a and 3.b). Every element
of the grid has been divided in 4 subelements.
Each channel has been divided in 30 portions, by
locating 31 nodes in the longitudinal directions.

The model has been created by supposing that the
dissipator only exchanges heat with the generating
component and with the air flowing inside the
channels. Natural convection from the external
dissipators surfaces has been neglected.

The heat flux which enter in the dissipator upper
part delimited by the 4 subelements surrounding
the i-th node can be written as follows:

Q̇ai =
k8(i)∑

k=k1(i)

gaik(tak − tai) + gci(tbi − tai )+

+
m2(i)∑

m=m1(i)

ghim(tfm − tai) + Q̇i (1)

where tai , tbi , and tfm are the temperature of
the dissipator upper part, the lower part, and
the fluid, respectively, gaik are the thermal con-
ductance between node i and the eight nodes
surrounding it on the upper surface, gci is the
conductance between node i and the nearest node
on the opposite dissipator surface, ghim is the
conductance between node i and the nearest nodes
in the fluid in the two adjacent channels (Figure
3.a), and Q̇i is the amount of heat flux transferred
from the component to the considered dissipator
portion. For nodes on the external surface sides
or in the corners, index k is limited to consider
only 6 or 3 adjacent nodes, respectively, and only
one adjacent channel is to be taken into account.
Q̇i is proportional to the surface of the dissipator
portion which is in contact with the component.

Conductances gaik and gci depend on the apparent
thermal conductivity k of the composite dissipa-
tor, while ghm depend on the convection coefficient
h between the channel wall and the fluid (Shah
and London, 1974; Shah and Bhatti, 1987). The
apparent thermal conductivity of the dissipator re-
sults from the heat conductivity of the plates and
the contact heat conductance between one plate
and another. The convection coefficient increases

with the mass flow rate of the fan. Due to the
difficulties in calculating k and h analytically or
from literature correlations, these parameters have
been considered as unknown.

Letting the energy increment per unit of time
of the dissipator upper part delimited by the 4
subelements surrounding the i-th node be equal
to the heat flux which enters in such a portion,
and simplifying eq. (1), the following equation can
be written:

Ctai

dtai

dτ
=

j9(i)∑
j=j1(i)

gijtaj + gcitbi+

+
m2(i)∑

m=m1(i)

ghim tfm + Q̇i (2)

τ being the time and Ctai the thermal capacity of
the considered dissipator portion. Parameters gij

have been derived from gaij and ghim .

A similar equation can be written for the dis-
sipator portion delimited by the 4 subelements
surrounding the i-th node in the lower part:

Ctbi

dtbi

dτ
=

j9(i)∑
j=j1(i)

gijtbj + gcitai +
m2(i)∑

m=m1(i)

ghim tfm

(3)
Since the upper and the lower part are symmetri-
cal, the thermal conductance gij and ghim are the
same on the upper and the lower surface.

Lastly, the heat flux which enter in the channel
portion between the i-th and (i+1)-th nodes in
the fluid can be written as follows:

Q̇fi,i+1 =
m2(i)∑

m=m1(i)

[ghmi

2
(tam − tfi) +

ghmi

2
(tbm−

−tfi )] +
n2(i+1)∑

n=n1(i+1)

[ghn(i+1)

2
(tan − tfi+1)+

+
ghn(i+1)

2
(tbn − tfi+1)

]
+

Ṁ

Nc
cf(tfi − tfi+1 ) (4)

where Ṁ is the total mass flow rate of the fan, Nc

is the number of channels, and cf is the specific



heat of the fluid. The last term in Equation (4)
represents the energy rate entering in the channel
portion with the fluid.

Simplifying eq. (4) and letting the energy incre-
ment per unit of time of the channel portion
between the i-th and (i+1)-th nodes in the fluid
be equal to the heat flux which enters in such a
portion, whose mean temperature is assumed to be
the mean of tfi and tfi+1 , the following equation
can be written:

Ctfi,i+1

d

dτ

tfi − tfi+1

2
=

m2(i)∑
m=m1(i)

[ghmi

2
(tam + tbm−

−2tfi)] +
n2(i+1)∑

n=n1(i+1)

[ghn(i+1)

2
(tan + tbn−

−2tfi+1)] +
Ṁ

Nc
cf (tfi − tfi+1 ) (5)

Ctfi,i+1 being the thermal capacity of the consid-
ered channel portion.

By writing Equation (2), (3), and (5) for every
portion of the upper and lower dissipator part and
of the channels, the following system is obtained:

Cta ∗ Ṫa = Aa ∗Ta +Ba ∗Tb +Ca ∗Tf +DaQ̇ (6)

Ctb ∗ Ṫa = Ab ∗ Ta + Bb ∗ Tb + Cb ∗ Tf (7)

Ctf ∗ Im ∗ Ṫf = Af ∗ Ta + Bf ∗ Tb+

+Cf ∗ Tf + ṀDf Id ∗ Tf (8)

where vectors Ta, Tb, and Tf contain the tem-
perature of the 682 nodes of the dissipator upper
part, 682 nodes of the lower part, and 651 nodes
in the fluid, respectively, Cta, Ctb, and Ctf are
respectively 682×682, 682×682, and 630×630 di-
agonal matrices containing thermal capacities, and
Im and Id are 630×651 matrices which give the
mean of the difference between the temperature
of every two adjacent nodes in the fluid. Lastly,
vector Da multiplied by the heat flux generated by
the electronic component gives the amount of this
flux entered in each node of the dissipator upper
part. Under the considered conditions, most of the
elements of Da are zero.

In steady state the time derivative of the node
temperature are zero, while Ṁ and Q̇ are constant.
From system of Equations (6), (7), and (8) a linear
system is derived, whose known terms are con-
tained in Tf , in the 21 positions at the beginning
of each channel. After having extracted the ele-
ments in these positions from Tf and let them be
equal to the fan air temperature, the steady state
temperature distribution of the cooling system is
easily obtained.

In Figure 2.b the steady state temperature distri-
bution obtained on the upper dissipator surface
under the considered conditions is shown. The
apparent thermal conductivity and the convective

heat transfer coefficient in the channels have been
found by minimizing the mean square differences
between the model predictions and experimen-
tal data (Figure 2.a), using a genetic algorithm
(Queipo, et al., 1994; Fabbri, 1998; Fabbri, 1999).

In transient phases, system of Equations (6), (7),
and (8) gives the time evolution of the cooling
system state. Assuming Ṁ , Q̇ and the fan air
temperature as the input variables, it is evident
that the system is not linear, since some coeffi-
cients of the state vector Tf depend on the air
mass flow rate. Assuming the values of the ap-
parent thermal conductivity and the convective
heat transfer coefficient in the channels found in
steady state simulation, the differential system of
Equations (6), (7), and (8) has then been numeri-
cally integrated to obtain the cooling system state
evolution as a response of Ṁ and Q̇ at constant
fan air temperature.

3. VENTILATION POWER

The power absorbed by the fan depends on the
air flow rate. Assuming laminar flow inside the
channels, the total hydraulic resistance of the
dissipator, i. e. the resistance to the air flow, is
constant (Parker, et al., 1969). This means that
the pressure drop ∆p in the air before and after
crossing the dissipator is proportional to the air
volume flow rate V̇ . Such a pressure drop must be
provide by the fun. Therefore, the fluid dynamic
power of the fan, i. e. the power transferred from
the fan to the fluid, is:

Pf = ∆p V̇ = α V̇ 2 (9)

Defining the fan effectiveness η as the ratio be-
tween Pf and the electric power Pe, this latter
results as follows:

Pe = η α

(
Ṁ

ρ

)2

= βṀ2 (10)

ρ being the air density, which can be assumed as
a constant, as well as the fan effectiveness. The
power absorbed by the fan is then proportional to
the square of the air mass flow rate.

Lastly, the mean fan power during the time ∆τ is:

Pe =
1

∆τ

∫ ∆τ

0

βṀ2dτ (11)

4. THE CONTROL SYSTEM

A control system has been designed in order to
minimize the mean power absorbed by the fan of
the cooling system during transition to steady or
periodic states. As preannounced in the introduc-
tion section, the control system uses a simplified
model of the heat dissipator, to obtain information



Fig. 4. Block diagram of the control system.

on the maximum temperature tmax of the surface
where the heat generating component is located.
On the basis of such an information, a conditioning
section sets the mass flow rate of the air to the
appropriate value (Figure 4).

To create the simplified model, the cooling system
response to steps in Q̇ in correspondence with
different steps in Ṁ has been investigated. In
particular, it has been assumed:

Q̇(τ ) = UQ(τ )Q̇max (12)

Ṁ(τ ) = UM (τ )Ṁmax (13)
where Q̇max and Ṁmax are the values considered
in the steady state experiment for Q̇ and Ṁ ,
respectively. Two different steady state values
have been assumed for steps in UQ and UM (Figure
5) keeping the fan air tfa at 25 oC.

Looking at Figure 5, it is evident that the steady
state gain of (tmax − tfa) with respect to the
generated heat flux Q̇ and the response time de-
crease when Ṁ increases. Therefore, the following
state evolution equation has been assigned to the
simplified model:

Cm

1 + DmṀ

dθmax

dτ
=

= −(1 + BmṀ)(θmax − tfa) + AmṀ (14)
θmax being the model prediction of tmax.

Since parameters Cm and Dm do not influence the
steady gain, parameters Am and Bm have been
firstly determined by minimizing the mean square
differences between the simplified model and the
cooling system model predictions for steady state.
Afterward, parameters Cm and Dm have been
found by minimizing the mean square differences
between the time response of the simplified model
and the cooling system model (Figure 5). Genetic
algorithm have been utilized. The following values
have been obtained: Am = 0.1886, Bm = 33.18,
Cm = 295.4, Dm = 25.04.

The control problem consists now in finding the
time pattern of UM which minimizes the mean
ventilation power keeping the maximum tempera-
ture of the dissipator surface tmax under a safety

Fig. 5. Simplified model (continuous line) and
cooling system model (dashed line) response
to step in Q̇ and Ṁ .

limit value tsaf which prevents the cooled device
from damages. Rewriting eq. (11) taking eq. (13)
into account, it is obtained:

Pe =
1

∆τ

∫ ∆τ

0

β(UM Ṁmax)2dτ

= Pemax

1
∆τ

∫ ∆τ

0

U2
Mdτ (15)

where Pemax is the electric power which would
be absorbed by the fan if it were always set to
the maximum flow rate. The control conditioning
section must then be designed in order to minimize
the following quantity:

Π =
Pe

Pemax

=
1

∆τ

∫ ∆τ

0

U2
Mdτ (16)

In minimizing Π the following constraints must be
respected:

tmax ≤ tsaf (17)
UM ∈ [0, 1] (18)

Let us remember that the convective conductance
ghim of the cooling system increase with UM , and
observe that for given values of ghim in eq. (1)
the amount of heat removed from the dissipator is
larger when the temperature of this body is higher.
This means that the heat can be more efficiently
dissipated by keeping the UM as low as possible
and tmax as high as possible. Therefore, if tmax

were directly measured, an optimum control of
such a temperature could be obtained by setting:

UM =

⎧⎪⎪⎨
⎪⎪⎩

0, if tmax < tsaf

AmUQQmax/(tsaf − tfa) − 1
Bm

,

otherwise

(19)

In this way the fan would be switched off during
the transition phase and tmax would be kept equal
to tsaf in steady state. The ventilation power
would be reduced to the minimum value in both
phases.

However, the optimum control is dangerous when
the maximum temperature of the dissipator is not
directly measured. In fact, if during the life of



Fig. 6. Time patterns of tmax (..), θmax (-), UQ

(..), and UM (-) under condition (a); results
obtained by optimizing Pc

Fig. 7. Time patterns of tmax (..), θmax (-), UQ

(..), and UM (-) under condition (b); results
obtained by optimizing Pc.

the cooling system its parameters slightly change,
the simplified model can underestimate the real
maximum dissipator temperature. In this case,
when tmax exceeds the safety limit, the fan is
switched off and the amount of heat removed per
unit of time is very small. The temperature of the
dissipator and the electronic device then increase
very quickly to dangerous values.

Therefore, to avoid damaging the electronic com-
ponent, the control system must be designed in
order to always set the fan air flow rate to a rela-
tively high value when the dissipator temperature
is expected to be close to the safety limits. In this
way, if tmax exceeds the limit it increases more

Table 1.

Pc Am Bm Cm Dm Π
0.0163 [0.1886] [33.18] [295.4] [25.04] 0.2508

0.0164 [0.1886] [33.18] 339.9 48.73 0.2470
0.0262 0.0753 4.470 250.9 70.29 0.2280

Table 2.

Pc Am Bm Cm Dm Π
0.0139 [0.1886] [33.18] [295.4] [25.04] 0.1573

0.0129 [0.1887] [33.18] 310.3 90.44 0.1475
0.0247 0.0692 3.973 170.4 53.87 0.1374

slowly and can settle at the steady state value
without becoming too high.

Such a control can be obtained by assigning a
proportionality relationship in the conditioning
section:

Ṁ = ṀmaxPc(θmax − tfa) (20)

The only parameter Pc is to be determined by
minimizing the ventilation power during transient
phases. However, in order to improve the perfor-
mance of the control system, we can also consider
the simplified model parameters as variables to be
determined by minimizing the ventilation power.
Therefore, in the next section we investigate how
the control system performance change by opti-
mizing only some of its parameters or all.

5. RESULTS

The problem of minimizing the ventilation power
has been solved by determining the value of
the control system parameters with genetic algo-
rithms. Firstly, the only parameter Pc has been op-
timized. The ventilation power minimization has
then be improved by also optimizing Am, Bm, Cm,
and Dm, and consequently altering the prediction
capability of the simplified model.

In the genetic algorithms the opposite of Π has
been assumed as an evaluation parameter (Fabbri,
1998). Moreover, the constraints (17) and (18)
have been imposed by assigning the following
value to Π:

Π =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1
∆τ

∫ ∆τ

0

U2
Mdτ,

if constraints respected
10[1 + (tmax/tsaf)](1 + |UM |),

otherwise

(21)

The quality of the genetic algorithm optimization
has been tested by comparison with numerical
optimization in case of one parameter to be de-
termined.

Two functioning condition have been considered:

a) the electronic component is switched on for a
time longer than the transient duration;

b) the electronic component is switched on and off
alternatively for short time periods.



In both conditions, it has been assumed tfa=25
oC and tsaf=80 oC.

5.1 Best prediction

The only parameter Pc has been firstly determined
by minimizing Π during the response to both the
UQ time patterns of Figure 6 under condition (a),
and of Figure 7 under condition (b). The best
values of Pc, together with the corresponding value
of Π, are reported in Table 1 and 2 for condition
(a) and (b), respectively. Figures 6 and 7 also show
the corresponding time patterns of tmax, θmax,
and UM . As in the following figures, the patterns
in the graphics of the first line are determined by
the pattern of UQ shown in the graphic below.

It is interesting to observe that the control system
dimensioned under condition (a) reduces Π to
0.2037, if used under condition (b), while the
control system dimensioned under condition (b)
does not respect the constraint of Equation (17),
if used under condition (a).

In order to test the quality of the genetic algorithm
optimization, Π has also been numerically mini-
mized by letting Pc vary between 0 and 1/(tsaf −
tfa) in 104 steps. The difference between the two
optimum values found for Pc is less than 0.02 %.

5.2 Altered time response

The performance of the control system improves
when parameters Cm and Dm are assigned to-
gether with Pc in minimizing Π. In this way, an
error is introduced in the time response of the
simplified model.

Figures 8 and 9 shows the time patterns of tmax,
θmax, and UM obtained as a response of UQ,
when parameters Pc, Cm, and Dm are optimized
by minimizing Π. Under condition (a) or (b),
parameters have been determined considering the
response to both the UQ time patterns reported
in Figures 8 or 9, and are reported in Table 1 or
Table 2, respectively.

It is evident that the prediction of the simplified
model is in delay in Figure 8 and in advance in
Figure 9 with respect to the time pattern given by
the cooling system model.

Lastly, the control system dimensioned under con-
dition (a) reduces Π to 0.1977, if used under con-
dition (b), while the control system dimensioned
under condition (b) still does not respect the con-
straint of Equation (17), if used under condition
(a).

5.3 Altered time response and steady gain

The performance of the control system improves
even more when all parameters Am, Bm , Cm, Dm,

Fig. 8. Time patterns of tmax (..), θmax (-), UQ

(..), and UM (-) under condition (a); results
obtained by optimizing Pc, Cm, and Dm.

Fig. 9. Time patterns of tmax (..), θmax (-), UQ

(..), and UM (-) under condition (b); results
obtained by optimizing Pc, Cm, and Dm.

and Pc are assigned by minimizing Π. In this way,
errors are introduced in the time response and in
the steady state gain of the simplified model.

Figure 10 and 11 show the time patterns of tmax,
θmax, UQ, and UM for condition (a) and (b),
respectively. Parameters have been determined
considering the response to both the UQ time
patterns reported in each figure, and are reported
in Table I and Table 2.

It is not easy to distinguish delay or advance
in the predictions of the simplified model. Un-
der condition (a), the model underestimates the
maximum surface temperature when the step in
UQ is lower, and overestimates it when the step



is higher. On the contrary, under condition (b),
the model always underestimates the maximum
surface temperature.

It is interesting to observe that the control system
dimensioned under condition (a) reduces Π to
0.1642, if used under condition (b), while the
control system dimensioned under condition (b)
still does not respect the constraint of Equation
(17), if used under condition (a).

6. CONCLUSIONS

The system proposed to control the temperature
of high power electronic devices allows the ven-
tilation power to be noticeably reduced during
transition to steady or periodic states. For the case
where the electronic device is switched on for a
time longer than the transient duration, the con-
trol system dimensioned by optimizing only one
parameter allows a nearly 75 % reduction in the
ventilation power with respect to the case of fan
always set to the maximum air flow rate. A further
9.1 % decrement can be obtained by optimizing all
parameters of the control system. When the elec-
tronic device is switched on and off alternatively
for short time periods, a 84 % reduction in the
ventilation power is obtainable by optimizing the
gain of the control system, and a further 12.6 %
decrement by optimizing all parameters.
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