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Abstract: The work reported in this paper focuses on the design problem of integrated
control and diagnosis in the case of time-variant systems. The developed methods take
the interactions between control and diagnosis into account. The main purpose is to
improve fault detection performances in a closed-loop framework by minimizing the
model uncertainties effect on the residual generation. The first approach consists in
choosing a controller among an a-priori set. This controller is computed by means of
the optimal solution of a performance criterion, which takes the model uncertainties
effects into account. The second approach proposes an augmented criterion combining
control and diagnosis goals. These approaches are illustrated and compared through

an example of simulation.
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1. INTRODUCTION

Most of methods for model-based fault detection
are usually designed on an open-loop scheme of
the system but only few studies consider diag-
nosis in closed-loop. Nevertheless, the existence
of interactions between control and fault detec-
tion performances is described in (Niemann and
Stoustrup, 1997) and (Stoustrup et al., 1997). It is
straightforward to note that control and diagnosis
have opposite goals. Indeed, the diagnosis module
aims at detecting faults whereas controller should
make the measured output insensitive to both
disturbances and faults.

Some methods have been developed in a closed-
loop framework. Their main purpose is to design
a fault detection algorithm robust to disturbances
such as model uncertainties and noises. The au-

thors of (Jacobson and Nett, 1991), (Murad et
al., 1996), (Nett et al., 1988), (Tyler and Morari,
1994) and present an integrated approach based
on a four parameters controller, proposing a joint
control and detection algorithms design. Other
works in this field use two or three degrees of free-
dom modules ((Kilsgaard et al., 1996), (Stoustrup
et al., 1997), (Suzuki and Tomizuka, 1999)). In
(Wu and Wang, 1993), the control law is syn-
thesized from a criterion, which combines control
with detection, so that the system has not only
the stability robustness, but also the performance
robustness in failure detection. Another approach
(Ding and Guo, 1998) consists in optimizing resid-
ual generation and evaluation without taking into
account how the control signal is calculated.

When uncertain plants are involved, these studies



show that the two-step method does not lead to
an efficient diagnosis. In this case, it is interesting
to synthesize the control and diagnosis modules
simultaneously and it is essential to trade-off con-
trol performances and quality of fault detection.
However, any of these works do not consider at the
beginning of their design, the interaction between
fault detection and control.

The key technical contribution presented in this
paper is the use of theses interactions in order
to improve detection performances. Fault detec-
tion improvement is obtained by minimizing the
influence of model uncertainties on residual gen-
eration.

This paper is organized as follows. In section 2,
work hypotheses are presented. Then, in section 3,
two structures of residual evaluation are compared
when the control law is derived from a Linear
Quadratic (L.Q.) criterion. In section 4, an ap-
proach improving residual generation is developed
by choosing a controller among a set previously
defined. Next, a quadratic criterion, combining
the control and the diagnosis objectives, is pro-
posed in section 5. Finally, these 3 approaches are
illustrated and compared through an example of
simulation in section 6.

2. CONTEXT

Consider time-variant systems described by

y(t) = (B + ABpea(t))u(t) + Wf(t) +e(t) (1)

where y(t) € RP is the output vector, u(t) € R™,
f(t) € R and ¢(t) € RP are, respectively , the
control input, the fault input and the measure-
ment noises vector, which is zero mean and with
standard deviation o. Vector W € RP are fault
distribution vector and B € RP*™ is a gain matrix.
Matrix AByeqi(t) € RP*™ represents uncertainties,
which is considered as a time-variant parameter
belonging to interval [-AB; AB.

Nominal model of system (1) is defined as follows

9(t) = Bu(t). (2)

Efficient model-based fault detection relies on the
generation of a fault sensitive residual. Since the
output vector is measurable and e(t) is a zero
mean noise, the simplest residual is an output sim-
ulation error between real and simulated outputs

r(t) = ly(t) = g(@)l- 3)

Residual evaluation in a closed loop framework is
studied in the following section when the control
law is deduced from L.Q. criterion.

For a sake of simplicity, only static behavior will
be considered in the sequel.
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3. L.Q. CRITERION

Classically, the control law structure is given by
the following expression

u=K(y,  —y)- (4)

Nevertheless, the determination of the control
law is usually based on the nominal model of
the system. That is the reason why, the optimal
control problem consists in determining the vector

u = Ky, P ) minimizing the performance
index given by
1 N N
T =510, — D @Y, —§) +u" Qo] (5)

where Yyes is the set point value and @i, Q-

are weighting matrices. The optimal controller
solution associated to (5) is the constant matrix

K =Q;'BTQ. (6)

The model uncertainties imply that the no faulty
residual defined by

r= |ABrealﬂ + §|- (7)

is a non-zero mean signal even if no fault cor-
rupts the system. In order to avoid false alarms
caused by modelling errors and noises, the residual
is compared with a detection threshold, which
corresponds to the maximal value of the residual
without fault.

Two threshold, which take the uncertainties ef-
fects on residual into account, can be synthesized.
At first, the threshold I'; (Figure 1), deriving from
an open-loop framework, is computed according
to the control signal

') = maxr|;—o = AB|u| + ac. (8)
The second threshold I'y, based on a closed-loop
framework (Figure 2), is defined by
[y =A+ ®ac. )
with A = max [Ty |, ® = max |I — Y| and
A Zref ABreal

real
Y = ABreai(I + K(B + ABrea)) ' K.
In these two cases, the rate of false alarms is set
by the positive scalar a. For example, according
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to the definition of zero mean normal law distribu-
tion, the rate of false alarms is set to 1% if o = 3.
A detailed study of fault detection performances
is undertaken for a S.I.S.O. system.

For this type of system, the static and nominal
models are described by

y=(b+ Abpea)u+ f +e (10)
g =bu (11)

with Abpeq € [—Ab; Ab]. The controller deter-
mined from the minimization of the criterion (5),
is given by

@b
@
According to (8) and (9), I'; and T’y are defined
by

k= (12)

I'y = Ablu| + ac (13)

Ty = Myref| + o (14)

with A = max |v], $ = max |1 — v| and

Abreal Abreat
v = Abreal(l + k‘(b + Abreal))ilk.
Functions A and ¢ are monotone functions of
Abyeqr. Thus, the values of A\ and ¢ are obtained
for Abpeqs = —sign(b)Ab. If it is assumed that
0 < Ab < |b|, kb and k(b+ Ab) are positive and it

can be shown that

o law
A= Tk — sign()Ab) (15)
b= 1+ bk (16)

1+ k(b — sign(b)Ab)’

The conservatism performances of each threshold
in residual evaluation, is studied by calculating
the minimal magnitude of all the positive and
negative detectable faults for all the uncertainties
belonging to [—Ab; Ab]. According to the table (1)
presented in appendix and since 0 < Ab < [b], it
can be noted that the threshold I'; allows us to
detect similar or lower magnitude of fault than I's.
The minimal amplitude of all the positive de-
tectable faults (resp. negative for by,.; < 0) is
given by

2Abk
1+ k(b+ Ab)
2(1 + bk) ac]
— Q0o
1+ k(b + Ab)
and the minimal amplitude of all the negative

faults (resp. positive for by,.y < 0) is expressed
by

(17)

_ 2Abk
|fmin| = ‘m?haf
2(1 + bk)
11 k(b — AD) aa|

(18)

4. MINIMISATION OF UNCERTAINTIES
EFFECTS ON RESIDUAL

In order to detect the smallest magnitude fault, a
method is developed in this section for minimizing
uncertainties effects on residual. According to the
definition of the no-faulty residual in a M.I.M.O
case

rlf=0 =Ty, , + I =Tl

where T is defined in (9), it appears that an
optimal choice for the controller is the only way
to reduce the magnitude of r|s—o.

Since the uncertainty A By, belongs to [-AB; AB],
a set of models can be defined according to all the
particular values of A Byeq. A set K of controllers
is then described by

Kr =K+ AK (19)

with K = Q;'BTQ;, AK = Q5 'ABTQ, and
AB. € [-AB;AB].
The optimal controller is chosen in order to min-

imize the maximal value of J with respect to
ABv‘eal

J= %[(gref B Q)TQl(yref B g) + ETQQQ] (20)

where u = K.(y

Yyor — y) is the practical control

law.
The optimal choice of the controller, K} € Kr, is
then defined by

K= i 21
¢ argmgmggaril(t]) (21)

and implies the computation of AB}
AB! = i . 22
c = argmin max (J) (22)
The residual evaluation is based on the new con-
troller K and on the threshold I';
Iy = ABu[+ac. (23)

The resolution of (22) and the performances of
fault detection are now studied for a S.I.S.O.
system (10). For all uncertainties belonging to



[-Ab; Ab] and with 0 < Ab < |b], the control
criterion is given by

Abf = i 24
b = argmin g;)i{;(J) (24)

1
where J = 3 [(Yres —4)2q1 +u?qy). It can be proved

that the solution of (24) results in a diagnosis
improvement.

The performance index J is monotone with re-
spect to (w.r.t.) Abpg for a fixed Ab.. So, the
maximal value of J w.r.t. Ab,.y is obtained for
Abreqr = —sign(b)Ab. In the same way, the mini-
mal value of this maximal value of J w.r.t. Ab, is
given for Ab. = —sign(b)Ab.

Since, the no-faulty residual amplitude increases
w.r.t. k.

} Ab'realkc Ab'realkc )
r= —— )€

|1+ ke (b+Abreqr) L+ke(b+Abrear)
It can be noticed that the residual generation is
actually optimal for Ab. = —sign(b)Ab (|k}] <
|kel)-
The optimal controller £} is then defined by the
following expression

. q1(b — sign(b)Ab) (25)
a2

Referring to the previous section, the minimal am-
plitude of positive detectable faults (resp. negative
for by,.y < 0) is given by

yref"’(l

2ADE:
1+ kz(b+ Ab) e
2(1 4 bk})
—ao|.
1+ kx(b+ AD)
and the minimal amplitude of negative detectable

faults (resp. positive for by,.; < 0) is expressed
by

(26)

| = | 202
minl — 1+k2(b7Ab)yref
2(1 + bkY)
+OLO’|.
1+ kx(b— Ab)
These amplitudes are lower than (17) and (18)
since |k}| < |k| and Ab < |b|.

(27)

5. AUGMENTED CRITERION

In the previous section, the diagnosis perfor-
mances have been improved by a judicious choice
of a controller among a set. This controller repre-
sents the optimal solution for the control criterion
(21). However, in order to reflect the interactions
between the control and the diagnosis, the fault
detection goals can be integrated into the control
law synthesis. The following augmented criterion
is proposed

J=J+ b, (28)

where the criterion J is defined by (5), ®; =
(y — 9 — ABu)"Q3(y — § — ABeu) and Q3 is
a weighting matrix. Since the simulation error
without noise is given by y — § = ABpequ, AB,
is now exclusively dedicated to minimize no-faulty
residual magnitude. Then, the problem consists in
finding the vector

w=Ki(y, , ~9) +Kaly—9)  (29)

minimizing the performance index given by

T= gl Dy, ~ ) +u"Qu

+ (2 - Q - ABC@)TQ3(Q - Q - ABC@)]

The trade-off between the control and the diag-
nosis is achieved by an appropriate choice of the
weighting matrices.

Then, using the following structures of K;,K5

Ki=D"'N;
Ky=D7'N,

(30)

(31)

the solution (29) of the criterion (30) is given by

K1 = (Q2+ (B" + ABNQ3AB.) 'BTQ, (32)

Ky = (Q2+ (B" + ABI)QsAB.) ' (B"
+ ABD)Qs.

Referring to the previous section, the optimal
parameter AB} is determined by solving

AB! = arg min max (J) (34)

real

(33)

where

1
J =510, QY. —y) +u’ Qou
+y -0y - D)
and u represents the practical control law

u=Ki(y, , —y)+Ky—9).  (36)

(35)

The threshold I'; can be computed as follows
Iy = ABJu[+ac. (37)

The resolution of (34) is studied for a S.I.S.0. sys-
tem (10). In this case, the problem (34) becomes
AD; = arg Igli)n max (J) (38)

c real

with
1 .
T =3 [Wres = Y)2q + g + (y — 9)%as]. (39)

Since the criterion (39) is not monotone w.r.t.
Ab, and Ab,q, the solution to (38) is computed
by means of the following algorithm approach. It
consists for each Ab. € [—Ab; Ab] in searching the
maximum of J w.r.t. Abpe. Then, the solution
Ab* (38) is the optimal value that generates the
minimal value of these maxima.

Control and fault detection performances are ex-
amined in the following section through an exam-
ple of a S.I.S.0. system.



6. SIMULATION EXAMPLE

The purpose of this section is to compare, through
the simulation of a S.I.S.0. system, control and
fault detection performances obtained by the
methods developed in this article.

For the sake of simplicity, the methods developed
in sections 3, 4 and 5 are called method 1, 2 and
3 respectively. In this example, the values of the
system parameters (10) are b = 6, Ab = 4.5
and yr.r = 1. The particular choice of weighting
coefficients, g1 = 6 and g2 = 2, ensures a small
static error. The standard deviation of the mea-
surement noise is equal to 0.025. A fault defined
by (27) and equal to —5.7677, occurs at sample
1803. The time evolution of residual, threshold
and output is depicted on figures 3 to 5. For this
simulation, the value of the time-variant parame-
ter Abpeq decreases from Ab to —Ab in time inter-
vals [0;901] and [1803;2703]. On the contrary, its
value increases from —Ab to Ab in time intervals
[902; 1802] and [2704; 3604]. Referring to figures 3,
it can be noted that method 2 improves the de-
tection performances since the residual is always
higher than the threshold I'y after the fault occur-
rence for all the particular values of Ab;.,;. Figures
4 show the capacity of the augmented criterion to
take the fault detection performances into account
according to an appropriate choice of ¢s. As it
can be noticed in figures 5, the improvement of
fault detection performances implies an increasing
of static errors. Moreover, the control and fault
detection performances obtained by method 3 and
by method 1 are similar when g3 = 0, since in this
case J = J.

7. CONCLUSION

In this paper, a joint control and diagnosis algo-
rithm design is proposed. It takes the interactions
between the control and the diagnosis into ac-
count. The first approach consists in choosing a
controller among an a-priori set. This controller
is computed by means of the optimal solution of
a performance criterion, which takes the model
uncertainties into account. The smallest ampli-
tude of all the detectable fault is lower with this
method than when the control law derives from a
traditional L.Q. criterion. In the same time, the
control becomes less efficient.

The second approach proposes an augmented cri-
terion combining control and diagnosis objectives.
The various compromises between the control and
the diagnosis are then carried out by a suitable
choice of the weighting matrices.
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8. APPENDIX

Table 1 presents, in a no-noisy context, the mini-
mal amplitude of positive and negative detectable
faults obtained according to the detection thresh-
olds I'y and TI';. These amplitudes are given
by max f|,—r, and max f|,.—r, for all Abpy €
[—Ab; Ab]. The residual in the presence of a fault
is defined by

Abrealk

o EaT)
T k(b + Abyegy) e

14+ If(b + Abreal)

£l
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