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Abstract: This paper, the last part of our three-part contribution, is concerned with the
diagnosis of faults in the discrete-time hybrid system model, described in Part I. The original
contributions of the paper are as follows. Faults have been modelled in terms of Activity
States labelled as faulty. The problem of diagnosis is formulated based on that of state
estimation, as described in Part II. The timed sequence of the estimates of the current state of
the overall system from the Observer is then used for fault diagnosis.
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1. INTRODUCTION

Fault detection and diagnosis (FDD) has been the
subject of much research from the area of DEDS
(Sampathet al., 1995), (Sampathet al., 1996),
(Mukhopadhayet al., 2000a), (Bhowalet al., 2000),
(Mukhopadhayet al., 2000b) and continuous dynam-
ics. However work on FDD based on Hybrid System
Models has started recently (Bassevilleet al., 1997),
(Gao and Xu, 1999), (McIlraithet al., 2000).

In this paper we have developed a fault detection
method based on the Hybrid System formalism dis-
cussed in our companion paper (Bhowalet al., 2002a),
(Bhowalet al., 2002b), where the concept of restricted
measurement and model abstraction based on limited
measurement has been discussed. Fault diagnosis no-
tions are built on the measurement reduced hybrid
model and conditions of diagnosability are discussed.

Advantages of our framework over (Sampathet al.,
1995), (Sampathet al., 1996), are that we can deter-
mine fault detection delay and also diagnose the faults
that remains in transitions with the same source and

destination states but with different timing features,
using the same set of sensors.

This paper is organized as follows. Section 2 discusses
fault modeling. Section 3 discuss diagnosability with
observer estimates and Section 4 discusses how a
timed sequence of observer estimate can be used for
diagnosis. Section 5 is concerned with estimation of
the detection delay, while section 6 concludes this
paper.

2. NOTATIONS AND DEFINITIONS

Consider after (Bhowalet al., 2002a), (Bhowal et
al., 2002b), the observer

�����	��
���
, constructed

from the composite process model after measurement
restriction.

Let � ��������
�����
�������������������������������� ���! 
be the set of all

possible faults. A particular fault
� �

can occur only in
one component.
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If a fault
� �

occursin a componentC, C will be in
a specifiedfaulty activity state,denotedas "�#%$ . For
example,if a heaterdevelopsa fault, namelyHeater
STUCK OFF, then &'#($ �*),+.- .

A compositeactivity stateis an orderedtuple of the
activity statesof all components.

Let the /1012 memberof the tuple be the activity state
of the componentC. If a fault

���
hasoccurredin C,

then " # $ will occur in the /3012 position of the state
tuple. We can denoteone compositeactivity state465 containingfault

���
as 475 # $ . Similarly, an activity

state 4!8 containingmultiple faults
���(
�� 5 
������������ , from

differentcomponentsis denotedas 4 8 #%$9#(:<;�; #(= , where� �
to
� �

arethefaultsof componentsin thecomposite
activity state4 8 .
Therefore,eachcompositeactivity state4?>A@ is now
markedwith either B (for normal)or a fault label

��� >���C�D������� ���! 
or amultiplefault tag E ���(��� � 5DFG>�H.I #�J�;�;�;�; # =�K .

Let @ #�L denotethe set of all the compositeactivity
statescorrespondingto the fault

� 8 . It is to be noted
that a state 4 #�L�# $ simultaneouslybelongsto @ #�L<# $ ,@ # $ and @ #�L . Let B # $ denotea nodeof the observer�

, containingat leastonestate475M>N@ # $ . Thesetof
all B # $ s is denotedas

� # $ .
Definition1.

� �
-certain node

An observer node B is called and
� �

-certainnodeif
andonly if BPO @ #($ . An

� �
-certainnodeis denotedas

BRQR#%$ .
Definition2. Trajectories of

�
:

A trajectory S of
�

is a sequenceof nodes
�

B ��
 B ��
T����� B ��
 B ��UV�����N of
�

where for WYX[Z , �
B 8 
 B 8 UV�N is an arc of the observer. The set of all
trajectoriesaredenotedas \ .

Definition3.
���

-trajectory ( S # $ ):
A trajectory S > \ is an

� �
-trajectoryif ]!B > S_^

B > � #($ . An
� �

-trajectoryis denotedas S6#%$
After theoccurrenceof a permanentfault, thesystem
shouldfollow an

� �a`Pbdc�e�f.g " b(h�c�i .
Definition4.

���
-uncertain loop:( j QR# $ ):

An
���

-uncertain loop is a loop formed by an
���

-
trajectory S # $ which doesnot containany B suchthat
BkO @ # $ node.An

���
-uncertainloop is denotedas

j QR# $ .

If the system estimate moves along such an
���

-
uncertainloop, thenfault

���
cannotbediagnosed,be-

causethesystemmaynot exit from sucha loop.

In thispaperweareconsideringpermanentfaultsonly.

3. DIAGNOSABILITY USINGTHE OBSERVER

In generalasystemis diagnosablefor a fault
� �

, if and
only if theoccurrenceof thefault is detectablewithin
afinite delaywith theobservationof measurablevari-
ables.Thedefinitionof diagnosabilityis givenbelow.

Definition5.
���

-diagnosability:
A systemis

���
-diagnosablefor fault

���
with respectto

its observer
�

, for a givenmeasurementrestrictionif
andonly if thefollowing conditionshold.

(1) lmBRn # $ > �
(2) ]!B 8 # $ > � ]oS # $ ��� B 8 # $ 
�������� Bqp # $  > \r^

E3Bqp # $ � BRn # $ F
(3) s lmj QV# $

In the above definition, the first point saysthat for a
systemto be diagnosablefor fault

� �
, the observer is

requiredto have an
� �

-certainnode.Thesecondpoint
saysthat, from all nodescontainingan 4r>	@ #%$ all
the

���
-trajectoriesshouldreachsome

���
-certainnode.

Thethird pointstatesthatthereis no
���

-uncertainloop
in the trajectory. This implies thatall the trajectories,
characterisedby thesecondclausearefinite.

If a systemis
���

-diagnosablefor a fault
���

, then the
fault

���
canbedetectedwithin a finite time. In most

of thereallife systemstherewill be
���

-uncertainloops
andhencetheDefinition 5 of

� �
-diagnosabilityserves

only as a sufficient condition for diagnosabilityand
not anecessaryone.

For practicalsystems,presenceof jtQR#($ loop is nat-
ural, especially, whenwe have multiple components,
requiredto becontrolledandthey arenot influencing
eachother.

Consideringsucha situation,a weaker definition of
diagnosability, termedu ��� -diagnosability, andits as-
sociateddefinitionsareintroduced.

Let v'w�x bethesetof observerarcs,definedasfollows

v'w�x �y� eaz e > � e B|{ e "�} e Ba~ g����Dh��Ag��g�em�T�!c�em� / gy�.e.c��dem� / g�h � u  

Definition6. u � � -trajectory( S x #%$ ):
A trajectoryS > \ is a u � � -trajectoryif thefollowing
conditionsholds

(1)
� �

pertainsto a componentu
(2) ]!B > SA^�B > � # $
(3) l e > S e B|{ e > v'w�x

A u ��� -trajectoryof
�

is denotedas Smx # $ .
Definition7. u ��� -uncertain loop ( j Q x # $ ):
A u ��� -trajectoryS6x # $ is a u ��� -uncertainloop if Smx # $
is a loop and ]!B > S x #%$�^�B > � #($ which doesnot
containany

� �
-certainnode.



A u � � -loop in
�

is denotedas j x #($ and an u � � -
uncertainloop is denotedas j�Q x #($ .

For diagnosisof a fault
���

pertainingto u , it is neces-
sarythatall the S6x # $ trajectoriesshouldendinto some���

-certainnode.Basedon this a weaker definition of
diagnosabilityis givenbelow.

Definition8. u ��� -diagnosability:
A systemis u ��� -diagnosablefor fault of type

���
with

respectto its observer
�

, if andonly if the following
conditionshold.

(1) lmB n #($
(2) ]!B 8 #($ > � ]oS x #($ ��� B 8 #%$ 
�������� B p #($  > \*^

E3B p #($ � B n #($ F
(3) s lmjtQ x #%$

The secondclauseabove necessitatesthat therebe a
transitionfrom eachB # $ nodeexceptfor an

���
-certain

node.But an B # $ -nodemaycontaina sink stateof the
compositemodel

�
. In sucha case,uponoccurrence

of the fault, no out going transitionshallbeactivated
in
�

. Thus,if nonoccurrenceof outgoingtransitions,
over a finite time, can be ascertained,then the fault
can be diagnosed.In order to capturethis situation,
we redefinethe

� �
-certainnode.A conceptof � `

bdc�e B ����bd�dh B is introducedfirst.

A transition is called � `�bdc�e B ����bd�dh B (wait transi-
tion), whenthe enablingconditiondependson exter-
nalagents.

Definition9.
���

-certain node:
A nodeB is called

���
-certainnodeiff

1. B�O @ # $ , or
2. E1BM� @ # $ � 4 # $ e B|{ 4 # $ �(��e��T� BRW ��b(e.b(g F��
E b } gDc�g��d� B h � `�bdc�e B �T�9bd�dh B � c�h�� B F

An
� �

-certainnodeis denotedas B n #($ asbefore.

In the secondclauseabove, BM� @ #($ � 4 #($ indicates
that the node B containsonly one activity state 4 # $
pertainingto thefault of type

���
. If sucha nodeexists

and the fault of
���

occurs, then the fault shall be
diagnosed,if none of the outgoing transitionsfrom
B occurs within their valid period. However, if a
wait transition E1� F is definedfrom the node,then it
is not possibleto detectthe non-occurrenceof wait
transition. The non-occurrenceof a � `�bdc�e B �T��bd�dh B
cannot bedetectedwithin a finite time. However the
occurrenceof an � `�bdc�e B ����bd�dh B is dependenton
externaleventsandhenceit is notpossibleto associate
any time limit, on expiry of which it canbe saidthat
the � `�bdc�e B �T��bd��h B is notgoingto occur. Thereforeif

�
Here a sink stateis one where,there is no outgoingtransition

definedfrom thecompositestate

a � `�bdc�e B ����bd�dh B is definedfrom thenode,thenit can
not be

� �q` " gDc�b(eC� B .

The goal of obtainingan on-line diagnoser, however,
still remainsillusive becausethemechanismto detect
nonoccurrenceof transitionsis yet to be addressed.
This mechanismnecessitatesestimatingvarioustime
parameters.For example, given an entry transition
to a node B , it is necessaryto know the maximum
waiting time after which the observer can be sure
that no outward transitionfrom B will take placein
future. Another time parameterneededis the dwell-
time inside a node B for a given pair of incoming
andoutgoingtransitionsof B . Thesetime parameters
arerequirednotonly for on-lineobserverconstruction
but also for making a conservative estimateof the
detectiondelayof u ��� -diagnosablefaults.

In orderto achieve the above goals,we generatesub
nodesof B , using a processcalled time sequencing
of B , as explained in the next section.Eventually
it may happenthat someof the subsetsbecome

���
-

certain. This createsthe possibility of detectionof
additionalfaultsor earlydetectionof faults,which is
otherwisenot detectablefrom theobserver

�
without

timesequencing.

Basedon theabove definition,thediagnosabilityof a
systemw.r.t. all faultsis now defined.

Definition10. Diagnosability:
A systemis diagnosableif and only if it is u ��� -
diagnosablefor all faults

� � > � .

4. TIME SEQUENCINGOF THE OBSERVER
NODES

Theinformationcontainedin /�� and
� � of a transition� hasbeenusedin categorisingmeasurabletransitions

asdistinguishableor not.Basedon thesetiming infor-
mation,we can further refine the stateestimationof
an uncertaintynodeof the observer

�
with passage

of time. This processis termedas time sequencing
of nodes.Time sequencingof nodesis basedon the
following properties

4.1 Definitions

The following definitions are necessaryin order to
explain thetimesequencingmethod.

Definition11. Early exit data state E � � F of � :
Early exit data state E � � F of a transition � ���
4 
 4 U 
 g � 
 } � 
 / � 
 � � 

is the data stateat the time
instant/ � after

g � p is satisfied,where
g � p is thelimiting

enablingcondition
�

. Thus,

�
The limiting enablingcondition ����� is obtainedby substituting

for the ineqalitiesin � � by equality, e.g. � �P t¡�¢¤£¦¥G§©¨«ª¬%<®o¯ �����  �¡�¢A°�¥R§�¨�° ¬%<®



�q� � g � p7±�²©³ /��
For an

g � definedpartially, we needto considerthe
maximum limit or the limiting condition for data
state,of thosevariableswhich arenot definedin theg � . It may be notedthat as per the definition of the
linear dynamics,the exit condition is not dependent
on entryconditions(datastates).The entrycondition
is requiredto computethetime,a systemspendin an
activity state.An earlyentrypoint is alwayssafe,asit
containsall possiblesituations.Howeverthiswill give
anupperboundof estimationof diagnostictime.

Definition12. Early exit measurabledatastate E �q´ � F
of � :
Theearlyexit measurabledatastateis bedefinedas

� ´ � � g � p3µC¶G´y±y²�´'³ /��
Definition13. Early entry data state E �

U
� F of � :

Theearlyentrydatastateis bedefinedas

�
U
� � } � E � � F

Definition14. Early entry measurable data state
E �
U
´ � F of � :

Theearlyentrymeasurabledatastateis bedefinedas

�
U
´ � � } � E �q´ � F

Similardefinitionsarealsoprovidedfor
e > � ;

Definition15. Early exit data state E �R· F of
e

:
Early exit data state E � · F of a transition

e ���
B · 
 B

U
· 
 g · 
 } · 
 / · 
 � ·  is the datastateat the time

instant/ · after
g · p is satisfied,where

g · p is thelimiting
enablingcondition.Thus,

�|· � g · p¸±y² � /3·
Definition16. Early exit measurabledatastate E � ´ · F
of
e

:
Theearlyexit measurabledatastateis bedefinedas

�q´ · � g · p µ�¶ ´ ±�² ´ � / ·
Definition17. Early entry data state E �

U
· F of

e
:

Theearlyentrydatastateis bedefinedas

�
U
· � }o·mE �|· F

Definition18. Early entry measurable data state
E �
U
´ · F of

e
:

Theearlyentrymeasurabledatastateis bedefinedas

�
U
´ · � } · E �|´ · F

Equippedwith the above definitions, the time se-
quencingmethod is now described.it consiststwo
broadsteps,namely(i) time sequencingof eachnode
of
�

resultingin subgraphsof thenodeand(ii) refin-
ing theobserverarcs.

4.2 Subgraphconstructionof an observernodeB
In the processof time sequencing,all the nodesof�

are explodedinto a subgraph(sequence)¹ as ex-
plainedin timesequencing.Thenodesin thesubgraph
arecalledsub-nodes.The

f
th subnodeof

�
th nodeis

denotedas B 5 � . Thearcsconnectingthenodesarethe
arcsof

�
. The arcsconnectingthe subnodesinside

thesubgraphof a noderepresentthepassageof time.
B � � Bqº� , i.e. the » th sub-nodeis sameas the node.
Hence,the time sequencedobserver model

�½¼
of

an observer
�����¾��
��r

, is anorderedpair repre-
sentedas �¿¼����À�©
��Á¼Â

where � ¼ ���C� B 8� 
 W � » 
 Z 
 H 
T����� / �VÃ
 ]!B � > �Â 

More specifically,
� ¼

is a setof sequencesof subn-
odesof theform
� ¼ �	�C� Bqº� 01ÄÅ B

�� 0 JÅ ����� 0 L�Æ J�Ç�ÈqÉÅ B p $� Ã
 ]aB � > �Ê 
The last arc,representedas

b 8�Ë � E3� F , indicatesthat it
maybea time valuedor awaitingarc.

Thesubgraphof everynodeB > � canbeconstructed
by thefollowing steps;

(1) For all the incoming arcs (non-distinguishable
measurabletransition)

e7� 
 em� ���������
into B , find the

early entry measurabledata state �
U
´ � for the

nodeB .

�
U
´ � �*Ì E �

U
´ ·TJ 
 �

U
´ ·�Í ����������� F (1)

If the dynamics ²©´ �  » , the operator
Ì

standsfor minimum; if ²©´ � � » , then
Ì

is
maximum.

(2) Basedon the valueof �q´ � computethe signif-
icant time point of a node.The significanttime
pointsareasfollows.Î The significant time point of an outgoing

transition
e

is the latesttime point at whiche
becomesinvalid. This is denotedas

�!� ·
�!� · �

g · p ` �
U
´ �

² ´ � ± � · � h�c ² ´ � s� » (2)

For ² ´ �*� » , only � transitionis per-
mittedasoutgoingtransitionsfor whichstay
time cannot becomputed.Î Similarly, in casewe have any transition
with an externalevent asthe enablingcon-
dition involving someinput variable(s),we
cannotgive any time value to the arc. In
this case,the subnodehaving suchan out-
ward transitionhasto wait for an arbitrary

Ï
The subgraphshall always be a sequence.Sincewe have con-

sidereda single valued entry data state (early entry in caseof
uncertainty),for all outgoingarc thereshall be a single Ð�Ð�Ñ and
thusasequenceshallbeformed



period of time for the enablingcondition
to becometrue. Suchtransitionsarecalled
waitingtransition.For any waitingtransitione
, thesignificanttimepoint

�!� · is setas � .
(3) Eachnode B > � of the observer

�
hasa sub-

graph.Eachsubnode B 5 � O«B � of the subgraph
representstherefinementof estimateof nodeB � ,
when Bqº� � B � .

(4) In case,thereis any sinkstate,thesubgraphwill
have the final nodewith the sink activity state
with noarcemanatingfrom it.

4.3 Trajectoryof
�¿¼

Definition19. External Trajectory :
Any trajectoryS of

�
is anexternaltrajectoryof

� ¼

Definition20. Inter nal Trajectory of
� ¼

:
A memberof

�Á¼
of the form

� Bqº� 0 ÄÅ B
�� 0 JÅ����� 0 L�Æ J Ç�ÈqÉÅ B pÒ$�  is calledtheinternaltrajectoryof the

node B � . Theinternaltrajectoryof node B � is denoted
as S � $ .
Definition21. A Trajectory of

�¿¼
:

A trajectory of
�¿¼

, denotedas S ¼ , is an external
trajectory S of

�
followed by the internal trajectory

S � $ , whereB � is thelastnodeof S .

Significanceof expanding the last node is that we
do not get any additional information by expanding
all nodes,while computingthe time delayof a path
pertainingto fault diagnosis.

4.4 Fault diagnosisin
�½¼

After constructionof
� ¼

, it can happenthat some
of the subnodes,correspondingto a non-

���
-certain

nodebecomes
���

-certainnode.This may be possible
becausea proper subnodeof a node of

�
, can be��� ` " gDc�b(eC� B andcan causeas as a nodeof
� ¼

. In
such cases,with the occurrenceof fault

���
an
� ¼

trajectoryshall passthroughthe
��� ` " gDc�b(eC� B node.

In this perspective,
� �V` " gDc�b(e.� B nodeis redefinedas

follows;

Definition22.
� �

-certain node:
A nodeB is called

� �
-certainnodeiff

1. B�O @ # $ , or
2. E3BÓ� @ # $ �	� 4 # $  e B|{ 4 # $ �(�¾er�T� BRW �Tb(e.b(g FR�
E b } gDc�g��d� B h � `�bdc�e B �T�9bd�dh B � c�h�� B F
3. for any non-

���
-certainnode B � , if a subnodeB 5 � >

S � $ is
���

-certainsubnodeby theclauseNo. 1 and2 of
this definition,it impliesthat B � is an

���
-certainnode

An
� �

-certainnodeis denotedas B n #($ asbefore.

Howeverusing
�¿¼

earlydetectionfaultmaybepossi-
ble.

5. DIAGNOSTICDELAY ESTIMATION

For a diagnosablefault
� �

, thediagnosticdelayis the
maximum length amongall the u � � -trajectoriesof�½¼

, endinginto someB n #($ node.

A trajectory length is denotedby a naturalnumber
representingthetimedelay. For waitingtransitionsthe
time delayarerepresentedby � , becausetime delay
involvedis uncertain.

Themaximumtime a systemcanspendin a node B 8
for a givenpair of incomingandoutgoingtransitionse �%
 e 5 is denotedas

�!� � L andis computedasbelow.

(1) Computethe early entry measurabledatastate
E �
U
´ · $ F for the incoming transition(

em�
) accord-

ing to theDefinition 18.
(2) Computethelimiting valueof theenablingcon-

dition E g ·�: p F (Definition 11), for the outgoing
transition E e 5DF .

(3) the max/min time of stay in a node B 8 is com-
putedas

�o� � L �
g · :%p ` �

U
´ ·�$

²©´ � L ± � · : (3)

For the initial node of a trajectory Ô , however, the
incomingtransitionis not defined.In sucha casethe
entrydatastateis sameastheearlyentrymeasurable
datastatecomputedasperequation1.

Let a trajectory S ¼ of
�¿¼

be of the form S ¼Õ���
B � 
 B ��UV� 
�������� B 5 
 B 5 UV� 
���������� B 8 
 Bqº8 
 W

�8 
���� B p 8 
, where

B p 8 is the
� �

-certainsubnode.If thestaytime in every
nodeof S ¼ is known, then the time of the trajectory
canbecomputedas;

bdÖ�× $ � �!�a� $ ± �!�!� $�Ø J ± ������� ± �!�a� : ± �!�!� :9Ø J
± ������� �o� � L�Æ J ± b º ±

b � ± ������� ± b p
wherethesequence

b
º ±
b � ± ������� ± b p pertainsto thelast

node B 8 . thequantitygivestheworst casediagnostic
delayof

���
.

6. CONCLUSION

In this paper, the diagnosabilityof the discretetime
hybrid system(Bhowal et al., 2002a) is definedin
terms of observer constructedin (Bhowal et al.,
2002b). The conditions as defined in Definition 5
are not applicablefor most of the practical system.
This happensas the real life systemsare compo-
sition of multiple dynamics.Accordingly a weaker
definitionof diagnosability, called u ��� -diagnosability
was defined.The observer baseddiagnoseris fur-
therenhancedby time sequencingof observer nodes.



The diagnosabilityof a systemwith respectto time
sequencedobserver is better in terms of detecting
additional faults and detectingthe faults early. Un-
like other method,where the occurrencesof transi-
tionsaremonitored,in the time sequencingobserver,
their non-occurrencesare monitored.Estimationof
the diagnosticdelayis alsodiscussedhere.Basedon
the presentpaperan on-line diagnoser, not discussed
here,canalsobeconstructed.Thediagnosticaccuracy
can be further improved by constructingdiagnoser
with delayin line with (OzverenandWillsky, 1990),
(Mukhopadhayet al., 2000b). This remainsasfuture
work.

Acknowledgement: Thanks are due to the anony-
mousreviewersfor theirvaluablecomments.
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