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Abstract: This paper, the first part of our three-part contribution, proposes a process modelling
framework that captures integral continuous variable dynamics in discrete-time; the frame-
work may be called discrete-time version of the Phase Transition Model of Hybrid Systems
(Alur et al., 1993). The modelling of the system phases is performed through Activity States.
The characterisation of Activity States is derived from the physical system variables for easy
modelling. The contributions of this paper are as follow. Transitions among activity states
are time constrained with upper and lower time bounds relative to an external global clock.
Composition of component models, essential for modelling of complex systems, is discussed
in detail. The model proposed in this paper is used in two companion papers for solving the
inferential problems of state estimation and fault diagnosis.
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1. INTRODUCTION

Research on Discrete Event Systems started with Fi-
nite State Machine (FSM) models (P.J.G. and W.M.,
1989). The model has been subsequently extended
to include time and process variables (Mukhopadhay
et al., 2000a). As a natural extension and in view
of the existence of a rich theory of continuous vari-
able dynamics, the FSM model has been further en-
hanced to encompass hybrid systems (Henzingeret
al., 1993) (Zad, 1999). In this work a hybrid extension
of the work (Mukhopadhayet al., 2000a),(Bhowalet
al., 2000),(Mukhopadhayet al., 2000b) is proposed.

In (Mukhopadhayet al., 2000a), inferential problems
such as, state estimation and fault detection and di-
agnosis (FDD), were discussed for a class of timed
discrete event systems. The process model was similar
to the Timed Transition Model (TTM) (Ostroff and
Wonham, 1990). In this approach (Mukhopadhayet

al., 2000a), the Reachability Graph (RG) was first
constructed. Measurement restriction was applied on
the RG and then the FDD mechanism was formulated
on top of it. Though the approach is appropriate for
many industrial discrete event system, it has the fol-
lowing short comings

� RG becomes very large with the increase value
of timing parameters.� due to the presence of continuous variable, it the
initial value is not a point, if can produce infinite
number of RG.� In the TTM, all the dynamics are presented in
terms of discrete event transitions. Accordingly
differential and difference equations needed for
continuous dynamics can not be captured.

The modeling framework presented in this work can
capture the timed dynamics of both discrete and con-
tinuous variables, and hence can model a class of hy-
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brid system.However, unlike classicalhybrid system
models,time is discretehereto captureimplementa-
tion on computernaturally.

This paperis organisedas follows. In section2, the
activity state basedprocessmodel was introduced.
Compositionof processmodelwasdiscussedin sec-
tion 3. Section4 concludesthe paper. The process
modelandcompositionarediscussedwith anexample
of a heatingsystem

2. ACTIVITY STATE BASED PROCESSMODEL

The model M of a discrete time hybrid systemis
definedin termsof activity statesas

� ���	��
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where
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is a finite set of data
variables,

�
is a finite set of activity states(similar

to control locations(Alur et al., 1993)),
�

is a clock
variable,

�
is a set of transitionsand

�
is the initial

condition.�)�*�,+.-��,/
, where

�,+
is thesetof continuousvalued

variablesof type real,
�(/

is thesetof discretevalued
variableswhich canbeof typerealor type integeror
enumeratedtype.

Data state: A datastate 0 is an interpretationof all
variablesin

�
. Thedatastate0 canhave two compo-

nents,a discretedatastate 120 /�3 anda continuousdata
state 140 +�3 , i.e., 0 ��� 0 + 
 0 / �

.

Data space: The set of all datastatesis termedas
dataspaceandis denotedby 576 . Correspondinglywe
canwrite 576 ��� 5 /�8 5 +��

where 5 /�
 5 + arethe
discreteandcontinuousdataspacerespectively.

2.1 Activity states

The conceptof activity statesforms the basisof the
proposedactivity statebasedmodel.An activity state
is definedby a continuousdynamics(describedby a
setof differenceequations)anda discretedatastate.
An activity statetransitionoccursif thereis a change
in thecontinuousdynamicsor achangein thediscrete
datastate.In thepresentmodelit is assumedthat the
systemis having afinite numberof activity state.

With eachactivity state9 , apredicate:�; (definedover
thecontinuousvariables)is associated.This predicate
defines the boundaryconditions of the continuous
variables.Wecall thispredicateasboundarypredicate
for anactivity state.

In essence,an activity state is characterisedby a
discretedatastate0 / ; , a changefunction < ; andthe
predicate: ; .
Change Function: Herewe areconsideringtheclass
of systemswhich canbemodeledaspiecewiselinear

system.For all continuous variables
�!+>=?�(+

, the
changefunction <A@�B; , associatedwith activity state9 ,
is definedas the rate of changeof the variablewith
time, i.e., C @�BCED andis assumedto beconstant.

Activity Description Table (ADT): The set
���

0 / ; 
 < ; 
 : ; �GF H 9 =I�J'
i.e. the discretedatastate

alongwith changevariablesandboundarypredicates,
is describedin a tabular form, forms the Activity
Description Table (ADT). Pleasenotethat thesetof
variablesof a compponent,excluding the input vari-
ablesare designatedas

�LK
. This input variablesare

excludedas any componentdoesnot influencetheir
inputvariables.

Clock Variable: In additionto thedatavariablesand
activity states,the model hasonespecialvariable,a
clock variable

�
with

�NM�O,P 1 � 3 �RQ
, the set of all

naturalnumbers.The clock variablerepresentstime
on aglobalclock,externalto thesystem

�
.

System State: A system state S is defined as an
orderedtuple

� 9 
 0 �
, where 0 is a data state

belongingto 5 6
Recallthat

�
is thesetof all activity states.Thus T)U�G8 5 6 denotesthesetof all possiblesystemstates.

Becauseof thepresenceof continuousvariables,T is
infinite.

Timed State: Oncewe includethevalueof
�

with the
systemstate,we get the timed state, denotedas V . A
timedstateV is atuple

� 9 
 0 
�W� . Thesetof all timed
statesis denotedas X . Naturally X is alsoinfinite.

2.2 Transitions

Besidesthe Activity Description Table (ADT), we
needthe transitionsamongthe activity statesto be
definedfor capturingthesystembehavior.

�
is afinite

setof transitions.A transition Y =Z�
from anactivity

state9 to anotheractivity state9([ is an orderedsix-
tuple, Y ��� 9 
 9 [ 
�P�\]
�^,\.
�_`\]
ab\A�

;

where,

9 is thepresentactivity stateof thetransition9 [ is thenext activity stateof thetransitionP \
is theenablingconditionof thetransition Y , more

specifically
P \�c 576ed ���Nf�a(Pg
�hbiL_ V P�' , thatis,

P \
is

a booleanfunction andcanbe convenientlyrepre-
sentedby a setof elementaryclausesconnectedbyj

and k whereeachelementaryclauseis a linear
inequalityinvolving l 
nm

or
�

.^o\
is thetransformationfunction,thattransformsdata

variablesduring the transition Y , from an activity
state9 to 9 [ . Thus,

^o\ c 5 6 dp5 6_`\
is thelower timeboundto elapse,for thetransition

to occurafter
P�\

becomestrue.a(\
is theuppertime boundsof thetransition.It indi-

catesthatthetransitionmusttakeplaceonor before
theuppertimebound,if

P \
remainstrue.

It is alwaysthecasethat
_ \ l a \

.



No transitioncantake placeif its enablingcondition
is falsein anactivity state9 . If anenablingcondition
is true,thetransitioncantake placefrom 9 to 9 [ any
time, within its upperand lower time bounds.A set�,\ U �

is saidto bethe target set (of variables)of a
transitionY , if f

H(�q=r�o\o
�^,\ 1 � 3�s�t�
.

A transition Y from 9 to 9,[ is denotedas Y c �
9 
 9 [ �

for brevity when its other componentsare
clearfrom the context. Transitionsarerepresentedin
a tabular form, calledTimed Transition Table (TTT).

2.2.1. Tick transitions Thetick transition or simply
tick, denotedas u , is definedas

u � 1v9 
 9 
��Nf�a(Pg
�^,\.
�w.
�x 3
(2)

where,for
^o\

, 5 6 d 5 6 is identity and
�y�z�W{|

. Thus a tick incrementsthe clock variable
�

by 1,
leaving all otherdatavariablesunchanged.In fact, a
tick is the only transition that changesthe value of�
. Tick occurs infinitely often and is not explicitly

includedin
�

.

2.2.2. Semantics of Y If 0 ; = 5 6 be the data
stateassociatedwith anactivity state9 at a particular
instant,thena transition Y from 9 to 9([ is enabled,at
thatinstant,if

P�\ 140 ; 3 becametrue.

Let
� 9 
�} ; 
 1 �!~ | 3 �

and
� 9 
�}��; 
�7� betwo consec-

utive timed states.Let
� 9 
 9 [ 
�P \ 
�^ \ 
�_ \ 
a \ �

be a
transitionform 9 to 9 [ and

P \ 1 } ; 3 befalseand
P \ 1 } �; 3

betrue;thatis
P \

is enabledat timeinstant
�
. Thetime

instant
�

is designatedaschoice point of Y , denotedas1 �+ \ 3 .
Thoughenabled,the transitionis preventedfrom oc-
curring till the lower time bound

_`\
elapsesafter the

choicepoint. If the transitioncontinuesto beenabled
from the choicepoint to the currentinstant,thenthe
transitionmustoccurbeforetheuppertime bound

a(\
elapses,unlesstheoccurrenceof someothertransition
causes

P�\ 140 ; 3 to becomefalse.Thereforethe tran-
sition can only take placeat

�Z�^
tick when 1 _`\�{�+ \ 3 l � l�1 a \ {��+ \ 3

provided the activity stateis9 and
P \ 140,; 3 is true

Hb� 1 _ \ {��+ \ 3 l � l�1 a \ {��+ \ 3
.

Significanceof timeboundsareasfollows:

Whenthetime boundis 1 w.
�w 3 , thetransitionis called
instantaneous.When the time bound is 1 w.
�x 3

, the
transition is called spontaneous.When

_`\
hassome

non-zerovalue,thetransitionis calleddelayed.

2.3 Initial condition

An initial condition
�

is asatisfiableassertionover the
variables

�
and

�
, characterizingthe initial system

states,at
����w

. Initialization may be considered
as resettingof the systemand the systemafter reset
alwaysstartsfrom a S#� ��� 9o� 
 0o� �

.

CONTROLLER

H

C T

Fig. 1. Temperaturecontrolsystem

2.4 Activity transition graph

TheprocessmodelM canalternatively berepresented
by a graph,calledActivity Transition Graph (ATG)�����y
��*~)�#�N�N�n�('	�

. The set of activity states
�

is the setof nodesof ATG andthe setof transitions�*~��#�N�N�n�('
is the setof directedarcs.Sincethe set

of activity states
�

is finite, ATG is alsofinite. ATG
has someinitial states

�q� U �
such that

H 9 ��=���
�� 1v9 � 3 �t�Nf�a(P
.

It is assumedthat Zeno computation(Ostroff and
Wonham,1990)doesnotarrisein themodels.

2.5 Example: Heating System

Thedefinitionsstatedabove,areillustratedthroughby
theexampleof aheatingsystem.Thesystemis shown
in Fig. 1.

For modularity, the modelsof the individual com-
ponentsare specifiedfirst. The model for the entire
system,is then built by composingthe component
models.In this example,the failure of the controller
andsensorshave not beenconsideredfor simplicity.
Thesefailurescanhowever beincludedin themodel,
in a similarmanner.

2.5.1. Component models Heating system: The
Heatingsystemhasfour activity states;namelyheater
off in good condition ( ��� ), heater on in good
condition( ��� ), heater off in bad condition( ���g� ) and
heater on in bad condition( ���g� ). Heatercan go to
bad on conditiononly from good on conditionandbad
off condition from good off condition.The model is
explainedbelow.

Activity States:
�q�*��� � � 
 � � 
 � �g� 
 � �g� '

, where� � : HeaterOFF; � � : HeaterON; � �g� : Heater
STUCK OFF; � �g� : HeaterSTUCK ON.

Data Variables:
�,�I��� � 
 X 
��
���'

, whereH: heater,
type discrete,domain

�
F,N

'
, where F:OFF and

N:ON; S: status, type discrete, domain
�
G,B

'
,

whereG:GOODandB:BAD; T: temperature,type



� Description � ������   � ¡N�
H S ¢b£¢b¤ T¥§¦

OFF& Good F G -1 ¨7©qªr©¬«¥7
ON & Good N G +1 ¨7©qªr©¬«¥§® ¦
OFF& Bad F B -1 ¨7©qªr©¬«¥7® 
ON & Bad N B +1 ¨7©qªr©¬«

Table1. Activity descriptiontableof heat-
ing system

¯ � �!° ±�² ³ ² ´µ² ¶!²¯�·�¸ ¥ ¦ ¥7 ¹rº»¥ ¢b£¢b¤ º»¼§½(¾¿¥ÀºrÁ
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0 Î

Table 2. Timed transitiontable of heating
system

τΗ3 τΗ4
τΗ2

τΗ1
HF HN

HSNHSF

Fig. 2. ATG of heatingsystem

real,domain 1 w l � leÐ 3 � ; C: controller, typedis-
crete,domain

�
H,L

'
, whereH:HIGH andL:LOW.

Initial Condition: 14� ��Ñ j X �tÒ j �t�tw 3
Note: Instead of a single initial system state

�
9 
 0 �

, as in this case,we may get a setof initial
systemstatedependingon thedefinitionof

�
.

TheADT of theheatingsystemis shown in Table 1.
TheTimedTransitionTable(TTT) is shown in Table
2. The Activity TransitionGraph(ATG) is shown in
Fig.2.

.
Controller: Controllerhastwo activity states;namely
Control output LOW (

�§Ó
) andControl output HIGH

(
�§�

). Thecontrollertogglesbetweenthesetwo states,
dependingon the heatertemperature.The model is
explainedbelow.

Activity states:
�qÔÕ�R���7ÓË
��7�Ö'

, where
�7Ó

: Con-
troller outputlow;

�7�
: Controlleroutputhigh.

Data variables:
�,Ô×�G���¿
��Ø'

, whereC: controller,
type discrete,domain

��ÙÚ
 � '
, whereL:LOW and

H:HIGH; T: temperature,typecontinuous,domain1 w l � l�Ð 3 .
Initial condition: 1 �Û�tÙ 3
The Activity DescriptionTable (ADT) is shown in
Table 3. The Timed Transition Table is shown in
Table 4. The Activity TransitionGraphis shown in
Fig. 3

¸
Herewe have consideredarbitaryboundaryconditions0 and7.

Theactualvalueshalldependon thesystemunderinvestigation

Ü
Description � ������

C¹ÞÝ
OutputLOW L¹ · OutputHIGH H

Table3. Activity descriptiontableof Con-
troller

τ

τ
C1

C2

C L C H

Fig. 3. ATG of Controller

¯ � �!° ± ² ³ ² ´ ² ¶ ²¯�ßb¸ ¹ÞÝ ¹ · ªr©�à C=L 0 0¯�ßoÂ ¹ · ¹ÞÝ ªrá�â C=H 0 0

Table4.Timedtransitiontableof controller

3. COMPOSITION

A systemtypically consistsof many componentsop-
eratingconcurrentlyandcoordinatingwith eachother.
Modelsfor suchsystemscanbeconstructedby paral-
lel compositionof the individual componentmodels.
The compositionis defined below for two compo-
nents;thedefinitioncanbeextendedin a naturalway
for morethantwo components.

3.1 Composition of two component models

Let the processmodels of two systems
�À�

and� �
be

� � ���ã� � 
�� � 
��
�� � 
�� � �
and

� � ���� � 
� � 
���
�� � 
� � �
.

The processmodel of the compositesystemis ob-
tainedby parallelcompositionof two components

� �
and

� �
(denotedas

���)� � F$F � �
) andis definedas

thefive-tuple

�ä� 1 ��
��
��
���
�� 3 "
where�)���b�Æ-Ã�o�

is the setof datavariablesin the com-
positemodeland

� �7å � � s�çæ
for interactingsys-

tems� U � � 8¬� �
is thesetof activity statesof thecom-

positemodel.�
is theglobaltime,���I�è� F%F �7�

is the set of transitionsof composite
model�é�t�!� j ���

is the initial conditionof the composite
model.

Thetransformations
��^o\g'

andtheenablingconditions��P�\L'
of transitionsfor both themachinesaresuitably

composedsothatthey applyontheentiredatavariable
set

�
. This can be accomplishedby the following

steps.



In
� �

,
H Y =ê� � 
ëH(�×=ì�í~�� � 
 ^ \ 1 � 3 �î�

and
P \ 1 � 3 �ï�Nf�a(P

;
H 9 � =ì� � 
 :�;�ð�ñ @ �ï�Nf�a(P

; In� �
,
H Y =ò� � 
óH(�Û=×�ô~I� � 
õ^ \ 1 � 3 �G�

andP�\ 1 � 3 �t�Nf�a(P
;
H 9 �ö=»�q� 
 : ;�÷�ñ @ ���Nf�a(P

.

Constructionof
�

, : ; and < ; are explained in the
followssubsections

3.2 Transitions of the composite model

Transitionsof the composedmodel are determined
in the following manners.Let

� 9 � 
 9 �ø�Ø=ù�
and there be transitions Y � in

�À�
and Y � in

�J�
such that, Y �í��� 9 � 
 9 [ � 
�P�\ ð 
�^,\ ð 
�_`\ ð 
�a(\ ð �

andY �p��� 9 � 
 9 [� 
�P�\ ÷ 
�^,\ ÷ 
�_`\ ÷ 
ab\ ÷ �
. The different

possiblecasesaredescribedfollows.

Shared transitions: Y � and Y � aresaid to be shared
transition if they are specifiedby the user to take
placesimultaneously. A sharedtransitionrequiresthat
at the time of transitionboth transitionsare enabled
simultaneously. If thisconditionissatisfiedtheshared
transitioncanbedefinedas

Y#ú ���Ø� 9 ��
 9 �Ø�Ø
#� 9 [ � 
 9 [� �Ø
�P�\�û�
�^,\û�
�_`\�û�
ab\ûÚ�

where,

enabling condition:
P \ ûW�tP \ ð j P \ ÷

transformation function:
^ \ û��ä^ \ ðéü ^ \ ÷ , linear

compositionof the component’s transitionfunctions.
In orderto definesuchcompositionthecondition

�,\ ð å�,\ ÷ �tæ
musthold.

lower time bound:
_`\ûè�eý»i 9Ë1 _`\ ð 
�_`\ ÷ 3

upper time bound:
ab\û7�týÃ�ÿþ 1 a(\ ð 
ab\ ÷ 3

Non shared transitions:

If thetransitionsY � and Y � donotsatisfythecondition
of sharedtransition,then

(1)
� 9 [ � 
 9 � �Ø=Ã�

and
� 9 � 
 9 [� �Ø=Ã�

and
(2) Y ú � 
 Y ú � =y� � F%F � �

whereY ú � ���Ø� 9 � 
 9 � �Ø
#� 9 [ � 
 9 � �Ø
�P \ ð 
�^ \ ðÖü�����!
�_`\ ð 
ab\ ð �
,Y#ú �����Ø� 9 ��
 9 �e�Ø
#� 9 � 
 9 [� �Ø
�P�\ ÷ 
���]� ü^,\ ÷ 
�_`\ ÷ 
ab\ ÷ �

���]� c 5 6 ð¿dî5 6 ð and
���!� c 5 6É÷ dî5 6É÷ are

the identity functionsover the datastatespaces
of thecomponents

�À�
and

�J�
.

Y ú � and Y ú � are called non-shared transitions and
capturethe situationwhereeitherof the components
(andnot both)is makingthetransition.

3.3 Change functions of composite activity states

We first define the set of changefunctions of the
compositestate 149 3 and then define the predicate

:�; , representingthe valid data spaceof 9 . The set
of changefunctions,denotedas <A; , of a composite
activity state9 ��� 9 � 
 9 � �

, canbeconstructedas

Case I: Non sharedvariables

H(� =r� ;�ð 
>igþ�� s=r� ; ÷ 
 < @; � < @; ðH(� =r� ;#÷ 
>igþ�� s=r� ; ð 
 < @; � < @; ÷
Case II: Continuoussharedvariables 1 H(�!+»=Û� ;�ð å� ; ÷ 3

<A; � <�;�ðÆüW<A; ÷
where, ü denotesa linear composition.For linear
changessuperpositiontheoremmay be applied.For
exampleif <A@;�ð � |

and <A@; ÷ ���
, then <A@; may be

definedas < @;�ð { < @; ÷ ���
, where < @	�;�
 denotesthe

changefunctionof variable
��

in activity state9 � .

3.4 Composition of : ;
If : ; ð and : ;�÷ arethe invariantpredicatesof activity
states9 � and 9 � of model

�À�
and

�J�
respectively,

thentheInvariantpredicateof compositeactivity state� 9 ��
 9 �Ø�
, denotedas : ; ð ;�÷ is

: ; ð ;�÷ � : ; ð j : ;#÷ (3)

Thecompositionis explainedwith thehelpof heating
systemexample.

3.5 Example: Heating System

TheCompositionalgorithmis appliedfor constructing
the compositemodel of heating systemof section
2.5, consistingof onecontrollerandoneheater. The
compositionis shown below.

Data variables:
�)�t� � -»� Ô ��� � 
 X 
��Ú
���'

Transitions:
�	�*�7��F%F �7Ô

In the exampleof heatingsystem,thereis no shared
transition.The compositetransitionset is shown in
Table 5.

Initial condition:
�Ö�t��� j ��Ô�é� 14� ��Ñ j X ��Ò j �t��w 3 j 1 �I��Ù 3

Activity states: Theset
�

obtainaftercompositionis
shown in Table 6. TheATG is shown in Fig. 4.

4. CONCLUSION

In this papera processmodel for hybrid systemis
propopsedwhich is an extensionover the TTM pro-
posedby (Ostroff and Wonham,1990). It is argued
that the activity statebasedprocessmodelling pro-
posedherecanabstractmuchoslow level complexity.
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Table5. Timedtransitiontableof compositemodelof heatingsystem

� �� Composition �����   � £ ¡N�
H S C ¢b£¢b¤ ¡ � £� ¸ ¥ ¦ ¹ÞÝ
F G L -1 ¨7©qªr©¬«� Â ¥ ¦ ¹ · F G H -1 ¨7©qªr©¬«� È ¥§7¹ · N G H +1 ¨7©qªr©¬«� Ï ¥  ¹ Ý
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Table6. Activity descriptiontableof com-
positemodelof heatingsystem

HF CL HCHF

LCHN HCHN

SNH HCLCHSNHCHSFLCHSF

x1
τS1

τS2

τ τS4
τS3

τS6

τS9
τS7

τS10τS5

S8

x2

x3x4

x5
x6 x8 x7

Fig. 4. ATG of compositemodelof heatingsystem

Compositionof suchprocessmodelsare given. The
useof suchmodel is demonstratedin the context of
theproblemsof stateestimationandfault diagnosisin
two companionpapers.
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