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Abstract: This paper, the first part of our three-part contribution, proposes a process modelling
framework that captures integral continuous variable dynamics in discrete-time; the frame-
work may be called discrete-time version of the Phase Transition Model of Hybrid Systems
(Alur et al., 1993). The modelling of the system phases is performed through Activity States.
The characterisation of Activity States is derived from the physical system variables for easy
modelling. The contributions of this paper are as follow. Transitions among activity states
are time constrained with upper and lower time bounds relative to an external global clock.
Composition of component models, essential for modelling of complex systems, is discussed
in detail. The model proposed in this paper is used in two companion papers for solving the
inferential problems of state estimation and fault diagnosis.
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1. INTRODUCTION al., 200(), the Reachability Graph (RG) was first
constructed. Measurement restriction was applied on
the RG and then the FDD mechanism was formulated
on top of it. Though the approach is appropriate for

any industrial discrete event system, it has the fol-
owing short comings

Research on Discrete Event Systems started with Fi-
nite State Machine (FSM) models (P.J.G. and W.M.,
1989). The model has been subsequently extende
to include time and process variables (Mukhopadhay
et al., 2000). As a natural extension and in view ¢ RG becomes very large with the increase value

of the existence of a rich theory of continuous vari- of timing parameters.

able dynamics, the FSM model has been further en- e due to the presence of continuous variable, it the
hanced to encompass hybrid systems (Henzimyer initial value is not a point, if can produce infinite
al., 1993) (Zad, 1999). In this work a hybrid extension number of RG.

of the work (Mukhopadhayt al., 200(),(Bhowal et e In the TTM, all the dynamics are presented in
al., 2000),(Mukhopadhast al., 200() is proposed. terms of discrete event transitions. Accordingly

differential and difference equations needed for

In (Mukhopadhayet al., 200@), inferential problems continuous dynamics can not be captured.,

such as, state estimation and fault detection and di-
agnosis (FDD), were discussed for a class of timed The modeling framework presented in this work can
discrete event systems. The process model was similatapture the timed dynamics of both discrete and con-
to the Timed Transition Model (TTM) (Ostroff and tinuous variables, and hence can model a class of hy-
Wonham, 1990). In this approach (Mukhopadrehy



brid system.However, unlike classicalhybrid system
models,time is discretehereto captureimplementa-
tion on computematurally

This paperis organisedas follows. In section2, the
activity state basedprocessmodel was introduced.
Compositionof processmodelwasdiscussedn sec-
tion 3. Section4 concludesthe paper The process
modelandcompositiorarediscussedavith anexample
of aheatingsystem

2. ACTIVITY STATE BASED PROCESSMODEL

The model M of a discretetime hybrid systemis
definedin termsof actiity statesas

M =<V,X,t,3,0 > 1)

whereV = {v1,vs,....,v,} is a finite setof data
variables, X is a finite setof actvity states(similar
to control locations(Alur et al., 1993)),t is a clock
variable,S is a setof transitionsand§ is the initial
condition.

V = V,uV,, whereV, is thesetof continuousvalued
variablesof typereal, V; is the setof discretevalued
variableswhich canbe of type real or typeintegeror
enumeratedype.

Data state: A datastatec is an interpretationof all
variablesin V. The datastates canhave two compo-
nents,a discretedatastate(o;) anda continuousdata
state(o.), i.e.,0 =< 0., 04 >.

Data space: The setof all datastatesis termedas
dataspaceandis denotedy X . Correspondinglyve
canwrite ¥p =< ¥; x X, > whereXy, X, arethe
discreteandcontinuoudataspacerespectiely.

2.1 Activity states

The conceptof activity statesforms the basisof the
proposedactiity statebasedmodel.An actiity state
is definedby a continuousdynamics(describedby a
setof differenceequationsyanda discretedatastate.
An actiity statetransitionoccursif thereis a change
in the continuousdynamicsor achangen thediscrete
datastate.In the presentmodelit is assumedhatthe
systemis having afinite numberof activity state.

With eachactiity stater, apredicate, (definedover
the continuousvariables)s associatedThis predicate
definesthe boundary conditions of the continuous
variablesWe call this predicateasboundarypredicate
for anactvity state.

In essencean activity stateis characterisecby a
discretedatastateo,, a changefunction A, andthe
predicateb,.

Change Function: Herewe areconsideringhe class
of systemsawhich canbe modeledaspiecavise linear

system.For all continuous variables v. € V., the
changefunction A%<, associatedavith activity statez,
is definedasthe rate of changeof the variablewith

time,i.e., AA—”; andis assumedo be constant.

Activity Description Table (ADT): The set {<
Odz, Nz, by, > |Vx € X} i.e. thediscretedatastate
alongwith changevariablesandboundarypredicates,
is describedin a takular form, forms the Activity
Description Table (ADT). Pleasenotethatthe setof
variablesof a compponentexcluding the input vari-
ablesare designatedas V,,. This input variablesare
excludedas any componentdoesnot influencetheir
inputvariables.

Clock Variable: In additionto the datavariablesand
activity statesthe modelhasone specialvariable,a
clock variablet with type(t) = N, the setof all
naturalnumbers.The clock variable representgime
onaglobalclock, externalto the systemi/ .

System State: A system state ¢ is definedas an
orderedtuple < z,0 >, whereo is a data state
belongingto X p

Recallthat X is thesetof all actiity statesThus@ C

X x ¥p denotedhe setof all possiblesystemstates.
Becausef the presencef continuousvariables( is

infinite.

Timed State: Oncewe includethevalueof ¢ with the
systemstate,we getthe timed state, denotedass. A

timedstates isatuple< z, o, t >. Thesetof all timed
stateds denotedasS. Naturally S is alsoinfinite.

2.2 Transitions

Besidesthe Activity Description Table (ADT), we
needthe transitionsamongthe actvity statesto be
definedfor capturingthe systembehavior. & is afinite
setof transitions A transitionT € & from anactuity
statez to anotheractiity statez™ is an orderedsix-
tuple,r =< z,z%,e;, hr, Iy, ur >;

where,

z isthepresentctvity stateof thetransition

zt isthenext actvity stateof thetransition

e, is the enablingconditionof the transitionr, more
specificallye, : ¥p — {true, false}, thatis, e, is
a booleanfunction and can be corvenientlyrepre-
sentedby a setof elementaryclausesonnectedy
A andV whereeachelementaryclauseis a linear
inequalityinvolving <, > or =.

h, isthetransformatiodunction,thattransformsdata
variablesduring the transitionr, from an actiity
statex tozt. Thus,h, : ¥p = Xp

1, isthelowertime boundto elapsefor thetransition
to occuraftere, becomesrue.

u, IS the uppertime boundsof thetransition.It indi-
categhatthetransitionmusttake placeon or before
theuppertime bound,if e, remaingrue.

It is alwaysthecasethatl, < u..



No transitioncantake placeif its enablingcondition
is falsein anactiity statez. If anenablingcondition
is true, the transitioncantake placefrom z to z+ ary
time, within its upperand lower time bounds.A set
V. C V is saidto bethetarget set (of variables)of a
transitionr, iff Vv € V., h,(v) # v.

A transition r from z to z* is denotedas 7 :<
z,zt > for brevity whenits other componentsare
clearfrom the context. Transitionsarerepresenteth
atakularform, calledTimed Transition Table (TTT).

2.2.1. Tick transitions  Thetick transition or simply
tick, denotedasy, is definedas

n = (z,z,true, h,,0,00) (2)

where,for h,, Xp — Xp isidentityandt = ¢t +
1. Thusa tick incrementsthe clock variablet by 1,
leaving all otherdatavariablesunchangedin fact, a
tick is the only transitionthat changeshe value of
t. Tick occursinfinitely often and is not explicitly
includedin .

2.2.2. Semantics of = If 0, € Xp be the data
stateassociatedvith anactvity statex ata particular
instant,thenatransitionr from z to zt is enabledat
thatinstant,if e, (o) becamdrue.

Let< z,d,, (t—1) > and< z,4.,,t > betwo consec-
utive timed statesLet < z,z%, e, h,,l;,u, > bea
transitionform z to z* ande. (§,,) befalseande. (")
betrue;thatis e, is enabledattimeinstantt. Thetime
instantt is designatedschoice point of 7, denotedas

(ter).

Thoughenabledthe transitionis preventedfrom oc-
curring till the lower time bound!, elapsesafter the
choicepoint. If the transitioncontinuego be enabled
from the choicepoint to the currentinstant,thenthe
transitionmustoccurbeforethe uppertime boundu.-

elapsesynlesgheoccurrencef someothertransition
causese,(o,) to becomefalse. Thereforethe tran-
sition can only take placeat ¢t th tick when (I, +

ter) <t < (ur + t.r) providedthe actvity stateis

x ande, (o) istrueVt (I, +ter) <t < (ur + ter).

Significanceof time boundsareasfollows:

Whenthetime boundis (0, 0), the transitionis called
instantaneousWhen the time boundis (0, c0), the
transitionis called spontaneousWwhen [, hassome
non-zerovalue,thetransitionis calleddelayed.

2.3 Initial condition

An initial conditiond is a satisfiableassertioroverthe
variablesV and X, characterizinghe initial system
states,at t = 0. Initialization may be considered
asresettingof the systemand the systemafter reset
alwaysstartsfromagq, =< zq, 09 >.

CONTROLLER

Fig. 1. Temperatureontrolsystem

2.4 Activity transition graph

TheprocessnodelM canalternatively berepresented
by agraph,calledActivity Transition Graph (ATG)
=< X,Q — {tick} >. The setof actiity statesX
is the setof nodesof ATG andthe setof transitions
& — {tick} is the setof directedarcs. Sincethe set
of actiity statesX is finite, ATG is alsofinite. ATG
has someinitial statesX; C X suchthatVz; €
Xi, 0(z;) = true.

It is assumedthat Zeno computation(Ostrof and
Wonham,1990)doesnotarrisein themodels.

2.5 Example: Heating System

Thedefinitionsstatedabove, areillustratedthroughby
theexampleof aheatingsystemThesystems shavn
in Fig. 1.

For modularity the modelsof the individual com-
ponentsare specifiedfirst. The model for the entire
system,is then built by composingthe component
models.In this example,the failure of the controller
and sensorshave not beenconsideredor simplicity.
Thesefailurescanhowever beincludedin the model,
in asimilar manner

2.5.1. Component models Heating system: The
Heatingsystemhasfour actiity statesnamelyheater
off in good condition (Hr), heater on in good
condition(H y), heater off in bad condition(Hsr) and
heater on in bad condition(Hgsy). Heatercango to
bad on conditiononly from good on conditionandbad
off condition from good off condition. The modelis
explainedbelow.

Activity States: Xgy = {HF,HN,HSF,HSN},Where
Hpg: HeaterOFF; Hy: HeaterON; Hgg: Heater
STUCKOFF; Hsn: HeaterSTUCK ON.

Data Variables: Vg = {H, S,T,C},whereH: heater
type discrete,domain {F,N}, where F:OFF and
N:ON; S: status,type discrete, domain {G,B},
whereG:GOODandB:BAD; T: temperaturetype



T Description Vp
Odx Ag by
H]s| & T
Hp | OFF&Good | F |G| -1 [0<T<7
Hy ON&Good | N [ G| +1 |[0<T<T7
Hgrp | OFF&Bad | F [ B| -1 [0<T<7
Hsy | ON& Bad N[B| +1 [0<T<7
Table1. Activity descriptiontableof heat-
ing system
T T zT er hr lr | ur
gy | Hp | Hy | C=H [ 8E=+1AH=N][ 0] 0
g2 | Hy | Hp | C=L | 2E=—-1AH=F [ 0] 0
Tgs | Hr | Hsp True S=B 0| @
TH4 HN HSN True S=B8B 0 o
Table 2. Timed transitiontable of heating
system
T

Fig. 2. ATG of heatingsystem

real,domain(0 < T < 7)1; C: controller typedis-
crete,domain{H,L}, whereH:HIGH andL:LOW.
Initial Condition: (H=FAS=GAT =0)
Note: Instead of a single initial system state <
xz,0 >, asin this casewe may geta setof initial
systemstatedependingon the definitionof 6.

The ADT of the heatingsystemis shavn in Table 1.
The Timed TransitionTable(TTT) is shovn in Table
2. The Activity TransitionGraph(ATG) is shovn in
Fig.2.

Controller: Controllerhastwo activity statesnamely
Control output LOW (C') and Control output HIGH

(CH). Thecontrollertoggleshetweerthesetwo states,
dependingon the heatertemperatureThe model is

explainedbelow.

Activity states: X = {Cr,Cr}, whereCy: Con-
troller outputlow; C'g: Controlleroutputhigh.

Datavariables: Vo = {C, T}, whereC: controller,
type discrete,domain{L, H}, whereL:LOW and
H:HIGH; T: temperaturetype continuousdomain
0<LT<L).

Initial condition: (C' = L)

The Activity Description Table (ADT) is shavn in
Table 3. The Timed Transition Table is shown in
Table 4. The Activity TransitionGraphis shavn in
Fig. 3

1 Herewe have consideredarbitaryboundaryconditions0 and 7.
Theactualvalueshalldependn the systemunderinvestigation

X Description Vp

Odz
C

Cr | OutputLOW L
Cyg | OutputHIGH H
Table 3. Activity descriptiontable of Con-
troller

Fig. 3. ATG of Controller

T z :E+ €r hr l‘r Ur
TC1 Cr Cyg | T<3 ]| C=L 0 0
TC2 CH CL T Z 5 C=H 0 0

Table4. Timedtransitiontableof controller
3. COMPOSITION

A systemtypically consistsof mary component®p-
eratingconcurrentlyandcoordinatingwith eachother
Modelsfor suchsystemscanbe constructedy paral-
lel compositionof the individual componenmodels.
The compositionis defined below for two compo-
nents;the definition canbe extendedin a naturalway
for morethantwo components.

3.1 Composition of two component models

Let the processmodels of two systemsM; and
My be M; =< %,Xl,t,%l,el > and M, =<
VvZaXQ:ta %2702 >.

The processmodel of the compositesystemis ob-
tainedby parallelcompositionof two components\/;
and M, (denotecas M = M, || M) andis definedas
thefive-tuple

M=(V,X,tS,0).
where

V =V; UV, is the setof datavariablesin the com-
positemodelandV; NV, # ¢ for interactingsys-
tems

X C X; x X, isthesetof actvity statesof thecom-
positemodel.

t istheglobaltime,

S = 31||S2 is the set of transitionsof composite
model

6 = 6, A 0y is theinitial conditionof the composite
model.

Thetransformationg k., } andtheenablingconditions
{e,} of transitionsfor boththe machinesaresuitably
composedothatthey applyontheentiredatavariable
set V. This can be accomplishedby the following
steps.



In My, V7 € &, Yo € V-V, h(v) =w
ande,(v) = true ; Vo1 € Xi,by, , = true; In
Mo, V7 € So, Y € V = Vo, h.(v) = vand
er(v) = true; Voo € Xo, by, » = true.

Constructionof &, b, and A, are explainedin the
follows subsections

3.2 Transitions of the composite model

Transitionsof the composedmodel are determined
in the following manners.Let < z1,20 >€ X
and there be transitionsr, in M; and » in M»
suchthat, n =< =z1,z],er,hr, 1y, ur, > and
Ty =< To9,T3,€ry, ey, lry,ur, >. The different
possiblecasesaredescribedollows.

Shared transitions: 7; and, are saidto be shared
transition if they are specifiedby the userto take
placesimultaneouslyA sharedransitionrequireghat
at the time of transitionboth transitionsare enabled
simultaneouslyIf thisconditionis satisfiedheshared
transitioncanbedefinedas

_ + .+
Ts =<< 21,23 >, < 21,25 >,er, b L ur, >

where,
enabling condition: e, = e, Ae,

transformation function: h,, = h,, o h,,, linear
compositionof the componens transitionfunctions.
In orderto definesuchcompositiortheconditionV,, N
V., = ¢ musthold.

lower timebound: I, = mazx(l,,,1,)
upper timebound: u,, = min(u,,, )
Non shared transitions:

If thetransitionsr; andr» do notsatisfythecondition
of sharedransition,then

(1) < 2,29 >€ X and< z;,23 >€ X and
(2) Ts1,Ts2 € %1“%2 where
Ta =<< T1,T9 >,< 2,29 >,er,hy o
ianlTlauTl >,
Teo =<< T1,Z2 >, < ml,x; >, er,,td; 0
hryslryy Uy >

idy : ¥p, - Xp, andid, : ¥p, — Xp, are
the identity functionsover the datastatespaces
of thecomponentd/; and M.

17,1 and 74 are called non-shared transitions and
capturethe situationwhereeither of the components
(andnotboth)is makingthetransition.

3.3 Change functions of composite activity states

We first define the set of changefunctions of the
compositestate (z) and then define the predicate

b, representinghe valid data spaceof z. The set
of changefunctions,denotedas A, of a composite
actiity statex =< 1,z >, canbeconstructeds

Casel: Nonsharedvariables

Vo € Vyy, and ¢V,,, Al=AY
Vo € Ve, and ¢ Vi, AY=AY

Case |I: Continuoussharedvariables(Vv, € V,, N
Vi)

Ay =Az 0Ag,

where, o denotesa linear composition. For linear
changessuperpositiortheoremmay be applied. For
exampleif A7 = 1andAj}, = 2, thenA} maybe
definedas A? + A?, = 3, whereA;! denotesthe
changeunctionof variablev; in actiity statex;.

3.4 Composition of b,

If b,, andb,, aretheinvariantpredicateof actvity
statesz; andxz, of model M; and M> respectiely,
thenthe Invariantpredicateof compositeactiity state
< x1,z2 >, denotedasb,, ,, is

beyzy = bgy A bz, (3

The compositionis explainedwith the helpof heating
systemexample.

3.5 Example: Heating System

TheCompositioralgorithmis appliedfor constructing
the compositemodel of heating systemof section
2.5, consistingof one controllerand one heater The
compositionis shovn below.

Datavariables. V = Vi UVy = {H, S, T,C}
Transitions: & = Sg||Sce

In the exampleof heatingsystem thereis no shared
transition. The compositetransition setis shovn in
Table5.

Initial condition: 8 = 6 A 6¢
0=H=FAS=GAT=0A(C=1L)

Activity states: ThesetX obtainaftercompositionis
shavnin Table 6. The ATG is shovnin Fig. 4.

4. CONCLUSION

In this papera processmodel for hybrid systemis
propopsedvhich is an extensionover the TTM pro-
posedby (Ostrof and Wonham,1990). It is argued
that the actiity statebasedprocessmodelling pro-
posecherecanabstractmuchoslow level complexity.



T

TS Composition T er hr lr | ur
TS1 TCy HFCL HFCH TS3 C=H 0 0
TS2 TH3 HFCL HSFCL True S=B 0 o
TS3 THq HpCy HynCy C=H %:—FIAH:N 0 0
TS4 THS HpCy HspCpgy True S=B 0 00
TS5 704 HspCp HspCqg T<3 C=H 0 0
TS6 TCy HyCy HyCp T>5 C=1L 0 0
TS7 TH, HynCy HsnCpy True S=B 0 00
TS8 TH, HNCp HpCp | C=L [ 2 =—-1AH=F [0 ] 0
TS9 TH, HNCL HSNCL True S=B 0 o0
TS10 e HsnCpgy HgrCp, T>5 C=1L 0 0
Table5. Timedtransitiontableof compositenodelof heatingsystem

Vp
z | Composition 04z Agr bz
H]SJ]C ar by
T1 HrCr FIG]|L 1 o<T<7
T2 HpCh F|G[|H 1 [ 0<T<7
T3 HnCr N|[G|H +1 [ 0<T<7
T4 HyCL N|[G|L +1 [ 0<T<7
Ts5 HspCL F|B|L -1 |o<T<7
z¢ | HspCh F|B]|H -1 |{o<T<7
z7 | HsyCyg | N| B | H +1 |0<T<7
zs | HsnCL N|[B|L +1 |0<T<7
Table6. Activity descriptiontableof com-

positemodelof heatingsystem

@ -
Tss Tsa
s2
X4 Tse X3
HN CL HN CH
Iso
\ Ts7
‘ = ‘ @ - @

Fig. 4. ATG of compositemodelof heatingsystem

Compositionof suchprocessmodelsare given. The
useof suchmodelis demonstratedn the contet of
the problemsof stateestimationandfault diagnosisn
two companiorpapers.

Acknowledgement: Thanks are due to the anory-
mousreviewersfor their valuablecomments.

5. REFERENCES

Alur, Rajee, CostasCourcoubetisThomasA. Hen-
zingerandPei-HsinHo (1993).Hybrid automata:
An algorithmicapproactto the specificatiorand
verification of hybrid systemsHybrid Systems,
LNCS 736, Springer Verlag pp.209—-229.

Bhowal, Prodip, Anupam Basu and Siddhartha
Mukhopadhay(2000).A framework for inferen-
tial problemsin DEDS part-1: State obsenation.
Proc. 2000 IEEE International Conference on

System Man and Cybernetics,
pp.2168-2173.

HenzingeyThomasA., ZoharMannaandAmir Pnueli
(1993). Towardsrefining temporalspecification
into hybrid system.

MukhopadhaySiddharthaProdip Bhowal and Anu-
pam Basu(2000a). A framework for inferential
problemsin DEDS Part-: TTM Basedvodeling.
Proc. 2000 IEEE International Conference on
System Man and Cybernetics, Nashville, USA
pp.2162-2167.

MukhopadhaySiddharthaProdip Bhowal and Anu-
pam Basu(200M). A framework for inferential
problemsin DEDS pPart-11 Fault Diagnosis.Proc.
2000 IEEE International Conference on System
Man and Cybernetics, Nashville, USA pp.2138—
2143.

Ostrof, Jonathars. andW. Murray Wonham(1990).
A framework for real-timediscreteeventcontrol.
IEEE Trans. on Automatic Control 35(4), 386—
397.

PJ.G., Ramadgeand Wonham W.M. (1989). The
control of discrete event system. Proc. |IEEE
77(1),81-98.

Zad, S.Hashtrudi(1999). Fault diagnosisin discrete
and hybrid system.Ph.D. thesis, Dept. of ECE,
University of Toronto,Canada.

Nashville, USA



