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Abstract: This paper presents adaptive algorithms to compensate roll eccentricity
perturbations in web transport systems. Roll eccentricity creates tension disturbances
whose frequencies may be slowly varying due to the change of radius of the roll.
The magnitude and phase of these perturbations are estimated through an adaptive
algorithm that cancels the effect of these perturbations. The ability of the algorithm
to reject eccentricity perturbations with slowly varying frequencies is shown through
simulations on the physical model, as well as experimental results.
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1. INTRODUCTION

We study a system that is quite common in in-
dustry. The system has at least three motors (cf.
Figure 1): an unwinder, a traction motor and a
winder, and it presents the inherent difficulties
of web transport systems. An important control
problem in web transport systems is the effect of
the perturbations due to the eccentricity of the
rolls. In web transport systems, roll eccentricity
creates tension disturbances that are periodic or
quasi-periodic due to change of radius of the roll
when the roll is the winder or the unwinder. These
perturbations can sometimes induce web break
and folds or material damage. This paper focuses
on removing the effect of these disturbances that
are quasi-periodic (periodic with a slowly varying
frequency) and whose amplitude and phase are
unknown. There exist several approaches to tackle
this problem. One is based on repetitive control
principles (see, e.g., (Garimella and Srinivasan,
1994), (Hillerström, 1996), (Lee and Smith, 1998),
(Weiss and Häfele, 1999)). Another approach is

based on adaptive algorithms (see, e.g., (Bodson
and Douglas, 1997), (Bodson et al., 1998), and
(Canudas de Wit and Praly, 1998)). In our appli-
cation (high speed web transport), it is important
to design an algorithm that can be added to an ex-
isting industrial controller. Therefore, we propose
two adaptive algorithms based on the adaptive
algorithms for noise cancellation of (Bodson and
Douglas, 1997). These algorithms lock on the am-
plitude and phase of the perturbations and cancels
their effect.

The paper is organized as follows, the first section
presents the model of the web transport system
based on the laws of physics. The second section
describes two adaptive algorithm schemes that
reject the effect of quasi-periodic perturbations.
The last section shows simulations and prelimi-
nary practical results when these algorithms are
applied to web transport systems.
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Fig. 1. Experimental setup
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Fig. 2. Three motors web transport system

2. MODEL OF THE WEB TRANSPORT
SYSTEM

Figure 2 shows a typical three motors system with
winder, unwinder, tractor and two load cells that
is used for our experiments. The complete model
of this system is given by the following equations
(see, e.g., (Koç, 2000) and (Koç et al., 2000)):

Tensions between consecutive rolls:

Lk−1
dTk

dt
= ES(Vk − Vk−1) + Tk−1Vk−1

−Tk(2Vk−1 − Vk) (1)

k = 2, 3, 4, 5 (Vk = RkΩk)

where Lk−1 is the web length between roll k − 1
and roll k, Tk is the tension on the web between
roll k−1 and roll k, Vk is the linear velocity of the
web on roll k, Ωk is the rotational speed of roll k,
Rk is the radius of roll k, E is the Young modulus
and S is the web section.
Laws of motion:
Unwinder: (U1 = Uu)

d(J1Ω1)
dt

= R1T2 − K1Uu − Cfu − fvuΩ1 (2)

Unwinder load cell:

J2
dV2

dt
= R2

2(T3 − T2) − f2V2 (3)

Tractor: (U3 = Ut)

J3
dΩ3

dt
= R3(T4 − T3) + K3Ut − Cft − fvtΩ3(4)

Winder load cell:

J4
dV4

dt
= R2

4(T5 − T4) − f4V4 (5)

Winder: (U5 = Uw)

d(J5Ω5)
dt

= −R5T4 + K5Uw − Cfw − fvwΩ5(6)

where Cfw, Cft, Cfu are the dry friction torques
of the three motors, respectively, fvu, fvt and
fvw are the viscous friction coefficients, and KkUk

are the motor torques. We can notice that the
inertia Jk and the radius Rk of the winder and
the unwinder,are time dependent and may vary on
a large scale during the process operation (about
300 % for the radius in our experiments).

The effect of the eccentricity of roll k can be mod-
eled as a sinusoidal perturbation on the nominal
radius of roll k:

Rk(t) = R0k(t) + Aksin(θk(t)) (7)

where R0k(t) is the nominal radius of roll k and:

θk(t) =

t∫
t0

Ωkdτ + δθk(t) (8)

Where δθk(t) is a slowly varying phase-shift. In
a constant speed web transport system, if the
eccentricity perturbation is on the winder or the
unwinder, the perturbation frequency is shifting
with time due to the change of nominal radius
of the roll. This model has been validated exper-
imentally on the system shown in Figure 1. The

Fig. 3. Model matching



matching performed is excellent as it can be seen
in Figure 3, without perturbation.

3. ADAPTIVE PERTURBATION REJECTION

We present two adaptive algorithms for the re-
jection of eccentricity perturbations. These algo-
rithms are based on the work of Bodson (see, e.g.,
(Bodson and Douglas, 1997) and (Bodson, 1998))
on noise cancellation. The main difference be-
tween these two algorithms is the type of identifed
noise parameters.

3.1 Adaptive algorithm I

This algorithm is based on a phase-locked loop
structure that estimates simutaneously the phase
and magnitude of the perturbation and then can-
cels it. This algorithm can be seen as a modified
version of a structure used in frequency demodu-
lation. We adapt Bodson’s approach to the case
of a feedback control system with output signal y
and reference input signal r instead of the case of a
noise cancellation system. Another difference with
Bodson’s approach is that the central frequency
Ωc of the perturbation can be measured and added
at the input of the frequency modulator in the
loop. The adaptive algorithm scheme is shown
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Fig. 4. Adaptive algorithm scheme I

in Figure 4, where G(s) is the system, K(s) is
the controller, d is the unknown quasi-periodic
perturbation (assumed to be equivalent to the
eccentricity perturbation), A is the estimate of the
magnitude of the perturbation, ω0 is the estimate
of the instantaneous frequency of the perturbation
and α is the estimate of its phase. Therefore, if ud

is the estimate of the perturbation, then:

ud = Acos(α) (9)

with

α̇ = ω0 = δ + Ωc (10)

It’s important that the perturbation cancellation
algorithm does not make matter worse even dur-
ing a starting transient. Therefore, we modify
Bodson’s algrithm by introducing a saturation
block on the estimated magnitude A and a switch-
ing system that can slowly close or open the
perturbation cancellation loop. The transfer func-
tion matrix D(s) relates the error signals e1 and
e2 to the estimated magnitude A and estimated
frequency shift δ, respectively. An approximate
analysis of this adaptive algorithm will allow us
to deduce a simple design rule for D(s). This
harmonic analysis is based on the following as-
sumptions:

• The value of A, δ and Ωc varies sufficiently
slowly, so that the response of the feedback
system to the signal ud(t) can be approxi-
mated by the steady-state output of the sys-
tem for a sinusoidal input with the frequency
ω0. This is a standard assumption in demod-
ulation systems.

• The instantaneous frequency ω0 = α̇ is close
to the known frequency Ωc so that G(jω0)
can be replaced by G(jΩc).

We make the assumption that the perturbation to
be cancelled is equivalent to an input pertubation,
d(t) = Ad(t)cos(αd(t)). Therefore,

y =
KG

1 + KG
[r]− G

1 + KG
[ud − d]

e =
1

1 + KG
[r] +

G

1 + KG
[ud − d] (11)

Let’s define:

GR = Re[
G

1 + KG
(jΩc)]

GI = Im[
G

1 + KG
(jΩc)]

If we neglect the transient due to the variations of
A, δ, Ωc, we have:

e =
1

1 + KG
[r] + AGRcos(α) − AGIsin(α)

−AdGRcos(αd) + AdGIsin(αd) (12)

e1 =
1
2
AGR +

1
2
AGRcos(2α) − 1

2
AGIsin(2α)

+cos(α)
1

1 + KG
[r]− 1

2
AdGRcos(α − αd)

−1
2
AdGIsin(α − αd) − 1

2
AdGRcos(α + αd)

+
1
2
AdGIsin(α + αd) (13)

e2 =
1
2
AGI − 1

2
AGIcos(2α) − 1

2
AGRsin(2α)



−sin(α)
1

1 + KG
[r] − 1

2
AdGIcos(α − αd)

+
1
2
AdGRsin(α − αd) +

1
2
AdGIcos(α + αd)

+
1
2
AdGRsin(α + αd) (14)

The filter D(s) is low-pass in nature, so the high-
frequency components within the system are elim-
inated by proper low-pass filtering of the signals
e1 and e2. Then, the signals e1 and e2 are approx-
imately given by:[

e1

e2

]
= P

[
A − Adcos(α − αd)

Adsin(α − αd)

]
(15)

where P is defined as:

P =
1
2

[
GR −GI

GI GR

]
(16)

When the phase error α−αd is small, this equation
can be linearized as:[

e1

e2

]
= P

[
A − Ad

Ad(α − αd)

]
(17)

Different methods can be used to design the filter
D(s). Let’s define the two variables x1 and x2 as:[

x1

x2

]
= P−1

[
e1

e2

]
(18)

so that

x1 = A − Ad

x2 = Ad[

t∫
0

(δ(σ) + Ωc)dσ + α(0) − αd(t)] (19)

Therefore, the dynamics of the system from the
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Fig. 5. Linearized model of algorithm I

parameters A and δ to the variables x1 and x2 are
approximatively decoupled from one another and
can be represented as in Figure 5. Then, D(s) may
be designed as the cascade of the transformation
(19) with the following filters:

A =
D1(s)

s
[x1] δ =

D2(s)
s

[x2] (20)

where the integrators are included to obtain a
zero steady state error on the estimate of Ad and
αd. The transfer functions D1(s) and D2(s) are
designed to guarantee the closed-loop stability of

the two sub-systems. According to the frequency
response, D1(s) and D2(s) can be selected as:

D1(s) = k1 ≤ − Ω̄c

10

D2(s) =− 1
Ād

Ω̄2
c

100
(s + Ω̄c/100)
(s + Ω̄c/10)

(21)

Where Ω̄c is an average value of the system’s
rotation frequency Ωc and Ād is an average value
for the amplitude Ad. Because the magnitude of
the disturbance Ad acts as a gain in the loop, the
parameters in D2(s) must be designed for a range
of magnitudes of the disturbance Ad.

3.2 Adaptive algorithm II

This algorithm is shown in Figure 6. It is based
on the estimation of the amplitude of two com-
ponents of the perturbation that are in phase
quadrature to each other. The estimate of the
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Fig. 6. Adaptive algorithm scheme II

perturbation, ud, is given by:

α̇ = Ωc (22)

ud = δd cos(α) − δq sin(α)

The analysis of the adaptive scheme is based on
the assumption that the perturbation is equivalent
to an input pertubation d(t) = Ad(t)cos(αd(t)).
Further, we assume that the value of Ωc varies
sufficiently slowly, so that the hypothesis of algo-
rithm I are also valid. Therefore, similarly to algo-
rithm I, if the high-frequency terms are eliminated
by proper low-pass filtering, the error signals e1

and e2 are approximately given by:[
e1

e2

]
= P

[
δd − Ad cos(α − αd)
δq + Ad sin(α − αd)

]
(23)

where P is defined as in (16). Therefore, the dy-
namics of δd and δq are decoupled as shown in
the linearized model of the disturbance cancella-
tion loop in Figure 7. The parameter g sets the
estimation dynamics. Indeed:[

δ̇d

δ̇q

]
= −g

[
δd − Ad cos(α − αd)
δq + Ad sin(α − αd)

]
(24)
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Therefore, g must be ≤ Ωc in order to filter
the high-pass frequency components, but large
enough in order to follow the phase variations of
the perturbation, d. In our experiment g = 1 ∼ 10.
In this case, δd exponentially converges toward
Ad cos(α − αd) and δq toward −Ad sin(α − αd),
so that ud exponentially converges toward d (with
time constant 1

g ).

4. APPLICATION TO THE WEB
TRANSPORT SYSTEM

In the web transport system, if the eccentricity is
due to roll k, then the main tension perturbation
is on tension Tk+1. Therefore, we add the adaptive
algorithm on the controller of the motor of roll k
with a feedback of the tension Tk+1. For exemple,
if the eccentricity is due to the unwinder, we add
the adaptive perturbation cancellation algorithm
on the unwinder controller as shown in Figure
8, where Ωc is the rotation frequency of the
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unwinding roll (Ωc = Ω1). The Bode plot of
the transport function between Uu and Tu is
shown in Figure 9 for different reference linear
velocities Vuref . The controller in our experiments
is designed using a H∞ robust control approach
(see (Koç et al., 2000) and (Koç et al., 2002)).
Based on the Vuref value, an average value Ω̄c is
computed for Ωc and the corresponding matrix P
is measured from the Bode plot. In practice, Ād is
computed from the estimated amplitude A using
a saturation function as in:

Ād =




Amin if A ≤ Amin

A if Amin ≤ A ≤ Amax

Amax if A ≥ Amax

(25)
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where Amax and Amin can be selected according
to the nominal output value of the controller.
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Fig. 10. Tension disturbance rejection at 50m/min
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Fig. 11. Tension disturbance rejection at
100m/min

Figures 10, 11 and 12 show simulations of both
algorithms rejecting an input perturbation on
the unwinder roll, at the web transport speeds
Vuref = 50 m/min, 100 m/min and 200 m/min,
respectively, with a constant web tension reference
signal. The cancellation algorithms is applied at
time t = 15 sec. It can be seen that the algorithm
II is more robust to tension set-point changes than
the algorithm I.

Figure 13 shows the spectrogram of the web ten-
sion at the unwinder during a real experiment on
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the system shown in Figure 1 for the web trans-
port speed Vuref = 50 m/min without adaptive
disturbance cancellation algorithm. Then, Figure
14 shows the spectrogram of the web tension at
the unwinder during a real experiment at the
web transport speed Vuref = 50 m/min with the
adaptive disturbance cancellation algorithm II on
the unwinder. One can see that the slowly varying
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Fig. 13. Spectrogram of the web tension at
50m/min without algorithm

first harmonic is almost completely cancelled. The
higher frequency perturbation term is due to the
traction motor.
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