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Abstrad: This work presents another concept of observability in nonlinea systems, when
the states of these types of models are described using a representation by interval
numbers. This approacd is an extension of classcal concepts of nonlinea ohservability,
cdled e-observability and is based on a notion of the neighborhood d a state with a given
predsion of epsilon. Our proposal includes the notion of an indistinguishable trgjecory
by intervals applied to the IMHSE method, which is the basic concept used to construct
the notions of observability that will be presented. Copyright © 2002IFAC
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1. INTRODUCTION

Classicd observability properties are described using
the notion of undistinguished states inR" . This type
of proposal can be found for example in (Hermann
and Krener, 1977. In this reference a notion of
observability of nonlinea systems is given as the
possbility of remnstructing the value of the state x
to the instants t,, starting from simple knowledge of
output evolutions and control law over an interval of
time [t,, t, +T[ O[to, to + T -

Frequently, red systems are represented in the
following form by nonlinea models:

k= f(x,u) @
20 =iy

Where xOR" is the vector of states, uOR"is the
vedor of input (or the external applied control),

yORPis the vedor of output (measurable

parameters of the systems), and f and h are known
nonlinea functions. In other words:
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Where y(x,|t) is the trajedory of the system,
starting from an initial condition x, totimet. When
interval arithmetic is used to describe %(.), (2) is
replacal by (3),i.e. Iz ():IR"xIR™ - TR

s :(t,XO):{XO,u(t),tD[tO ] - {Y(X, 1t} (€)

|z Y(t,X,) - IS the output trgjectory of the systems by

interval numbers, starting from ainitial condition X,
totimet, (tO[t,, t, + T, [ ), under the control law u.

An interval | =[a, b] is a dosed, bounded and
conneded set of red numbers. Let abox B O IR" be
a Cartesian product of n intervals. The set of all

boxes of R"is denoted by IR" (interva red
numbers). The width of an interval vedor B is



defined as w(B) :_r_rllax{h -a} . See(Hansen, 1992
for adescription of thistopic.
Remark 1. The ideas presented are general. They

have, however, been proved from a numericd
standpaint using interval arithmetic.

A graphicd form of (2) and (3), can be found in
figure 1.
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Fig. 1. Applicaion of X(.) and I,(.) over an initial
condition x, and X,

This paper is organized as follows:. the introduction
is followed by a presentation of the e-observabili ty
concepts. Sedion 3 presents the observability
property applied to observable axd non-ohservable
systems. An observability index by interval numbers
is proposed in sedion 4. The IMHSE method is then
briefly described in sedion 5. Finaly, results from
the gplication of e-observability to the result of
estimation by intervals of state variables are
presented and discussed.

2. NONLINEAR e-OBSERVABILITY AND
e-INDISTINGUISHABILITY

In this sdion the system I, (.) isdescribed asin the

last sedion. One of the important charaderistics in
systems using interval numbers is the notion of
indistinguishable states, i.e. states described by
interval  numbers that give a interva
indistinguishable output (with a predsion that can be
arbitrarily small).

A notion based on the distance of the output
trgjedories, for any predsion of cuts of the spaceof
states, seems more suitable to us (considering the
posshility that the computer effort to distinguish
between two padntsis sbstantial).

Proposal 1. (e-indistinguishability). Let V be awy
subset of TR", asinfigure 2. V isthe set of al states
(interval vedors) cut with a predsion of epsilon (for
simplicity and without loss of generdlity, the cuts
will be mnsidered reguar over the amissible
domain).
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Fig. 2. Indistinguishable statesin V.

A pair of points x, and x, areindistinguishable to a
predsion of g, if the output trgjectory of the system
(starting from these points) is bounded by o, when
the external control u is applied to the systems. In
other words when x, and X, produce the same

indistinguishable output by intervals for every
admissible input.
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Proposal 1is siown in graphical formin figure 3.
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Figure 3.a-neighborhood over the system output.

Proposal II. (e-Observability). I, (.) is observable, if
the following propgsition is true.



If Ox,OR",00>¢ 0Oaz=0, (¢,0,a)0R  such
that:

®
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Remark 2. A system is 0-observable (classc
definition in R", see (Hermann and Krener, 1977
for afuller discussion of this point) when:
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Proposal 2 is diown gaphicdly in the following
figures.
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Fig. 4.. d-neighborhood d x over the almissble
domain.
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Figure 5. A a-bounded output trgedory implies a
d-neighborhood d x over the almissible domain.

Remark 3. Noticethat in some caesit is negessary to
work for alongtime, i.e., avery significant computer
effort may be necessary to dstinguish the points over
the almissble domain. When this is the case, these

points are “weakly distinct points.” In theory, weakly
distinct points exist; from a pradicd point of view by
interval numbers, these types of states can be
considered as indistinguishable points for a given
predsion of epsilon.

3. REDUCTION OF THE ¢ PRECISION AROUND
THE REFERENCE

1.1 Observable systems

The ohservability property implies that if € becomes
smaller and smaller, the output trgjedory contrads
towards a smaler a-bounded trgedory that is
contained within itself. However, adso the
neighborhood around x, contrads towards a smaller
0-bounded neighborhood contained within itself,
such that é=¢. In other words:

If &>»¢00a,>a, 06, >»0,. This can be
represented graphicdly as:
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Fig. 6. e-observability property over an observable
system.



1.2 Non-observable systems: Case 1

This is a system with two indistinguishable subsets.
Obviously the represented system is a non-
observable system. The reason is becaise there ae
two dfferent subsets (in the ase of red numbers,
there ae two pdnts) over the almissble domain that
give the same bounded output trgedory (as
described in sedion I1). Notice that the width of the
set V, issimilar to the width of the set V4 even if the
e-predsion is reduced drasticdly. In other words, if
gx»&0a>»a, 09,=0,.
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Fig. 7. e-observability property over a non
observable system with two solutions (subsets).

1.3 Non-observable systems: Case 2

This case represents a non-observable system with
infinite solutions, i.e,, a system with a subset in
which many different indistinguishable states are
contained. Asin sedion 1.2, the width of theset V, is
similar to the width of the set V; even if the ¢-
predsionisreduced drasticdly. Here dso:

if e,>»e,0a,>»a, 06,=9,.
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Fig. 8. ¢-observability property over a non
observable system with a set that encloses many
different states as lutions.



4. OBSERVABILITY INDEX

In an observable system, people dso want to know if
there is sufficient amplitude of the link between
states to permit estimation of these states by interval
numbers. Our aim is to propose a1 index number
cdled Numerical observabhility index denoted by Iyo.
The main charaderistic of this index is to know the
width of the neighborhood d states in the subset V.
In other words, this work is concerned with an index
that is the ratio computed for the level & (of ead
states variable) obtained for a given margin of a on
the output trgjectory over an admissible domain. In
other words:

If Ox,0IR", x OV(.),06, >¢, Oa, 20, (¢,5,,a;,) OR
(i:1->n) such that:

[y 1) =3a06 10 <a O [, =% <4, ©

In order to clarify (6), a 2D subset will be used as an
example: thisis shown in the next figure:
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Fig. 9. Subset V OIR?, where V is the set of
indistinguishable points by interval numbers of

1,().

In this context, the foll owing proposals can be given:

Proposal 11l. (Numericd observability index 1). Is
defined by each state variable considering (6), as an
index that is the ratio computed for the level &
obtained for a given margin of a on the output
trajedory.

n} = = (@)

Proposal 1V. (Amplitude fador). Is defined by each
state variable considering (6), as the ratio computed
between the amplitude axd the width of the
admissible domain for this gate variable.

The normalized amplitude fador is given by:

Y=—— ®)

Propasal V. (Occupation fador). Is defined as a
volumetric index for the subset of indistinguishable
states, that is:
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Proposal VI. (Numericd observability index 2). Is
defined as a mpromised index between the
amplitude fador and the occupation facor.

o =T Erl (1_4’) (10
In other words:
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The following properties (from (11)) can be
demonstrated eesily using interval arithmetic:

a) |y isbounded by [0 1],i.e, 0< 1, <1.

b) If 1, =0 then the mntrol law (u(t) in (1)) is a
singular input.

c) If the system is observable, the 1, converge to
the maximal possblevalue, i.e., I, =1.

5. STATEESTIMATION BY INTERVALS

IMHSE converts the problem of state estimation
from a dynamic system into a static problem of
nonlinea optimization. The main purpose of the
technique is to find the value of a vedor of states at
the start time sh. The goa is to minimize the
difference between the simulated output of the
system, and the measured output, which corresponds
to the eperimental measurements. This is then
converted into the minimizaion of a nonlinea
function as (12) over the time horizon. IMHSE can
be formulated as a nonlinea programming problem
with the foll owing structure:

sh+lh-1

Minimize (globally) J(xm):% ZHVij\/mj 12
£
Subjed to:

Hx] = f(x].[uD 13
Iﬂmgﬂ=MM)
xOIR"

Where (12) corresponds to the objedive function,
(13) is the interval nonlinea model described by (1)
over an admissible domain in TR". In (12) v
corresponds to an eguation of remainders and is
defined as v, =y, - §, and Ihisthe horizon length.

Remark 4. A complete description of the IMHSE
globally convergent method, the involved dobal
optimization technique and the interval agorithms
used are eplored and can be found in (Vadés
Gonzdez and Flaus, 2001).



5.1 Observabhility by intervalsin IMHSE

It can be seen that the system (1) is observable over
the prescribed horizon, if and only if the solution to
the nonlinea optimizaion problem (12) at the
beginning of the defined time horizon exists and is,
in addition unique, acording to the dassicd
definition of observability. In other words, different
states give different output trajedories. However,
with IMHSE if more than one state is found as a
result of the global optimizaion problem at the
beginning of the horizon (there ae many different
indistinguishable states that generate the same
bounded trajedory of output as described in sedion
2), the system will not be observable. Theoreticaly,
it is possble to show that for the IMHSE method,
global ohservability exists over an admissible
domain (Q), if the injedion property for 1.’(t,x) is
true for eath step, i.e., when we shift the horizon in
one step, see(Valdés-Gonzdez and Flaus, 2007).

5.2 Application to a generic fermentation process
ove afinite horizon

The bioprocessconsidered works in batch mode. The
dynamic nonlinea model describes this kind of
bioprocessas follows:

X = u(S) X )
S = —@D(
y

Where X represents the concentration of biomass in
the reador (g/l) and S represents the concentration of
the substrate (g/l). The term u(s) is cdled the spedfic
growth rate of the biomass, is expressed in (1/h), and
is modeled by the following hybrid mixed
formulation:

IF S<25
U(S) =0.0641107° B

ELSE 19
4(S) =0.16

ENDIF

The output model in the cae of agobic processes is
combined with the respiration of micro-organisms,
and the gaseous balance céaculated al ows the rate of
respiration to be evaluated, which is typicdly of the
form (where ais generally greder than b):

y =(atu(S) +b)X 16

The goal isto estimate the mncentrations of biomass
and substrate from the output measurements of the
process (simulation). In this gudy, the process is
considered under the following initial condition for
the state and the parameters: x(0)=0.15 (g/l),
5(0)=4.9 (g/l), a=0.01, b=1 and y=0.8. The solution
space Q in the global optimization problem for X

and S for thistestis X =[0 45], S=[0 55] and
Q=XxS.

Remark 5: In this work, the method used assumes the
non-linea modd is known exadly, i.e., it does not
consider model uncertainty. However, arithmetic by
intervals enables us to define (if required) the
parameters as interval numbers, which will give
another type of representation of the uncertainties of
the red model.

Applicaion of IMHSE over the systems described by
(14)-(16) shows that the model involved is a non
observable system. This is due to the fad that there
are many different indistinguishable states, and is
ratified graphicdly (when looking at the entire
admissible domain) for the optimizaion tolerance
prescribed (¢=0.01), see figure 10. In this case
Y, =1.7800°%, ¢s =1, [=145010"° and the

index I, is I =0

General conditions and other interval estimation
results for this type of methoddogy and model can
be found in (Valdés-Gonzdez and Flaus, 2001).

&

a

L L L L L L L L
o 0.6 1 1.8 2 2.6 3 36 4 4.5
x

Fig. 10. Indistinguishable states determined when the
beginning of the horizon ist=0 hrs and Be=0.01.

6. CONCLUSIONS

Notions of e-observability by interval numbers
combined with the IMHSE method in ronlinea
systems have been presented. This approach is
assumes/takes the form of a subset that contains the
global solution for a determinate system by interval
numbers. An index combining a level & obtained
(over a subset of neighborhood) for a given margin
of a on the output trajedory isalso presented.
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