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Abstract: Certain topological and geometrical properties of data driven local coordinates
(DDLC) for state-space systems as introduced in (Wolodkinet al., 1997) and (McKelvey
and Helmersson, 1999) are derived. First the special case of SISO systems with McMillan
degreen � 1 is discussed in order to provide some insights into the geometry of the DDLC
construction. Then for the MIMO case with generaln it is shown that the set of transfer
functions corresponding to the parameter space contains a nonvoid open subset of the
manifold of transfer functions of ordern and that the estimation problem is locally well posed.
Moreover, it is stated that the parameter space always contains points corresponding to non
minimal systems and a result on the number of disconnected components of the equivalence
classes in the space� n2 � n � m� s	 (obtained by an embedding of the system matrices
 A � B � C � )
concludes this contribution.
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1. INTRODUCTION

In this paper certain topological and geometrical prop-
erties of a novel parametrization for classes of linear
systems are analyzed. One step towards an investiga-
tion of this type of parametrization called ”data driven
local coordinates” (DDLC) was given in (Deistler and
Ribarits, 2001) and this investigation will be extended
here. DDLC has been introduced by (Wolodkinet
al., 1997) and (McKelvey and Helmersson, 1999) and
is claimed to be advantageous from a numerical point
of view.

The models considered are of the form

x 
 t  1��� Ax
 t �� Bu
 t � (1)

y 
 t ��� Cx
 t �� ε 
 t � (2)

1 Support by the Austrian ’Fonds zur Förderung der wis-
senschaftlichen Forschung’, Project P-14438 is gratefully acknowl-
edged.

Herex 
 t � is then-dimensional state vector andy 
 t � is
thes-dimensional observed output. In this paper,u 
 t �
is either am-dimensional deterministic input or equal
to ε 
 t � . In any case, the process
 ε 
 t ��� is white noise.
A ��� n � n, B ��� n � m and C ��� s � n are parameter
matrices. The stability condition is usually imposed,
i.e. � λmax
 A����� 1 whereλmax denotes the eigenvalue
of maximal modulus. The transfer function (fromu 
 t �
to y 
 t � ) is of the form

k 
 z��� ∞

∑
j � 1

Kjz
j � ∞

∑
j � 1

CAj � 1Bzj � Cz
 I � zA� � 1B (3)

wherezstands for the backward shift operator as well
as for a complex variable. In case ofu 
 t ��� ε 
 t � , the
identity matrix has to be added to the right hand side
of (3).

Let UA be the set of all transfer functions (3) for arbi-
trary state dimensionn. UA is infinite dimensional and
may be broken into finite dimensional bits. Usually
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thesebits aredescribedby a subsetof an Euclidean
space(thesetof freeparameters),andthecasewhere
thesebits are subsetsof the classof causalsystems
of fixed McMillan degreen, which is calledM 
 n���
UA �! n "$#�%'& 0( M 
 n� , is consideredhere.The subset
of M 
 n� correspondingto stabletransferfunctionsis
denotedby Ms 
 n� . It is well-known that M 
 n� is a
realanalyticmanifoldof dimensionn 
 m  s� ; seee.g.
(HannanandDeistler, 1988).Ms 
 n� is a submanifold
of M 
 n� of thesamedimension.

The setUA is endowed with the so called pointwise
topologywhichcorrespondsto therelativetopologyin
theproductspace
)� s � m � # for thecoefficients 
 K j � j �* � . Note that M̄ 
 n� , which denotestheclosureof the
setM 
 n� , satisfies:M̄ 
 n�+�, i - nM 
 i � :
For givenm, s andn onecanembedthematrix triple
 A � B � C � in � n2 � n � m� s	 . By π the mappingattaching
transfer functions to such matrix triples is denoted
(or, with slight abuseof notation,also the mapping
attachingtransferfunctionsto freeparameters):

π : � n2 � n � m� s	/. M̄ 
 n�
 A � B � C �10. Cz
 I � zA� � 1B

Thepaperis organizedasfollows:In section2,DDLC
is briefly introduced.A list of resultsfor the special
cases � m � n � 1 is presentedin section3. Then
new results for the caseof generaln and arbitrary
input and output dimensionsare given in section4.
Finally, in section5 a resultaboutnon minimal sys-
temscorrespondingto TD is stated,and the equiva-
lenceclassesfor minimalsystemsareshown to consist
of two disconnectedcomponents.Section6 concludes
this contribution.

2. PARAMETRIZATION BY DDLC

The parametrizationby DDLC will be describedin
thissection;for furtherdetailsseee.g.(McKelvey and
Helmersson,1999).

Takingall entriesin 
 A � B � C � onecoulduse� n2 � n � m� s	
asa parameterspace.For k 
 z�2� M 
 n� the classesof
observationalequivalencewithin � n2 � n � m� s	 are real
analyticmanifoldsof dimensionn2. The ideanow is
to avoid thedrawbackof n2 essentially”unnecessary”
coordinatesby only parametrizingthe n 
 m  s� di-
mensionalortho-complementto the tangentspaceto
a certainequivalenceclassin � n2 � n � m� s	 at a given
 A � B � C � . Thesystem
 A � B � C � is obtainedby aninitial
estimate,thereforetheterm”datadrivenlocal coordi-
nates”.Thenthecorrespondingparameterspaceis of
dimensionn 
 m  s� ratherthann2  n 
 m  s� andthus
hasno ”unnecessary”coordinates.

Theconstructionof thetangentspaceto then2 dimen-
sionalequivalenceclassatagivenminimal realization
 A � B � C � is obtainedby consideringa statetransfor-
mationT �3
 In  ∆ � with 4 ∆ 4�� 1, where 46574 denotes

somematrix norm. Note that T � 1 �8
 In � ∆  ∆2 �5�5�59� :
Ã � TAT � 1 � A  In∆A � A∆In  O 
�4 ∆ 4 2 �
B̃ � TB � B  In∆B

C̃ � CT � 1 � C � C∆In  O 
�4 ∆ 4 2 �
Usingtherelationvec
 XYZ �:� ZT ; Xvec
 Y � , where

X ; Y � <=> X11Y 5�5�5 X1qY
...

...
Xp1Y 5�5�5 XpqY

?�@A
with X �B� p � q andY �C� r � s oneobtains<> vec
 Ã�

vec
 B̃�
vec
 C̃ �

?A � <> vec
 A�
vec
 B�
vec
 C �

?A  Qvec
 ∆ �� O 
�4 ∆2 4��
Q � <> AT ; In � In ; A

BT ; In� In ; C

?A �D� n2 � n � m� s	9� n2
(4)

As the columnsof Q spanthe tangentspaceto the
equivalenceclassat 
 A � B � C � , theorthogonalcomple-
ment is spannedby the columnsof someQE (which
canbe obtainede.g.via a singularvaluedecomposi-
tion of Q) andtheDDLC arethenobtainedasfollows:<> vec
 A 
 ξ ���

vec
 B 
 ξ ���
vec
 C 
 ξ ���

?A � <> vec
 A�
vec
 B�
vec
 C �

?A  QE ξ

ξ � TD �F� n � m� s	 (5)

Let VD denote the set of all transfer functions of
the form π 
 A 
 ξ �G� B 
 ξ �H� C 
 ξ ��� correspondingto TD via
(5). Clearly, for given 
 A � B � C � , TD canbe identified
via (5) with an affine subspacein � n2 � n � m� s	 . With
slight abuseof notationwe will useTD for both, the
parameterspace � n � m� s	 and the affine subspacein� n2 � n � m� s	 .

3. THE SISOCASEWITH N � 1

In this sectionsomeresultsfor the specialcasen �
s � m � 1 obtainedin (DeistlerandRibarits,2001)are
listedasthey provide usefulinsightsinto geometrical
andtopologicalpropertiesof theDDLC parametriza-
tion.

Note that for a given minimal realization 
 a � b � c�
correspondingto k 
 z�2� M 
 1� , the scalara is unique
and the correspondingequivalenceclassin � 3 is a
hyperbola(with 2 branches)which is determinedby
a fixed a and bc � const; see the thick curve in
figure1. Non minimal systems(correspondingto the
trivial transferfunction k 
 z�I� 0) are representedby
the union of the planesgiven by b � 0 and c � 0,
respectively. Figure1 alsoincludestwo othertypesof
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Fig. 1. Equivalenceclassesandparametrizedsubsets
in � 3.

parametrizationswhich arecommonlyusedfor linear
systems,namelythe echelonand the Ober balanced
form.Bothof themarecanonicalformsandareknown
to satisfycertaindesirabletopologicalproperties.The
systemmatricesfor thesetwo parametrizationsare
givenasfollows:J In figure 1 the set T� 1	 of all echelonparameters
correspondsto theplanegivenby c � 1 exceptfor the
line givenby b � 0, c � 1. This is becausetheechelon
systemsareparametrizedbyKL

a M θ1 N θ2 O
b M θ1 N θ2 O
c M θ1 N θ2 O PQSRFKL θ1

θ2

1

PQ N M θ1 N θ2 O'T TU 1V RXWZY+WX[]\ 0̂J Ober’s balancedcanonicalform only parametrizes
stablesystems,i.e. k 
 z�/� Ms 
 n� . The setsTo� 1	 and
To�_� 1	 of free Oberparameterscorrespondto the two

open half plane segmentsb � c � b ` 0 for γ �a
 1�
and b �b� c � b ` 0 for γ �c
�� 1� , respectively, with
a restrictedin both casesby � 1 � a � 1. Note that
γ is a structuralindex which determinesthe pieceof
Ms 
 n� to beparametrizedandcanonly takethevalues
 1� and 
d� 1� in the caseconsideredhere.If γ �e
 1� ,
for instance,the discretetime systemmatricesare
explicitely givenby

KL
a M σ N bc O
b M σ N bc O
c M σ N bc O PQfR

KggggggL 2σ h b2
c

2σ i b2
c

2 j 2σbc

2σ i b2
c

2 j 2σbc

2σ i b2
c

PlkkkkkkQ N M σ N bc O'T ToU 1V R/W:m2YnW�m
Thefactthat � a �o� 1 is easilyseenandb � c cantake
any positivevaluefor asuitablechoiceof σ � bc ` 0.J In thecaseof DDLC, commencingfrom a minimal
system
 a � b � c� , oneobtainsQ �!
 0 � b ��� c� T andthus
the columnsof QE can be chosenas 
 1 � 0 � 0� T and
 0 � c � b� T . Hence,TD canbe identifiedwith thewhole
planegivenby 
 a � b � c� T  QE ξ. Startingwith anOber
balancedinitial system 
 a � b � c�2�c
 a � b � γb� , e.g. for
γ � 1, TD becomesthewholeplanegivenby b � c.

Fromfigure1 thefollowing geometricalandtopolog-
ical propertiesof DDLC canbeseen:

J NotethatVD p M 
 1� . This is an immediateconse-
quenceof the fact that TD intersectsthe planesgiven
by b � 0 andc � 0 yielding two straightlines.In case
of an Ober balancedinitial system,this intersection
becomesthea-axisonly.J On the other hand,VD q M 
 1� becausethe plane
correspondingto TD doesnotintersector touchcertain
hyperbolae:seethethin curve in figure1.J Also note that Tmin

D , which is the subsetof TD

correspondingto all minimal systems,is open and
densein TD.J The lack of global identifiability of Tmin

D is easily
seenfrom figure 1: For balancedinitial realizations
all equivalenceclassesin Tmin

D consistof exactly two
elements,in any other casethe equivalenceclasses
in Tmin

D consistof two elementsexceptfor the points
whereTD touchesahyperbolawhichgivesasingleton.J Nevertheless,Tmin

D is locally identifiable(i.e. π � Tmin
D

is locally injective) at any point exceptfor the points
whereTD touchesa hyperbola.J Notethatin caseof anOberbalancedinitial system
TD containsall Oberbalancedsystemswith thesame
γ. As can be shown easily, this featureis no longer
valid for generaln, sincein thiscasetheOberbalanced
systemscorrespondto a ”curved” manifold of the
samedimension.J Starting from an Ober balancedinitial system,
Vmin

D � π 
 Tmin
D � is openin M 
 1� . On the otherhand,

for any otherinitial system,Vmin
D is not openin M 
 1�

becausethe transfer functions correspondingto the
points where hyperbolaetouch Tmin

D are boundary
pointsof Vmin

D .

4. TOPOLOGICALRESULTS

It is clear from figure 1 that any hyperbolain the
neighborhoodof theinitial systemhasa uniqueinter-
sectionwith TD andthuscanberepresenteduniquely
by DDLC. More generally, oneobtainsthe following
local result:

Theorem1. Assumethattheinitial system
 A � B � C � is
minimal. Thenfor a sufficiently smallopenneighbor-
hoodTloc of 0 � TD thecorrespondingπ 
 Tloc �r� Vloc is
anonvoid opensubsetof M 
 n� andthemappingπ � Tl oc

is a homeomorphism.

Remark:From Theorem1 it is seenthatVD contains
a thick subsetof M̄ 
 n� which containsπ 
 A � B � C � .
Additionally, due to the homeomorphismdescribed
above, the estimationproblemis locally well posed
in the sensethat consistency of the transferfunction
estimatesin Vloc impliesconsistency of theparameter
estimatesin Tloc.

Remark:As will beshown in thesequel,theresultof
Theorem1 is valid for otherparametrizationsaround



a minimal 
 A � B � C � fulfilling somegeneralconditions
which areeasyto verify.

Before Theorem1 is proved, a result from (Glover
andWillems,1974)on local identifiability at thepoint
ξ � ξ0 is stated.Let Tg �e� d denotea parameter
spacewhich is an opensubsetof � d . Note that local
identifiability meansinjectivity of the function π � Tg

loc

with Tg
loc beingsomeopenneighborhoodof ξ0 in Tg.

Theorem2. Let ψ : Tg . � n2 � n � m� s	 be a continu-
ously differentiablemappingattachingthe vectoriza-
tion of the systemmatrices 
 A 
 ξ �H� B 
 ξ �G� C 
 ξ ��� to ξ �
Tg andsupposethat 
 A 
 ξ0 �G� B 
 ξ0 �G� C 
 ξ0 ��� is minimal.
Then

(1) Tg is locally identifiableat ξ � ξ0 if andonly if

F : GL 
 n�ns Tg . � n2 � n � m� s	

 T � ξ ��0. <> vec
 TA 
 ξ � T � 1 �

vec
 TB 
 ξ ���
vec
 C 
 ξ � T � 1 �

?A (6)

is locally injectiveat 
 T � ξ �+�3
 I � ξ0 � .
(2) If the rank of X 
 ξ � equalsr for all ξ � U 
 ξ0 � ,

whereX 
 ξ �t�vu ∂F
∂T 
 I � ξ � ; ∂F

∂ξ 
 I � ξ �9w andU 
 ξ0 � is

someopenneighborhoodof ξ0, then Tg is lo-
cally identifiableat the point ξ � ξ0 if and only
if r � n2  d, or, equivalently, if and only if
det 
 XT 
 ξ0 � X 
 ξ0 ���2x� 0.

PROOF. 
 1� : ” y ” The fact that local identifiability
translatesto local injectivity of F is clear:In asuitably
chosenopenneighborhoodO of ξ0 all parameterswill
correspondto minimal systems(ψ is continuous)and
thereforeall equivalentsystemswill berelatedby the
given similarity transformation.Local identifiability
thereforeimpliestheexistenceof anopensetTg

loc z O
such that F �GL � n	9� Tg

loc
is injective. In particular, this

alsomeansthatF � OT � Tg
loc

is injective whereOT from
now on always denotessomeopenneighborhoodof
theidentity matrix I �B� n � n.
 1� : ” { ” Let us assumethat Tg were not locally
identifiableat ξ � ξ0. Takingξi � i � 1 � 2 with ξ1 x� ξ2

in an arbitrarily small neighborhoodTg
loc � Tg of

ξ0 with π 
 ψ 
 ξ1 ���I� π 
 ψ 
 ξ2 ��� , onecan easily calcu-
latetheuniquestatetransformationT 
 ξ1 � ξ2 �n� GL 
 n�
dependingcontinuouslyon ξi � i � 1 � 2 andsatisfying
T 
 ξ1 � ξ2 � . I for ξ1

. ξ2 suchthatF 
 T 
 ξ1 � ξ2 �H� ξ1 �r�
F 
 I � ξ2 � . Thus, F restrictedto OT s Tg

loc cannotbe
injective.
 2� Clearly, n2  d | n2  n 
 m  s� hasto befulfilled.
Under the assumptionthat the rank of ∂F

∂ � T � ξ 	 
 T � ξ � is

constantin someneighborhoodOT s U 
 ξ0 � it is clear
thatsuchanF is locally injective (i.e. F � ÕT � Tg

loc
is in-

jectivewith ÕT s Tg
loc � OT s U 
 ξ0 � ) if andonly if the

rankof this matrix is equalto n2  d. This is because
F canbe locally approximatedby the linear function
DF the injectivity of which is directly determinedby

the Jacobian.However, notethat the ”only if” part is
due to the constantrank assumptionwhich excludes
caseslike f 
 x�r� x3 in aneighborhoodof x � 0, for in-
stance.Whatremainsto show is thatrk 
 ∂F

∂ � T � ξ 	 
 T � ξ ���}�
rk 
 ∂F

∂ � T � ξ 	 
 I � ξ ���I� rk 
 X 
 ξ ����~ T � GL 
 n� . This is clear

because ∂F
∂ � T � ξ 	 
 T � ξ � canbewrittenasG 
 T � X 
 ξ � H 
 T �

where G 
 T � and H 
 T � are regular matricesfor all
T � GL 
 n� . �
Remark:Note that the theoremis alsoapplicablefor
parametrizationsresultingfrom somea priori system
knowledgeso that d neednot be n 
 m  s� ; however,
for Tg � TD, X 
 ξ0 � will itself be a squarematrix.
Moreover, it also dealswith parametrizationswhere
the parameterspaceTg cannotbe identified with an
affine subspacein � n2 � n � m� s	 . The Ober balanced
form for n ` 1 mayserveasanexampleat thispoint.

Remark:The ”constantandfull rankassumption”on
X 
 ξ � (and, equivalently, on ∂F

∂ � T � ξ 	 
 T � ξ � ) has a nice

generalinterpretationin caseof d � n 
 m  s� . As long
as it is valid, for any fixed F 
 T � ξ � , therewill be no
directionin thetangentspaceto theparametrizedman-
ifold (the structureof an affine subspacelike TD is a
specialcase)that locally coincideswith any direction
in thetangentspaceto theequivalenceclasses.More-
over, 
 T � ξ � canserve asa local coordinatesystemin� n2 � n � m� s	 aroundψ 
 ξ0 � , i.e. F is a local homeomor-
phism:NotethatO � GL 
 n�rs U 
 ξ0 � is anopensubset
of � n2 � n � m� s	 andF : O �,� n2 � n � m� s	 . � n2 � n � m� s	
is continuouslydifferentiablein O with non singular
Jacobian.By theinversefunctiontheoremthis implies
local invertibility of F aroundeach 
 T � ξ �]� O, i.e.
bijectivity of F on open (in � n2 � n � m� s	 !) neighbor-
hoodsO1 
 T � ξ �]� O and O2 
 F 
 T � ξ ���]��� n2 � n � m� s	 .
Thisdirectly yieldstheglobal resultthatF is an open
mapping(which will not be bijective on the whole
opensetO, in general).In all, continuityof F, together
with local invertibility andglobalopennessturnF into
a localhomeomorphism.

Remark: Theorem 2 also gives some information
aboutthe structureof the equivalenceclasses.If the
”constant rank assumption”in 
 2� in the theorem
above holds true and r � n2  d, then one cannot
havelocal identifiability andthuscertainshapesof the
equivalenceclassescanbeexcludedapriori.

Let � n2 � n � m� s	
n denotethesetof pointscorresponding

to minimalsystems.Theorem1 is provedwith thehelp
of thenext theorem:

Theorem3. Let O be anyopensubsetof � n2 � n � m� s	
n .

Thenπ 
 O� is openin M 
 n� .
PROOF. Let us assumethat π 
 O� is not open in
M 
 n� . Then onecan find a transferfunction k0 
 z���
π 
 O� and a sequencekt 
 z� . k0 
 z� with kt 
 z�C�
M 
 n��� π 
 O� . Thus, the inverse image π � 1 
 kt � –



π � 1 
 kt � is an equivalenceclassin � n2 � n � m� s	
n – sat-

isfies: π � 1 
 kt �r� O �e� . Let us now consideran ar-
bitrarypointK0 ��
 vec
 A0 � T � vec
 B0 � T � vec
 C0 � T � T �
π � 1 
 k0 �}� O. Clearly onecanfind an ε ` 0 suchthat
theopenball Kε 
 K0 � with radiusε andcenterK0 sat-
isfies Kε 
 K0 ��� O. The condition above then means
thatinfKt " π � 1 � kt 	 4 K0 � Kt 4�� ε whereKt is givenanal-
ogously. This is shown to yield a contradiction:As
M 
 n� hasthestructureof a realanalyticmanifoldone
canchoosea coordinateneighborhoodUα containing
the transferfunction k0 togetherwith a homeomor-
phismφα from Uα ontoanopensubsetTα of � n � m� s	 ;
seechapter2 5 6 in (HannanandDeistler, 1988).Con-
vergenceof kt

. k0 thereforeimplies convergence
of the correspondingparametersin Tα andthuscon-
vergenceof the correspondingsystemmatrices.Next
oneconsidersthe uniquetransformationT0 � GL 
 n�
mappingthesystemmatricescorrespondingto φα 
 k0 �
to therepresentativeK0 � π � 1 
 k0 ��� O. This mapping
is alsocontinuous,which finally impliesconvergence
of thecorrespondingrepresentativesKt to K0, clearly
yielding a contradictionto infKt " π � 1 � kt 	 4 K0 � Kt 4��
ε. �
PROOF of Theorem 1 First, the rank conditionfor
X 
 ξ � of Theorem2 
 2� is verified for ξ0 � 0. The
first part ∂F

∂T 
 I � ξ � is independentof the parametriza-
tion andhasalreadybeencomputedin (4). The sec-
ond part ∂F

∂ξ 
 I � ξ � is particularly simple for DDLC
becausethe parametersenter the vectorization of
 A 
 ξ �H� B 
 ξ �G� C 
 ξ ��� linearly via QE (see(5)). Thus

X 
 ξ �+���� A 
 ξ � T ; In � In ; A 
 ξ �
B 
 ξ � T ; In� In ; C 
 ξ � ... QE��� (7)

andfor ξ � ξ0 � 0 onegetsX 
 0�����Q...QE:� . Moreover,
X 
 ξ � hasconstantrank n2  n 
 m  s� in a neighbor-
hoodTloc of ξ � 0 becauseX 
 ξ � dependscontinuously
on ξ andthe determinantis a continuousfunction of
the entriesin X 
 ξ � . Note that π � Tl oc � π � F � GL � n	9� Tl oc

attachingk 
 z�:� M 
 n� to ξ � Tloc ��� n � m� s	 – indepen-
dentof thechoiceof T � GL 
 n� – is:� clearlycontinuous.� an open mappingbecauseF is open by a re-

mark above andπ is openby Theorem3. Thus
π 
 Tloc �+� Vloc is openin M 
 n� .� bijectivewhenconsideredasafunctionfrom Tloc

toVloc becauseof theinjectivity of F � � GL � n	9� Tl oc 	 .
Hence,π � Tl oc is a homeomorphism. �
Consideringthe topologicalstructureof the setsVD

andVmin
D yieldsa ”global” result:

Theorem4. Assumethattheinitial system
 A � B � C � is
minimal.ThenTmin

D is openanddensein TD andVmin
D

is openanddensein VD.

PROOF. Let us considerthe mapping∆ : TD
. �

attachingdet 
Wn
o 
 ξ � Wn

c 
 ξ ��� to ξ where

ξ 0.1� B 
 ξ �H� A 
 ξ � B 
 ξ �G��5�5�5�� A 
 ξ � n � 1B 
 ξ ���I�3� n 
 ξ �0. � n 
 ξ �H� n 
 ξ � T � Wn
c 
 ξ ����� n � n

andWn
o 
 ξ � is obtainedanalogously. NotethatWn

o and
Wn

c have full rank if andonly if 
 A 
 ξ �H� B 
 ξ �G� C 
 ξ ��� is
minimal. Moreover, the determinantof Wn

o 
 ξ � Wn
c 
 ξ �

is apolynomialin theparametersξi � i � 1 ��5�5�5 n 
 m  s�
andthusanalytic(andthereforetrivially continuous).
Opennessof Tmin

D in TD is straightforwardasTmin
D �

∆ � 1 
l�I� � 0 ��� is theinverseimageof anopensetand∆
is continuous.Densenessof Tmin

D in TD followsfrom a
well known resultfor analyticfunctions:∆ 
 ξ ��� 0 can
only hold trueon a thin subsetof TD (∆ cannotvanish
anywherein TD). Opennessof Vmin

D in VD followsfrom
thedefinitionof relative openness.HereVmin

D � VD �
M 
 n� and M 
 n� is known to be open in M̄ 
 n� ; see
(HannanandDeistler, 1988).Densenessof Vmin

D in VD

is shown easily: Any k0 � VD can be approximated
arbitrarily closely by kt � Vmin

D becauseevery point
ξ0 � π � 1 
 k0 �+ TD can be approximatedarbitrarily
closelyby parametervaluesin Tmin

D (Tmin
D is densein

TD) andπ (andthusπ � TD ) is continuous. �
Remark:Note that Vmin

D is not necessarilyopen in
M 
 n� . Thishasbeendiscussedin detailfor thespecial
casen � s � m � 1 in section(3).

5. GEOMETRICAL RESULTS

According to the next theorem,for n ` 0, Tmin
D is a

propersubsetof TD. Theproof is omittedfor reasons
of brevity, but canbe found in (RibaritsandDeistler,
2001).

Theorem5. Assumethat the initial system 
 A � B � C �
is minimal. Then VD containstransfer functions of
lower McMillan degree,i.e. TD containsnonminimal
systems.

For the specialcasem � s � n � 1 the setof obser-
vationally equivalent minimal systemshad the form
of hyperbolae(with two branches).The fact that the
equivalenceclassis not connectedis valid in general:

Theorem6. Assumethat the system 
 A � B � C � is min-
imal and s� m and n are arbitrary. Then the set of
observationally equivalent systemsconstitutesa n2

dimensionalreal analyticmanifold consistingof two
disconnectedcomponents.

PROOF. The first statementis well known since
for fixed minimal 
 A � B � C � the mappingφ attaching
the vector 
 vec
 TAT � 1 � T � vec
 TB� T � vec
 CT � 1 � T � T
to T � GL 
 n� is ahomeomorphism(injectivity of φ on
GL 
 n� is dueto theuniquenessof theconstructionof



statetransformations).For thesecondpart, it suffices
to show that the set GL 
 n� consistsof two discon-
nectedcomponents;seeLemma7 below. Thesetwo
componentsareopenin � n2

, their imagesunderφ are
openanddisjoint subsetsof the equivalenceclass(φ
is a homeomorphism)andthusthey aredisconnected.
However,bothcomponentsareconnectedastheimage
of a connnectedset undera continuousmappingis
connected. �
In order to make the papermore self-contained,the
following two lemmasareincluded:

Lemma7. ThesetGL 
 n� consistsof twodisconnected
componentscomprisingnonsingularmatricesthatcan
becontinuouslytransformedinto eithertheidentity In
or diag 
 In � 1 ��� 1� within GL 
 n� .
PROOF. Notethatbecausethesetsdet � 1 
�
 0 � ∞ ��� and
det � 1 
�
d� ∞ � 0��� aredisjoint andopen,GL 
 n� consists
of at leasttwo disconnectedcomponents.To show that
thereareexactly two components,considerthe SVD
of T � GL 
 n� : T � U1ΣVT

1 . HereΣ � diag 
 σ1 ��5�5�5 σn �
with σ1 � σ2 ��������� σn ` 0 denotingthe singular
valuesandU1 � V1 � O 
 n� whereO 
 n� is theorthogonal
group.Thesingularvaluesareunique,andassumethat
U1 � O 
 n� is fixed. Hence,the correspondingV1 �
O 
 n� will beuniquelydetermined.Clearly, thematrix
Σ canbecontinuouslytransformedwithin GL 
 n� into
the identity In. It thereforeremainsto show that any
U � O 
 n� canbecontinuouslytransformedinto either
In or diag 
 In � 1 ��� 1� becauseone could then apply
such a continuoustransformationto the orthogonal
matrix U1VT

1 . Hence,useof Lemma8 completesthe
proof. �
Lemma8. ThesetO 
 n� consistsof two disconnected
componentscomprisingorthogonalmatricesthat can
becontinuouslytransformedinto eithertheidentity In
or diag 
 In � 1 ��� 1� within O 
 n� .
PROOF. For n � 1 this is trivial becauseO 
 1����
1 ��� 1 � . For n � 2 one can write U ��
 ui � j �G� i � j ��
1 � 2 � . As UTU � I , one can set u11 � cos
 φ � and

u12 � sin
 φ � andgetsu21 ��  u12 andu22 �F¡ u11 with
φ �¢� 0 � 2π � . Hence,O 
 2� consistsof rotations(u21 �� u12, u22 � u11, i.e.det � 1)andproductsof arotation
andareflection(u21 � u12, u22 �£� u11, i.e.det �£� 1).
Now for an arbitrary matrix U �¤
 ui j � i � j "6& 1 � ¥ ¥ ¥ n ( �� n � n onecanalwaysfind acontinuouslyparametrized
matrixR12 � R12 
 φ1 � , whichperformsarotationof the
angleφ1 in theplanespannedby the first andsecond
coordinateaxis,suchthatu21 � 0:¦§§§§§§¨ cosU φ1 V sinU φ1 V� sinU φ1 V cosU φ1 V

1

...
1

©«ªªªªªª¬ ®_¯ °
R12 ± φ1 ²

U ³ ¦§§§§¨ u ´2µ¶µ¶µ+´
0 ´2µ¶µ¶µ+´
.
.
.

.

.

.
.
.
.´2´2µ¶µ¶µ+´
©«ªªªª¬

The angleφ1 is thengiven by tan� 1 
 u21
u11
����·¸� π

2 � π
2 ¹ .

Note that R12 
 φ1 �]� O 
 n�X� GL 
 n� . Next, one pre-
multiplies by R13 
 φ2 � (which is definedaccordingly;
trigonometricentriesappearin the 
 1 � 1�G�º
 3 � 1�H��
 1 � 3�
and 
 3 � 3� positions)andchoosesφ2 suchthatthe 
 3 � 1�
elementcancelsout. This will leave the secondrow
unchanged.Writing R12 
 φ1 � R13 
 φ2 ��5�5�5 R1n 
 φn � 1 � U �
R1U � Ũ � O 
 n� finally yieldsamatrixwith afirst col-
umn of the form 
 ũ11 � 0 ��5�5�5�� 0� T . Note that ũ11 ��  1
becauseŨ � O 
 n� . If ũ11 �»� 1, one appliesa final
rotationR12 
 π � in ordertogetũ11 � 1.Clearly, thefirst
row mustthenalsobezeroeverywhereexceptfor the
 1 � 1� position.Next, R23 
 ρ1 � R24 
 ρ2 ��5�5�5 R2n 
 ρn � 2 � Ũ �
R2Ũ , andaftern � 1 iterationsonegetsRn � 1 5�5�5 R2R1U� diag 
 In � 1 � ūnn� with ūnn �£  1 (becausetheproduct
is againan elementof O 
 n� ), dependenton whether
det 
 U �:� 1 or det 
 U �:�¼� 1. �

6. CONCLUSIONS

In this papersomegeometricalandtopologicalprop-
erties of data driven local coordinates(DDLC) are
derived. It is shown that the setof transferfunctions
describedby DDLC hasthesametopologicaldimen-
sion as the manifold M 
 n� and that the parameter
estimationproblemis locally well posed.Moreover,
it is statedthat the parameterspacealways contains
points correspondingto non minimal systemsand it
is proved that the equivalenceclassesin � n2 � n � m� s	
alwaysconsistof two disconnectedcomponents.
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