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Abstract: In this paper a new method for robust decentralised control of large-scale
systems using quantitative feedback theory (QFT ) is suggested. For a given large-
scale system an equivalent descriptor system is defined. Using this representation,
closed-loop diagonal dominance sufficient conditions over the uncertainty space are
derived. It is shown by appropriately choosing output disturbance rejection model in
designing QFT  controller for each isolated subsystem, these conditions are achieved.
Then a single-loop quantitative feedback design scheme is applied to solve the
resulting series of individual loops to guarantee the satisfaction of predefined
MIMO quantitative specifications. Copyright © 2002 IFAC
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1. INTRODUCTION

Modelling of large-scale systems by
interconnected low order sub-systems is beneficial
due to computational and economical difficulties
in a large-scale system. In many decentralised
control systems, just as in non-decentralised cases,
the performance of system is heavily affected by
the un-modelled dynamics, parameter changes,
uncertain values, disturbances, etc. Recently, there
has been a growing attention toward using robust
methods in control of large-scale systems
(Jamshidi, 1997).

One of the well known methods in robust control
theory is quantitative feedback theory that
emphasises the use of feedback for achieving the
desired system performance. The quantitative

feedback design robust control methodology for
multi input, multi output ( MIMO ) systems
introduced by Horowitz is  the known technique
that considers large parametric uncertainty and
quantitative performance requirements
simultaneously. Decentralised control with
Nyquist like methods can be very effective, if one
can obtain the required degree of diagonal
dominance fairly easily. The first major drawback
of all the existing decentralised control methods
based on generalised diagonal dominance is the
fact that a compensated open-loop diagonally
dominant system in no way guarantees that the
resulting closed-loop system is also diagonally
dominant. On the other hand, closed-loop diagonal
dominance is necessary for almost decoupled
closed-loop response. More fundamentally, there is
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a need to investigate what level of open-loop
dominance will guarantee a desired level of the
closed-loop dominance. To do this, an appropriate
measure of dominance must be defined. Secondly,
if the plant is uncertain, then open-loop diagonal
dominance at one parameter point does not insure
the condition at any other points. In fact,
decoupling at one point may result in severe open-
loop and/or closed-loop interaction at another point
(Nwokah, 1993). Decentralised design methods
that address the above issue are therefore desirable.

In this paper, closed-loop diagonal dominance
sufficient conditions over the uncertainty space are
derived. It is shown by appropriately choosing
output disturbance rejection model, in designing
the QFT  controller for each isolated subsystem,

thes e conditions are achieved. Then a single-loop
quantitative feedback design scheme is applied to
solve the resulting series of individual loops to
guarantee the satisfaction to predefined MIMO

quantitative specifications.

The paper is organised as follows: In section 2, the
problem of finding suitable local dynamical
controllers for the subsystems of a linear large-
scale system is formulated. In section 3, by
defining an equivalent descriptor system for a
given large-scale system, diagonal dominance
sufficient conditions are derived. In section 4, it
will be shown how by appropriately choosing the
output disturbance rejection model for each local
QFT  problem, these conditions are derived. In

section 5 the effectiveness of the proposed method
and its ease of application are demonstrated by a

22 ×  uncertain multivariable example.

2. PROBLEM FORMULATION

Consider an uncertain large-scale system ),s(G

with the following state-space equations
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other sub-systems. The objective in this paper is to
design a local output feedback dynamical
controller
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for each isolated uncertain subsystem
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where iR  is the i-th reference input, such that the

overall closed-loop system under the decentralised
QFT  controller
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has the desirable QFT  Performance. The systems

)C,B,A(  and )C,B,A( ddd , where { }iid AdiagA = ,

{ }iid BdiagB = , and { }iid CdiagC =  are the nominal and

the nominal diagonal systems respectively.

3. DIAGONAL DOMINANCE ACHIEVMENT

In order to derive closed-loop diagonal dominance
sufficient conditions over the uncertainty space, all
of the inputs and outputs are defined as state
variables of the system and an equivalent
descriptor system for the given large-scale by the
following equations is derived
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where )s(G
cl

, )s(G
dcl

, )s(G cl , and )s(Gdcl  are the

transfer matrices of the descriptor system with and
without considering the interactions, and the
original system with and without considering the
interactions. With these equations, it can be
concluded that designing appropriate QFT

controller for the equivalent descriptor system
given by the equations (6) is equivalent to
designing QFT  controller for the original system
given by the equations (1). The equation (13) can
be written as
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In the above equation if the norm of the difference
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)HPCC( −  can be approximated by the matrix C

(Stewart, 1973). Then the equation (16) can be
written as
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Defining +C , the generalised inverse of C , as
defined by

1−+ = )CC(CC TT                                          (20)
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and off diagonal parts of )s(G
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loop system is diagonal dominant and the proof is
complete.
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From the relations (18) , and (28) it can be seen by
minimising dS , the sensitivity matrix of the

diagonal uncertain system
)CC,BB,AA( dddddd ∆+∆+∆+ , as given by the relation
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where 10 ≤≤ α , is a designing factor, the closed-
loop diagonal dominance for the system (1) is
achieved. Since
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where iS  is the sensitivity function of the i-th

isolated uncertain  subsystem, the closed-loop
diagonal dominance condition (29) can be written
as given by the relation
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4. DECENTRALISED QUANTITATIVE
FEEDBACK DESIGN

Quantitative feedback theory is a unified theory
that emphasises the use of feedback for achieving
the desired system performance tolerance despite
plant uncertainty and plant disturbance. QFT

quantitatively formulates these two factors in the
form of (a) sets { }RR

T=ℑ  of acceptable command
or tracking input-output and { }DD

T=ℑ  acceptable

disturbance input-output relations, and (b) a set
{ }P=Π  of possible plants. The objective is to

guarantee that the control ratio 
R

Y
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T=ℑ  and 

D
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for all P  in Π  (Horowitz, 1991).
The design approach for the output disturbance
rejection problem, is based upon the performance
specification that the disturbance has no effect on
the steady state output; also, the resulting transient
must die out as fast as possible with a limit pα  on

the maximum magnitude of the output. There are
some methods to minimise, the effect of a
disturbance input on the output of a control
system, such that
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where )s(T D2
 is the output disturbance rejection

model, and )s(D
2  is the output disturbance. In

section 3, it is shown by minimising the sensitivity
function of each isolated subsystem as given by
the relation (31), the closed-loop system is
diagonal dominant. Considering the relations (31) ,
if for each isolated subsystem the output
disturbance rejection model is selected as given by
the relations
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the closed-loop system is diagonal dominant. Then
an appropriate QFT  controller with this output
disturbance rejection model for each isolated
SISO  subsystem will be designed.

5. ILLUSTRATIVE EXAMPLE

The 22 ×  benchmark problem in QFTMIMO −

design (Yaniv, 1993), 
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Therefore the closed-loop diagonal dominance
condition (33) are satisfied. Designing local QFT

controllers for two isolated subsystems, the
decentralised controller and pre-filter are given

by
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)s(F respectively. Figure 1

shows the frequency responses of ijt  the diagonal

and off diagonal elements of the closed-loop
system in some operating points. From this figure
it can be observed that the desirable tracking and
closed-loop diagonal dominance over the
uncertainty space are achieved.

6. CONCLUSION

In this paper a new method for robust decentralised
control of large-scale systems using quantitative
feedback theory (QFT ) is suggested. For a given
large-scale system an equivalent descriptor system
is defined. Using this representation, closed-loop
diagonal dominance sufficient conditions over the
uncertainty are derived. It is shown by
appropriately choosing the output disturbance
rejection model in designing the controller for each
isolated subsystem, these conditions are achieved.
Then a single-loop quantitative feedback design
scheme is applied to solve the resulting series of
individual loops to guarantee the satisfaction of
predefined MIMO  quantitative specifications. An
example is carried out to show the effectiveness of
the proposed methodology. The results clearly
show the achievement of desirable performance by
proposed robust decentralised design.
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Fig. 1. Frequency responses of 21,j,i,t ij =  and the frequency responses of upper

and lower tracking models ('*').


