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Abstract: This paper presents a robust model{based technique for the diagnosis
of faults in a chemical process. The diagnosis system is based on the robust
estimation of process outputs. A dynamic non{linear model of the process under
investigation is obtained by a procedure exploiting T akagi{Sugeno (T-S) multiple{
model fuzzy iden ti�cation. The combined iden ti�cation and residual generation
schemes have robustness properties with respect to modelling uncertainty, disturbance
and measurement noise, providing good sensitivity properties for fault detection and
fault isolation. The identi�ed system consists of a fuzzy combination of T-S models
to detect changing plant operating conditions. Residual analysis and geometrical
tests are then suÆcient for F ault Detection and Isolation (FDI), respectively. The
procedure here presented is applied to the problem of detecting and isolating faults
in a benchmark simulation of a tank reactor chemical process.

Keywords: Analytical redundancy, sensor fault diagnosis, multiple{model, fuzzy
system identi�cation, chemical process.

1. INTRODUCTION

Modern chemical plants are large scale, highly
complex, and operate with a large number of
variables under closed loop con trol. Early and
accurate fault detection and diagnosis for these
plants can minimise downtime, increase the safety
of plant operations, and reduce manufacturing
costs. Chemical processes are becoming more
heavily instrumented, resulting in large quantities
of data becoming available for use in detecting
and diagnosing faults. Exothermic reactions in
CSTR are extremely important systems of poten-
tial safet y problems because the temperature in-
creases rapidly in a short time. Univariate control

charts (Russell et al., 2000) have a limited ability
to detect and diagnose faults in such processes due
to large correlations in the process data. This has
led to a surge of academic and industrial e�ort
concentrated towards dev elopingmore e�ective
process monitoring methods.

While techniques based on �rst{principles models
ha vebeen around for more than tw o decades,
their con tributionto industrial practice has not
been perv asiv edue to the huge cost and time
required to develop a suÆciently accurate process
model for a complex chemical plant (Russell et
al., 2000). The process monitoring techniques that
ha ve dominated the literature for the past decade
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and have been most e�ective in practice are based
on models constructed almost entirely from pro-
cess data (Martin et al., 1999; Chen and Pat-
ton, 1999; Patton et al., 2000; Patton et al., 2001).

The purpose of this work is to bring an example
of data{driven process monitoring technique to
practicing engineers.

These fault diagnosis methodologies for dynamic
processes have pursued with a wide variety of
model-based approaches being proposed (Isermann
and Ball�e, 1997; Chen and Patton, 1999; Pat-
ton et al., 2000). These di�erent methods can
be reduced to a few basic approaches such as
the parity space (Gertler, 1998), state and out-
put estimation (Isermann, 1984; Patton, 1997),
the fault detection �lter (Patton, 1997; Chen et

al., 1996; Frank and Ding, 1997) and parame-
ter identi�cation (Chen et al., 1996; Patton et

al., 2000). All these \model{based" methods re-
quire mathematical models of the process, in ei-
ther state space or input-output form.

Under these assumptions, the paper explores the
potential for process fault diagnosis using an
output estimation approach in conjunction with
a residual processing scheme comprising simple
threshold detection. A main issue is the devel-
opment of FDI residuals which demonstrate in-
dividual sensitivity to distinct faults acting in the
non{linear plant.

It is also a requirement for these residuals to be
robust against modelling uncertainty and operat-
ing point changes. This is achieved through a spe-
cial approach in model identi�cation and the use
of residuals based on a Takagi{Sugeno multiple{
model estimation strategy (Patton et al., 2001).

The proposed method also does not require a
deep insight into the monitored process but re-
lies upon the building of input{output relation-
ships through model identi�cation procedures, i.e.
Takagi{Sugeno fuzzy non{linear models (Simani
et al., 1998; Simani et al., 1999; Patton et al.,
2001; Simani et al., 2001).

The identi�cation of locally aÆne models using
the T{S strategy is solved by fuzzy clustering
obtained by partitioning the process monitored
data into subsets. This estimation technique gives
a reliable model of the process being addressed,
mainly because the fuzzy modelling approach pro-
vides an accurate model in terms of encapsulating
di�erent process operating regions.

It is, however, worth noting that when the aim
is to apply FDI to continuous systems under
steady operating conditions, linear methods, such
as ARX, are valid (Simani et al., 2000; Patton
et al., 2001). However the complex input{output

behaviour such as multiple steady{states justi�es
the use of a robust multiple model approach.

The proposed FDI scheme is applied to sensor
fault diagnosis in a Continuous Stirring Tank Re-
actor (CSTR) process model (Russell et al., 2000),
the dynamic behaviour of which was obtained
using the non{linear dynamic fuzzy model iden-
ti�cation procedure.

2. MODEL DESCRIPTION

It is assumed that the monitored system, depicted
in Figure (1), can be described in fault-free con-
ditions, by a discrete{time, time{invariant, dy-
namic model of the type (Leontaritis and Billings,
1985a):

y�(t) = f
�
x�(t)

�
(1)

where, the NARX (Non{linear AutoRegressive
eXogenous input) model (Leontaritis and Billings,
1985b; Ljung, 1999) establishes a relation between
the �nite past input{output data, represented
by the regression vector x�(t) and the predicted
output x�(t) =

�
u�(t � 1); � � � ;u�(t � n);y�(t �

1); � � � ;y�(t�n)
�
, with pure delay from the input

to the output. The vector y�(t) 2 <
m contains

the outputs of the system, whilst u�(t) 2 <
r

the control input vector. f
�
�

�
is approximated

by using a static non{linear function. The vectors
u(t) and y(t) are the only available measurements
which can be acquired from the input and output
sensors. Figure (1) also shows the fault distri-
bution in the monitored system. By neglecting
sensor dynamics, the signals u�(t) and y�(t) can
be modelled by the following Equations�

u(t) = u�(t) + ~u(t) + fu(t)
y(t) = y�(t) + ~y(t) + fy(t)

(2)

where fu(t) and fy(t) are signal vectors which
represent the presence of input and output sensor
faults, respectively. Usually the fu(t) and fy(t)
signals are described by step and ramp functions
representing abrupt and incipient faults (bias or
drift), respectively. In real{world applications,
variables ~u(t) and ~y(t) represent and instrument
noises.

Fig. 1. Monitored system and measurement pro-
cess structure.



It is worthwhile noting how the case of compo-
nent faults cannot be described by Eqs. (2). On
the other hand, by assuming general detectability
conditions (Chen and Patton, 1999), faults a�ect-
ing output measurements y(t) can be successfully
detected by monitoring both u(t) and y(t) signals.

3. DYNAMIC SYSTEM IDENTIFICATION
FOR FDI

The FDI approach is implemented by making use
of an output estimation method to produce a set
of signals from which it will be possible to isolate
faults associated with the process. The design of
such output predictor requires the knowledge of
the process in terms of a dynamic model (1),
which is, in particular, in input{output form.

The approach used in this work uses non{linear
system identi�cation and modelling since the pro-
cess changes operating regions and it exhibits
non{linear behaviour, as many batch process op-
erations also do. Non{linear methods such as non{
linear observers, extended Kalman �lters, fuzzy{
logic methods, etc. may be used for dynamic pro-
cess identi�cation (Simani et al., 2000; Patton et

al., 2001). In particular, and in this work, the T{
S non{linear fuzzy model is successfully exploited
to estimate the outputs of the process.

In the presented application, the non{linear dy-
namic process is therefore described by the com-
position of several T{S models selected accord-
ing to the process operating conditions (Patton
et al., 2001). The T{S models and, in partic-
ular, an appropriate number M of fuzzy sub-
sets are built from the decomposition of input{
output data u(t) and y(t) (t = 1; � � � ; N) ac-
quired from a dynamic process. Each subset, Ri,
(i = 1; � � � ;M) represents an operating region of
the dynamic process which is approximated by a
aÆne dynamic model. Partitioning of the data
set into fuzzy subsets can be achieved, for in-
stance, by using the well{established Gustafson{
Kessel (G{K) clustering algorithm (Gustafson and
Kessel, 1979; Simani, 2000; Simani et al., 2001),
which is implemented in the Fuzzy Modelling
and IDenti�cation (FMID) MATLAB Toolbox
(Babu�ska, 2000; Babu�ska, 1998). Here, each clus-
ter Ri (i = 1; : : : ;M) obtained by fuzzy parti-
tioning is regarded as a local approximation of
the non{linear system. The global equation error
model can then be conveniently represented using
local aÆne T{S rules (Takagi and Sugeno, 1985):

Ri : If x(t) is Ri then yi(t) = �T

i
x(t)(3)

while the global system behaviour is described by
a fuzzy fusion of all aÆne model outputs:

y(t) =

P
M

i=1
�i
�
x(t)

�
yi(t)P

M

i=1
�i
�
x(t)

� (4)

where y(t) is the predicted output vector at
the instant t. The results of clustering are M ,
x(t) 2 <

p (p = r � n � m � n) is a collection
of a �nite number of inputs and outputs, x(t) =
[u(t� 1); � � � ;u(t� n);y(t� 1); � � � ;y(t� n)] and
n is an integer related to the system order. For
each operating point i, the model output is de-
scribed as a fuzzy fusion of the local predicted
outputs y(i)(t) by means of the (multivariate)
membership functions:

�(�) : C � <

p
! [0; 1] : (5)

The ith local model (3) is an aÆne system, whilst
its parameters, �i (i = 1; � � � ;M) and n, can
be estimated by using a number of fuzzy iden-
ti�cation methods (Simani et al., 1998; Simani et
al., 1999; Simani et al., 2001; Patton et al., 2001).
The scheme outlined above allows the estimation
of non{linear discrete model (4) for the process
which has generated the sequences u(t) and y(t).

Finally, the system resulting from the non{linear
fuzzy system (4) identi�cation approach will be
used as one{step{ahead output predictor, as de-
picted in Figure (2), for the residual generation
task.
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Fig. 2. The residual generation scheme.

4. APPLICATION EXAMPLE

The aim of the study presented in this paper is to
develop a general procedure for the diagnosis of
sensor faults in chemical processes. In particular,
the monitored process is a model of a CSTR,
where the reaction is exothermic A ! B (A reac-
tant, B product). The main variables are: reactor
temperature T (t), concentration of A, Caf , in feed
stream, volumetric 
ow rate, F , (volume/time)
and concentration of A, Ca, in reactor. The pro-
cess objective is to maintain the concentration Ca

controlling the coolant 
ow, q(t). The importance
of this case study is that there are many examples
of reactors in industry like polymerisation reac-
tor. Some of them with complex kinetic but with



similar properties behaviour as examined in this
paper. The CSTR with cooling jacket is shown in
Figure (3).
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Fig. 3. Schematic of the CSTR process.

The process has r = 1 control input q(t) = u(t),
(coolant 
ow, l

min
). Two output measurements

(m = 2), Ca(t) = y1(t) (concentration, mol

l
)

and T (t) = y2(t) (temperature, Kelvin degrees)
can be acquired from the simulator in Figure (3).
Constant physical properties and constant bound-
ary pressures of all input and output streams are
assumed. The non{linear equations describing the
plant are recalled in (Russell et al., 2000).

The dynamic SIMULINK simulator was used to
generate both process normal operating and faulty
data. A sampling rate of 0:1s was used to acquire
a number of N = 7500 data sequences with noise
and disturbances (~u(t), ~y(t)) due to measurement
uncertainty. The measurement signal noise levels
are 
ow �3%, temperature �0:5K and concentra-
tion �0:5%. Figure (4) shows the input and the
outputs of the plant.

The process monitoring method presented in this
work has been tested on the data collected from
the process simulation for the CSTR process. The
plant has been widely used by the process mon-
itoring community as a benchmark or source of
data for comparing various diagnosis approaches
(Russell et al., 2000).

The system was exploited here in order to provide
a realistic industrial process for evaluating process
control and monitoring methods. The test process
is based on a simulation of an actual chemical
process where the components, kinetics, and op-
erating conditions have been modi�ed for propri-
etary reasons. Mode details about the process are
described in (Russell et al., 2000).

It can be noted how the CSTR behaves in a non{
linear manner (non{stationary manner) during
changes of operating conditions (Russell et al.,
2000). It is in these situations that T{S models
can be used to enhance the FDI capabilities.

The CSTR simulator contains several prepro-
grammed faults. Some of these faults are known,
and other are unknown. Abrupt failure dynamics
can be associated with a step change in process
variables. On the other hand, slow developing
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Fig. 4. Input and output measurement.

faults can be associated with an increase in the
variability of some process variables, e.g. a slow
drift in the reaction kinetics.

The sensitivity and robustness of the process mon-
itoring method can also be investigated by simu-
lating the process under various fault conditions.
The simulation program allows the faults to be
implemented either individually or in combination
with one another. In this paper, as an example, a
fault case a�ecting the output temperature T (t)
sensor for the measurement of y2(t) will be con-
sidered in this study.

Under this assumption, in order to diagnose single
sensor faults, the non{linear fuzzy system (4)
for the prediction of the y(t) outputs has to
be identi�ed. The estimation errors, or residual,
concerning the diagnosis of the outputs y(t) are
estimated by the system. The symptom signals are
therefore expressed as ri(t) = yi(t)� ŷi(t), which
represents the di�erence between the estimated
ŷi(t) and the measured output, yi(t), with i =

1; 2, i.e. the ith component of the output vector
y(t). According to the residual generation scheme
depicted in Figure (2), output estimates ŷi(t) can
therefore be generated by the output estimator for
the model (4) (Babu�ska, 1998).

Figure (5) compare the estimated and measured
output y1(t) and y2(t), respectively, when the
non{linear fuzzy model (4) was identi�ed on the
basis of the di�erent operating conditions of the
plant. Because of the accuracy of the identi�ed
fuzzy model (4), it is shown how the measured and



estimated outputs cannot be distinguished. Here,

a 2nd order (n = 2) T{S fuzzy model (r = 1,

m = 2) of the fuzzy output models of 2nd order
for M = 3 clusters and driven by u(t) input was
identi�ed for both the outputs with a per cent
reconstruction error of less than J = 0:1% (Simani
et al., 2000; Patton et al., 2001).
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Fig. 5. Measured (continuous line) and predicted
(dashed line) temperature outputs y1(t) and
y2(t).

Moreover, for this example, the Variance Ac-
counted For (VAF) value (Babu�ska, 1998; Patton
et al., 2001) was approximately 98:7% for the �rst
output y1(t) and about 97:9% for the second one,
y2(t). This implies that the percentage of data
described by fuzzy rules (3) can be regarded as
being a representative value. According to Figure
(2), it is worthy to note that the model was used
in \full simulation" since it is driven by u(t) only,
in order to generate the estimate of the output
y2(t). For this model, a number of working points
M = 3, were used in order to obtain an accurate
non{linear description of the behaviour of the
system under investigation.

Once the residual signal for y2(t) is generated, the
detection of a fault due to temperature thermo-
couple sensor which fails high starting at t = 350s
can be performed. Fault{free (continuous line)
and faulty residual (dashed line) are shown in Fig-
ure (6) when a fault of the 5% a�ects the temper-
ature sensor. Such value represents the minimum
detectable fault when an accuracy of J = 0:1% is
achieved by the identi�ed model.

Results shown in Figure (6) were obtained using
the linear model (4) of the monitored system.
Because of the residual dynamics, a simple geo-
metrical analysis, such as a �xed threshold logic
can be exploited in order to detect actuator faults.
Clearly, suitable threshold values have to be set
under fault{free conditions.

From a physical point of view, the presented fault
case involves a step change in the reactor temper-
ature T measurement. The signi�cant e�ect of the
fault on y2(t) signal is therefore to induce a step
change in the coolant water 
ow rate. By means
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Fig. 6. Fault free and faulty residual for the
monitored y2(t) signal.

of the control input u(t), the control loop tries to
compensate for the change and the temperature
in the reactor tends to return to its setpoint.
Detecting and diagnosing such a fault could be
a challenging task, since failure e�ects are hidden
by the control loop system.

In general, in order to detect sensor faults on

the ith output component, the estimator for the

ith output, fed by the input u(t) and to predict
the output measurement most sensitive to the
fault considered, need to be identi�ed (Simani et
al., 2000; Patton et al., 2001).

Moreover, in order to isolate faults, when the
process develops a malfunction, it is important
to know exactly which faults have occurred or
which parts of the system caused the problem.
The residuals were computed as the di�erence
between the faulty outputs and the corresponding
signals predicted by the non-linear T{S fuzzy
model of the CSTR (4). In this paper, the sensor
fault isolation task can be successfully achieved
by using the non{linear T{S fuzzy predictor of
Figure (2), as well. The mutual isolation of both
the output sensor faults can also be obtained since
only a single fault a�ects the residual function
ri(t) of the estimator driven by the input u(t).

The detection capabilities of the proposed strat-
egy for identi�cation and diagnosis of faults on
the sensors and related problems appear to be
promising for diagnostic applications to chemical
processes.

5. CONCLUSIONS

A design method for FDI in sensor related faults
in a Continuous Stirred Tank Reactor have been
described. The study of the fault diagnosis per-
formance has shown that the proposed method,
which does not require a detailed mechanistic
model, can provide an output predictor through
a fuzzy system identi�cation method which can
then be used in FDI.



In order to investigate the diagnostic e�ectiveness
of the FDI system in the presence of sensor faults,
several malfunctions were simulated in the CSTR
model. The minimal detectable faults for this
industrially related diagnostic application and the
existence of multiple steady-state behaviour of the
process where there may be more than a possible
value of the output variable for the same input
variable justify the use of the T{S fuzzy approach.
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