Learning the structure of genetic network dynamics: A geometric approach
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Abstract: This work concerns the identification of the structure of a genetic network model from measurements of gene product concentrations and synthesis rates. In earlier work, for a wide family of network models, we developed a data preprocessing algorithm that is able to reject many hypotheses on the network structure by testing certain monotonicity properties of the models. Here we develop a geometric analysis of the method. Then, for a relevant subclass of genetic network models, we extend our approach to the combined testing of monotonicity and convexity-like properties associated with the network structures. Theoretical achievements as well as performance of the enhanced methods are illustrated by way of numerical results.
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1. INTRODUCTION

Genetic networks govern the behavior of living cells in response to changes in the environment, and determine growth, replication, and death of cells. They are composed of genes, i.e. pieces of the DNA strand, that regulate the expression of each other. As a result, protein synthesis is orchestrated by complex biochemical interactions among genes and their products.

Modern technologies for the time-course measurement of gene expression, such as gene reporter systems, allow one to step from pure topological modelling of gene networks to the modelling of the interaction dynamics. However, this requires setting up a dynamical model whose structure and parameters are typically unknown or uncertain. Database-based identification of an accurate model is challenging due to the size of the family of possible model alternatives. Yet, a priori biological knowledge may be exploited so as to ameliorate the complexity of the problem.

In Porreca et al. (2010), we developed an identification strategy for genetic network dynamics with a unate structure. These are ODE models built upon a family of Boolean network models that were argued to capture most of the experimentally observable gene regulation logics (Grefenstette et al., 2006). In particular, we showed that unate models possess monotonicity properties that can be tested inexpensively on experimental data, so as to discard entire sets of model hypotheses and focus the search on model structures consistent with the data. One question that arises naturally is whether additional properties of the models in the class can be exploited so as to further narrow down the search for valid models.

In this paper we address this question by considering a subclass of unate models. Leveraging on the observation by Nikolajewa et al. (2007) that most Boolean genetic network models with unate structure belong to an narrower class, called $S_0 \cup S_1$, we show that ODE models with $S_0 \cup S_1$ structure possess convexity-like properties that can be used for checking the consistency of different model hypotheses with the experimental data. To this purpose, we introduce a geometric framework that also provides an alternative interpretation of the methods by Porreca et al. (2010). In the economics literature, a similar approach was considered by Hanoch and Rothschild (1972) for testing hypotheses on production processes.

In Section 2 we review our results on the invalidation of unate model structures. In Section 3 we give these results a geometrical interpretation, that we exploit in Section 4 to analyze convexity-like properties of the models with $S_0 \cup S_1$ structure and set up new model invalidation strategies. In Section 5 we discuss possible implementations of these methods. Theoretical and experimental results are discussed in Section 6 by way of illustrative simulations. Mathematical proofs can be found in Porreca et al. (2011).

2. REVIEW OF RESULTS

We consider ODE models of gene expression of the form (de Jong, 2002)

$$\dot{x}_i = g_i(x) - \gamma_i(x), \quad (1)$$

where $i = 1,\ldots,n$ denotes the $i$-th of $n$ genes, $x_i \geq 0$ denotes the concentration of the corresponding product, $x = (x_1,\ldots,x_n)$, and $g_i(x) \geq 0$ and $\gamma_i(x) \geq 0$ are synthesis and degradation rates, respectively. We assume that

$$g_i(x) = \kappa_{0,i} + \kappa_{1,i} b_i(x), \quad i = 1,\ldots,n \quad (2)$$

where $\kappa_{0,i}$ and $\kappa_{1,i}$ are nonnegative constants and $b_i(x)$ is a gene activation level. Typically, $b_i(x)$ is some combination of switch-like regulatory functions (sigmoids) of some gene
Following Porreca et al. (2010), we focus on a particular class of functions $b_i(x)$.

**Assumption 1.** For some integer $h_i \geq 0$ and some sets of indices $J_i \subseteq \{1, \ldots, n\}$, with $i = 1, \ldots, h_i$, let

$$b_i(x) = \sum_{j \in J_i} \left( 1 - \prod_{j' \in J_i \setminus \{j\}} (1 - \sigma^\pm(x_{j'})) \right),$$

(3)

where, for each $J_i$ and $j$, either $\sigma^\pm(x_j) = \sigma^+(x_j)$ or $\sigma^\pm(x_j) = \sigma^-(x_j)$, with $\sigma^+ : [0, +\infty) \to [0, 1]$ and $\sigma^- : [0, +\infty) \to [0, 1]$ monotone nondecreasing and nonincreasing functions, respectively. By convention, products over an empty set return 1.

In the context of gene expression, (3) is the algebraic counterpart (in the sense of Platte et al., 1998) of unate Boolean functions, a comprehensive class of gene activation rules where, separately for every regulated gene, each regulator acts unambiguously either as inhibitor or activator (Grefenstette et al., 2006). By extension, we call (1)–(3) a gene network model with unate structure.

**Example 1.** A typical choice of sigmoid is the Hill function $\sigma^+(x) = 1/[1 + \eta(x)]$, $x \in \mathbb{R}$. For any choice of the cooperativity parameter $d \geq 1$ and the threshold parameter $\eta \geq 0$, this function increases monotonically from 0 to 1, verifies $\sigma^+(\eta) = 1/2$ and $d\sigma^+(\eta)/d\eta \geq 0$ increases with $d$. For $d = 1$, in particular, one recovers Michaelis-Menten kinetics. An alternative choice, which we will exploit in this paper, is the logistic function

$$\sigma^+(z) = \frac{1}{1 + e^{-d(z-\tilde{\eta})}}, \quad z \geq 0,$$

(4)

with analogous interpretation for $d$ and $\tilde{\eta}$. Note that in this case $\sigma^+(z) \neq 0$ when $z = 0$. It is immediate to see that Hill functions are in one-to-one correspondence with (4) via the transformations

$$z = \log(x), \quad \tilde{\eta} = \log(\eta).$$

(5)

The problem we are concerned with is, for any gene $i$, the invalidation of hypotheses on the structure of (3) (defined by $h_i$, sets $J_i$ and the signs of the sigmoid) on the basis of a dataset $\mathcal{D} = \{(x^k, g^k) : k = 1, \ldots, m\}$, where each $x^k$ is a vector of protein concentrations and $g^k = g(x^k)$ is the corresponding synthesis rate. In practice, noisy versions of measurements $\mathcal{D}$ can be obtained by perturbation experiments (see Sonntag (2008) and references therein) or time-course experiments (de Jong et al., 2010). For simplicity here we ignore the presence of noise, which will be reconsidered in later sections. It is clear that the problem concerns the form of (2)–(3) only. In particular, the specific form of $\gamma_i(x)$ in (1) is irrelevant, as $x$ and $g_i$ are both observed. Since the problem is the same for all genes $i$, we drop this index from the notation.

In Porreca et al. (2010) we addressed the problem by exploiting monotonicity properties of $g(x)$. Define the sign pattern $p = (p_1, \ldots, p_m) \in \{-1, 0, 1\}^m$ of model (2)–(3) as

$$p_j = \begin{cases} 0, & \text{if } j \notin J_j, \quad l = 1, \ldots, h, \\ 1, & \text{if } \sigma^+(x_j) = \sigma^+(x_j), \\ -1, & \text{if } \sigma^+(x_j) = \sigma^-(x_j). \\ \end{cases}$$

Note that several alternative structures of (3) share the same sign pattern $p$, e.g. $b(x) = \sigma^+(x_1)\sigma^-(x_2)$ and $b(x) = 1 - (1 - \sigma^+(x_1)\sigma^-(x_2))$ are both represented by the

**3. A GEOMETRIC APPROACH**

For a real-valued function $g \in \mathbb{R}$, define the super-level set $T_\varepsilon(g) = \{ x : g(x) \geq \varepsilon \}$ and the sub-level set $B_\varepsilon(g) = \{ x : g(x) \leq \varepsilon \}$. Let $U(p)$ be the family of functions (2) with the unate structure (3) and sign pattern $p$. We will now show that testing the hypothesis $g \in U(p)$ as in the previous section can be seen as the problem of computing approximations of $T_\varepsilon(g)$, with $k \in \{1, \ldots, m\}$, from the dataset $\mathcal{D}$. For $x \in \mathbb{R}^n$ and $p \in \{-1, 0, 1\}^m$, define the cone

$$\square(x, p) = \{ z \in \mathbb{R}^n : p_j z_j \geq p_k x_k, \quad j = 1, \ldots, n \}$$

with vertex $x$ (see Fig. 1). Intuitively, for any $g \in U(p)$, $p$ determines the direction of growth of $g$, hence $\square(x, p)$ is a region of $\mathbb{R}^n_{\geq 0}$ where $g$ must be no smaller than $g^k$. For $\mathcal{D} \subseteq U(p)$, let $K(\mathcal{D}) \subseteq \{1, \ldots, m\}$ be the set of indices of the elements of $\mathcal{D}$ contained in $\mathcal{D}$ and define

$$M(\mathcal{D}, p) = \cup_{k \in K(\mathcal{D})} \square(x^k, p), \quad \mu(\mathcal{D}, p) = \min_{k \in K(\mathcal{D})} g^k.$$

The following result shows that $M(\mathcal{D}, p)$ provides a database-based inner approximation of $T_\mu(\mathcal{D})$ (see Fig. 1).

**Proposition 2.** If $g \in U(p)$ then $M(\mathcal{D}, p) \subseteq T_\mu(\mathcal{D})$.

Based on this property we may redefine inconsistent sign patterns as follows.

**Definition 1.** A sign pattern $p$ is $m$-inconsistent $^1$ if there is a set $\mathcal{D} \subseteq U(p)$ and $(x^*, g^*) \in \mathcal{D} \setminus \mathcal{D}$ such that $x^* \in M(\mathcal{D}, p)$ and $g^* < \mu(\mathcal{D})$. Otherwise $p$ is $m$-consistent.

It can be checked that Definition 1 is equivalent to the definition of inconsistent sign pattern of Section 2. The construction of $M(\mathcal{D}, p)$ relies only on the monotonicity of $^1$ “m-” stands for monotone.
g. However, this analysis suggests that any inner approximation of $T_{\mu(D')}(g)$ can be used to invalidate $p$ by the criterion of Definition 1. The larger this approximation, the higher the chance that points from $\mathcal{D} \setminus \mathcal{D}'$ comply with the requirements of the criterion, i.e. the more models can be invalidated. In the sequel we will investigate how to enlarge $M(\mathcal{D}', p)$ for interesting subclasses of models with unate structure.

4. QUASI-CONVEXITY ANALYSIS OF GENETIC NETWORK MODELS

Let us begin with some basic definitions and results of convex analysis (see Boyd and Vandenberghhe (2004) for more details and proofs). Let $D \subseteq \mathbb{R}^n$ be a convex set.

**Definition 2.** A function $g : D \rightarrow \mathbb{R}$ is quasi-convex if the following equivalent conditions hold:

i. For every $\alpha \in [0, 1]$ and every $x, y \in D$,

$$g(\alpha x + (1 - \alpha)y) \leq \min\{g(x), g(y)\};$$

ii. For every $\varepsilon \in \mathbb{R}$, the sub-level set $B_\varepsilon(g)$ is convex.

$g$ is quasi-concave if $-g$ is quasi-convex, i.e.

We now consider two subclasses of unate functions. Recall that $g(x) = \kappa_0 + \kappa_1 b(x)$, with $\kappa_0 \geq 0$ and $\kappa_1 \geq 0$. We say that $g \in S_0$ if

$$b(x) = \sigma^+(x_{j_1})\sigma^+(x_{j_2})\sigma^+(x_{j_3})\ldots \sigma^+(x_{j_k}) \quad (7)$$

while $g \in S_1$ if $b(x) = b_\vee(x)\sigma^+(x_{j_1})\sigma^+(x_{j_2})\sigma^+(x_{j_3})\ldots \sigma^+(x_{j_k})$

(7)

while $g \in S_1$ if $b(x) = b_\vee(x)\sigma^+(x_{j_1})\sigma^+(x_{j_2})\sigma^+(x_{j_3})\ldots \sigma^+(x_{j_k})$

for some $\ell \in \{0, \ldots, n\}$ and pairwise different indices $j_1, \ldots, j_\ell$ from $\{1, \ldots, n\}^2$. For a given sign pattern $p$, we will denote the corresponding functions in $S_0$ and $S_1$ with $S_0(p)$ and $S_1(p)$. Based on the work by Nikolajewa et al. (2007); Kauffman et al. (2004); Szallasi and Liang (1998), $S_0 \cup S_1$ was proposed in Porreca et al. (2010) as a class of dynamical models describing the majority of the known genetic interaction networks with unate structure.

In the rest of the section we shall make the following hypothesis.

**Assumption 2.** $\sigma^+$ is a logistic function as defined in (4) and $\sigma^- = 1 - \sigma^+$.  

**Proposition 3.** It holds that

a. (7) is quasi-concave (w.r.t. $(x_{j_1}, \ldots, x_{j_k})$);

b. $b_\vee(x)$ is quasi-convex (w.r.t. $(x_{j_1}, x_{j_2})$), while $b_\wedge(x)$ is quasi-concave (w.r.t. $(x_{j_1}, \ldots, x_{j_k})$).

While Proposition 3 does not hold in general if $\sigma^+$ is not the logistic function, the methods derived below also apply to models where $\sigma^+$ is a Hill function, up to the log-transformation (5) of the concentration data. From now on this transformation will be implicit. Note that quasi-convexity properties are independent of the signs of the sigmoids and the values of the cooperativity and threshold parameters. Since quasi-convexity is not affected by multiplication by and addition of nonnegative scalars, it is possible to infer properties of $b(x)$ from data generated.

Fig. 2. Sets $C(\mathcal{D}', p)$ (gray area) and $M(\mathcal{D}', p)$ for $p = (-1, -1)$, $\mathcal{D}' = \{(x^i, g^i), i = 1, \ldots, 4\}$, $g^i = \mu(\mathcal{D}')$.

by the function $g(x)$. We now apply these results to the invalidation of models with structure (7) (Section 4.1) and (8) (Section 4.2), under the standing Assumption 2.

4.1 Invalidation of models in $S_0$

For any $\mathcal{D}' \subseteq \mathcal{D}$ and any sign pattern $p$ let $C(\mathcal{D}', p)$ denote the convex hull of all points of $M(\mathcal{D}', p)$. The following result, that is illustrated in Fig. 2, shows that $C(\mathcal{D}', p)$ provides a data-based inner approximation of the set $T_{\mu(\mathcal{D}')}(g)$.

**Proposition 4.** If $g \in S_0(p)$, then $C(\mathcal{D}', p) \subseteq T_{\mu(\mathcal{D}')}(g)$.

**Definition 3.** For $g \in S_0$, a sign pattern $p$ is c-inconsistent if there is a (nonempty) set $\mathcal{D}' \subseteq \mathcal{D}$ and $(x^*, g^*)' \in \mathcal{D}'$ such that $x^* \in C(\mathcal{D}', p)$ and $g^* < \mu(\mathcal{D}')$. Otherwise $p$ is c-consistent.

This is an extension of Definition 1 for models in $S_0$. Since $C(\mathcal{D}', p) \supseteq M(\mathcal{D}', p)$, Definition 3 allows one to invalidate more models.

4.2 Invalidation of models in $S_1$

For $g \in S_1$ a convexity-like property does not globally hold. Hence the goal is to combine the different properties of (8a) and of (8b). There are different ways to do so, each leading to different conditions for the invalidation of model structures. We will need the following lemma.

**Lemma 5.** For $k = 1, \ldots, m$ let $a_k \in \mathbb{R}_{\geq 0}$ and $b_k \in \mathbb{R}_{\geq 0}$. Then

$$\min_k a_k b_k \leq \min_k a_k \cdot \min_k b_k \leq \max_k a_k b_k.$$  

For a generic $z \in \mathbb{R}^d$ and $p \in \{-1, 0, 1\}^d$, define the cones

$$\square^+(z, p) = \{z' \in \mathbb{R}^d : p_1 z'_1 \geq p_1 z_1, \ldots, p_d z'_d \geq p_d z_d\},$$

$$\square^-(z, p) = \{z' \in \mathbb{R}^d : p_1 z'_1 \leq p_1 z_1, \ldots, p_d z'_d \leq p_d z_d\}.$$

Let $j_v = \{j_1, j_2\}$ and $j_w = \{j_3, \ldots, j_r\}$ be the indices of the entries of (8a) and (8b). Let $p_{j_v} = \{p_{j_1}, p_{j_2}\}$ and $p_{j_w} = \{p_{j_3}, \ldots, p_{j_r}\}$ denote the entries $j_v$ and $j_w$ of the sign pattern $p$. Note that the triplet $(j_v, j_w, p)$ defines the structure of (8). For any vector $x \in \mathbb{R}_{\geq 0}^n$ let $x_v = (x_{j_1}, x_{j_2})$ and $x_w = (x_{j_3}, \ldots, x_{j_r})$. Let $b_\vee(x_v)$ denote (8a) and $b_\wedge(x_w)$ denote (8b). For any $\mathcal{D}' \subseteq \mathcal{D}$, define the sets

$^2$ The notation $b_\vee$ and $b_\wedge$ comes from the fact that (8a) and (8b) may be interpreted as the algebraic counterparts of logical conjunction ($\vee$) and disjunction ($\wedge$), respectively (Porreca et al., 2010).

$^3$ “c-” stands for convex.
Fig. 3. (a–b) Sets in condition (I) of Definition 4 for $x \in \mathbb{R}^4$, $\mathcal{D}' = \{x^1, x^2\}$ and $p_V = p_L = (1, 1)$. (c) Robustification (13) of the set (9a) under box uncertainty (dashed).

$$L_{\max,\lor}(\mathcal{D}', p_V) = \text{Conv}\left( \bigcup_{k \in \mathcal{K}(\mathcal{D}')} \Box^-(x_k^v, p_V) \right),$$

$$U_{\max,\lor}(\mathcal{D}', p_V) = \bigcap_{k \in \mathcal{K}(\mathcal{D}')} \Box^+(x_k^v, p_V),$$

$$L_{\min,\land}(\mathcal{D}', p_L) = \bigcap_{k \in \mathcal{K}(\mathcal{D}')} \Box^-(x_k^\land, p_L),$$

$$U_{\min,\land}(\mathcal{D}', p_L) = \text{Conv}\left( \bigcup_{k \in \mathcal{K}(\mathcal{D}')} \Box^+(x_k^\land, p_L) \right),$$

where Conv denotes convex hull. The next proposition clarifies the approximation properties of sets $L$ and $U$ in (9).

Proposition 6. Let $\mathcal{M}(\mathcal{D}') = \max\{b_v(x_k^v) : k \in \mathcal{K}(\mathcal{D}')\}$ and $\mu_\land(\mathcal{D}') = \min\{b_\land(x_k^\land) : k \in \mathcal{K}(\mathcal{D}')\}$. Then the following implications hold:

$$x_v \in L_{\max,\lor}(\mathcal{D}', p_V) \implies b_v(x_v) \leq \mathcal{M}(\mathcal{D}'),$$

$$x_v \in U_{\max,\lor}(\mathcal{D}', p_V) \implies b_v(x_v) \geq \mathcal{M}(\mathcal{D}'),$$

$$x_\land \in L_{\min,\land}(\mathcal{D}', p_L) \implies b_\land(x_\land) \leq \mu_\land(\mathcal{D}'),$$

$$x_\land \in U_{\min,\land}(\mathcal{D}', p_L) \implies b_\land(x_\land) \geq \mu_\land(\mathcal{D}').$$

According to (10), points in the various sets $U$ and $L$ provide upperbounds and lowerbounds to minima and maxima of $b_v$ and $b_\land$ over $\mathcal{D}'$. Equivalently, sets $U$ and $L$ provide inner approximations for the various sets $T$ and $B$. The idea is now to combine Lemma 5 and Proposition 6 to establish inequalities for $b_v(x_v) \cdot b_\land(x_\land)$, and hence for the measured values of $g(x) = \kappa_0 + \kappa_1 b_v(x_v) \cdot b_\land(x_\land)$. Recall that $\mu(\mathcal{D}') = \min\{g^k : k \in K(\mathcal{D}')\}$ and let $\mathcal{M}(\mathcal{D}') = \max\{g^k : k \in K(\mathcal{D}')\}$.

Proposition 7. For any (nonempty) set $\mathcal{D}' \subseteq \mathcal{D}$ and $(x^*, g^*) \in \mathcal{D}' \setminus \mathcal{D}$, the following implications hold:

$$x_v^* \in L_{\max,\lor}(\mathcal{D}', p_V) \implies g^* \leq \mathcal{M}(\mathcal{D}'),$$

$$x_\land^* \in L_{\min,\land}(\mathcal{D}', p_L) \implies g^* \geq \mu(\mathcal{D}').$$

From Proposition 7 we may now introduce the following criterion for the invalidation of models in $S_1$.

Definition 4. For $g \in S_1$, the structure $(j_v, j_\land, p)$ is c-inconsistent if there exists a (nonempty) set $\mathcal{D}'$ and a data point $(x^*, g^*) \in \mathcal{D}' \setminus \mathcal{D}$ such that either of the following conditions applies:

(I) $x_v^* \in L_{\max,\lor}(\mathcal{D}', p_V), x_\land^* \in L_{\min,\land}(\mathcal{D}', p_L), g^* > \mathcal{M}(\mathcal{D}'),$

(II) $x_v^* \in U_{\max,\lor}(\mathcal{D}', p_V), x_\land^* \in U_{\min,\land}(\mathcal{D}', p_L), g^* < \mu(\mathcal{D}').$

Otherwise $(j_v, j_\land, p)$ is c-consistent.

Definition 4, that is illustrated in Fig. 3, is similar to Definition 1 for models in $S_1$. In particular, when $|\mathcal{D}'| = 1$, condition (II) is equivalent to the condition in Definition 1. Moreover, one can notice that m-inconsistency can be tested by considering singleton sets $|\mathcal{D}'|$ only (see Proposition 1). This means that Definition 4 is an extension of Definition 1 for models in $S_1$, thus allowing the invalidation of a superset of all m-inconsistent structures.

5. ALGORITHMS AND IMPLEMENTATION

An efficient method for testing m-inconsistency was proposed in Porreca et al. (2010), relying on Proposition 1 and hierarchical properties of sign patterns rather than on the geometric approach discussed in Section 3. Here we are concerned with the practical use of Definitions 3–4 for testing c-inconsistency of models in $S_0 \cup S_1$. We will focus on the more complex case of testing $S_1$ structures, since the fact that $C(\mathcal{D}', p) = L_{\min,\land}(\mathcal{D}', p_L)$ makes condition (II) in Definition 4 a valid test for $S_0$ structures, with empty $x_v$ and $p_V$.

Our approach to test c-inconsistency is to check if, for any $(x^*, g^*) \in \mathcal{D}$, there exists a set $\mathcal{D}' \subseteq \mathcal{D} \setminus \{(x^*, g^*)\}$ which fulfills either condition (I) or (II) of Definition 4. Focusing on condition (I), it is easily seen that any point $(x^*, g^*)$ in $\mathcal{D}$ must verify

$$[g^* < g^\lor] \text{ and } [\text{diag}(p_v)(x_v^\lor - x_v^*) \geq 0]$$

in order to ensure $g^* > \mathcal{M}(\mathcal{D}')$ and $x_v^* \in L_{\min,\land}(\mathcal{D}', p_L)$. Then, one has to check whether $x_v^* \in L_{\max,\lor}(\mathcal{D}', p_V)$ for the set $\mathcal{D}' = \{(x^*, g^*) \in \mathcal{D} \setminus \{(x^*, g^*)\}$ verifying (11)) only.\footnote{This follows from the property that $L_{\min,\land}(\mathcal{D}', p_L) \subseteq L_{\min,\land}(\mathcal{D}', p_L)$ for any $\mathcal{D}' \subseteq \mathcal{D}$.}

Similarly, in order to fulfill condition (II), $\mathcal{D}'$ is constructed as the set of points verifying

$$[g^* > g^\land] \text{ and } [\text{diag}(p_v)(x_v^\land - x_v^*) \leq 0].$$

The complete method for testing c-inconsistency of a given structure is summarized in Algorithm 1. Note that, when testing $S_0$ structures, one can ignore lines 2–4.
Algorithm 1. c-inconsistency test for a structure \((j^\lor, j^\land, p)\)
\begin{enumerate}
\item for all \((x^*, g^*) \in D\) do
\item \(D' = \{(x', g') \in D \mid \exists \beta \in \mathbb{R}^m \text{ s.t. } l(x', g') = l(x, g) + \beta\}\) verifying (11)
\item if \(x'_i \in L_{\text{max},\lor}(D', p_i)\) then
\item label \((j^\lor, j^\land, p)\) as c-inconsistent and exit
\item \(D' = \{(x', g') \in D \mid \exists \beta \in \mathbb{R}^m \text{ s.t. } l(x', g') = l(x, g) + \beta\}\) verifying (12)
\item if \(x'_i \in L_{\text{min},\lor}(D', p_i)\) then
\item label \((j^\lor, j^\land, p)\) as c-inconsistent and exit
\item label \((j^\lor, j^\land, p)\) as c-consistent
\end{enumerate}

As already mentioned, Definitions 3–4 provide extensions of m-inconsistency, meaning that all structures \((j^\lor, j^\land, p)\) associated with an m-inconsistent pattern \(p\) are also c-inconsistent. However, Algorithm 1 involves the construction of convex hulls, making c-inconsistency tests more computationally demanding than m-inconsistency tests, for which the efficient algorithm in Porreca et al. (2010) can be applied. Therefore, substantial computational savings can be achieved using the following procedure:

- assess m-inconsistency of sign patterns by means of the algorithm in Porreca et al. (2010);
- for all m-inconsistent patterns \(p\), label all structures \((j^\lor, j^\land, p)\) as inconsistent;
- for all m-consistent patterns \(p\), test consistency of any structure \((j^\lor, j^\land, p)\) using Algorithm 1.

The combined procedure was implemented in Matlab 7.10 (R2010a), resorting to the Multi-Parametric Toolbox (Kvasnica et al., 2004) for the computation of convex hulls.

### 5.1 Handling noisy data

To deal with noisy measurements of \((x^k, g^k)\) in \(D\), we follow a robust approach. We assume lower and upper bounds \(l(i)\) and \(u(i)\) to be available for the true values of \(g^k\) and \(x^k_j, \ j = 1, \ldots, n\). This means that every \(x^k\) is surrounded by an uncertainty box. In practice, the example in Section 6 shows that this approach is still viable in the case of unbounded noise affecting the data.

The idea is to robustify all inconsistency conditions by taking the bounded uncertainty into account. While this is trivial for conditions on data \(g^k\), robustification is easily achieved also for all tests involving data \(x^k\) (Porreca et al., 2011). As an example, condition \(x_i^k \in L_{\text{max},\lor}(D', p_i)\) for \(p_i = (1, 1)\) is robustified by considering the worst-case inner approximation of \(L_{\text{max},\lor}(D', p_i)\), i.e. by testing whether \((u(x^k_{j_1}), u(x^k_{j_2}))\) belongs to the set

\[
L_{\text{max},\lor}(D', p_i) = \text{Conv} \left( \bigcup_{k \in K(D')} \{ z \in \mathbb{R}^2 : z_1 \leq l(x^k_{j_1}), z_2 \leq l(x^k_{j_2}) \} \right)
\]

that is represented in Fig. 3(c).

### 6. EXAMPLES AND DISCUSSION OF THE RESULTS

In order to assess the falsification capability provided by convexity-like properties, we considered the same artificial network introduced in Porreca et al. (2010) for evaluating the performance of the m-inconsistency analysis. The network, represented in Fig. 4, comprises 6 genes and several interactions. In particular, genes 1–3 represent the core oscillating part of the system and correspond to the repressilator network developed and synthesized in *Escherichia coli* by Elowitz and Leibler (2000). The remaining three genes are those of interest in our study and are regulated by the three core genes according to different logical rules. The dynamics of this part of the network is modeled as

\[
\dot{x}_i = \kappa_i\sigma^+(x_i) - \sigma^-(x_i) = \tau_i x_i, \quad i = 1, \ldots, 6
\]

with \(\kappa_i = \kappa_i^+ - \kappa_i^-, \sigma^+(x) = \frac{1}{1 + \exp(x)}\), and \(\sigma^-(x) = 1 - \sigma^+(x)\). Since this gene network model involves Hill functions, the log-transformation (5) was applied to concentration data prior to the execution of Algorithm 1.

We are interested in comparing the falsification performance of the c-consistency analysis to the case when only m-inconsistency is used. To this purpose, let \(N_{\text{inc}}\) be the number of c-inconsistent structures and \(N_{\text{m-inc}}\) the number of m-inconsistent structures. The performance index \(I\%\geq\)
Table 1. Performance results on the example network.

<table>
<thead>
<tr>
<th>m</th>
<th>gene</th>
<th>$S_0$, $S_m$</th>
<th>$S_0$, $S_m$</th>
<th>$S_0$, $S_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>4</td>
<td>$S_0 = 47.60$</td>
<td>$S_0 = 42.30$</td>
<td>$S_0 = 37.06$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$I_0 = 5.07$</td>
<td>$I_0 = 5.35$</td>
<td>$I_0 = 6.47$</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>$S_0 = 41.46$</td>
<td>$S_0 = 32.12$</td>
<td>$S_0 = 25.84$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$I_0 = 6.65$</td>
<td>$I_0 = 8.54$</td>
<td>$I_0 = 12.08$</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>$S_0 = 40.19$</td>
<td>$S_0 = 36.36$</td>
<td>$S_0 = 31.25$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$I_0 = 6.01$</td>
<td>$I_0 = 8.89$</td>
<td>$I_0 = 10.53$</td>
</tr>
<tr>
<td>23</td>
<td>4</td>
<td>$S_0 = 45.00$</td>
<td>$S_0 = 38.57$</td>
<td>$S_0 = 32.86$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$I_0 = 7.92$</td>
<td>$I_0 = 8.73$</td>
<td>$I_0 = 9.28$</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>$S_0 = 34.81$</td>
<td>$S_0 = 26.39$</td>
<td>$S_0 = 19.03$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$I_0 = 8.65$</td>
<td>$I_0 = 12.13$</td>
<td>$I_0 = 13.03$</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>$S_0 = 37.66$</td>
<td>$S_0 = 32.36$</td>
<td>$S_0 = 27.29$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$I_0 = 10.09$</td>
<td>$I_0 = 12.97$</td>
<td>$I_0 = 14.18$</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>$S_0 = 41.78$</td>
<td>$S_0 = 33.37$</td>
<td>$S_0 = 25.28$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$I_0 = 9.63$</td>
<td>$I_0 = 10.84$</td>
<td>$I_0 = 10.99$</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>$S_0 = 29.44$</td>
<td>$S_0 = 22.37$</td>
<td>$S_0 = 16.62$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$I_0 = 11.54$</td>
<td>$I_0 = 12.76$</td>
<td>$I_0 = 12.19$</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>$S_0 = 32.82$</td>
<td>$S_0 = 27.88$</td>
<td>$S_0 = 25.44$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$I_0 = 10.88$</td>
<td>$I_0 = 12.87$</td>
<td>$I_0 = 12.45$</td>
</tr>
</tbody>
</table>

0 is defined as the percentage improvement in the number of falsified structures, i.e., $I_0 = \frac{N_{\text{true}} - N_{\text{false}}}{N_{\text{true}}} \cdot 100$. In order to quantify the fraction of all structures that are falsified, we also introduce the selectivity index $S_0 = \frac{N_{\text{true}}}{N_{\text{false}}} \cdot 100$, where the total number of structures is $|S_0| = 5588$ for the considered network. Average values of the performance indices are reported in Table 1 for varying values of dataset size $m$ and noise scaling factors $s_e, s_r$. They were obtained from 100 Monte Carlo experiments, each characterized by different noise realizations.

The true structure was never declared inconsistent, showing the reliability of the falsification procedure. Concerning the selectivity index $S_0$, one can notice a degradation of performance when either the noise level increases or the size of the dataset decreases. The variability of $S_0$ among the three genes also suggests that the considered datasets do not equally support structure falsification for different genes. The analysis of index $I_0$ highlights an interesting behavior. Excluding the less favorable condition $s_e = s_r = 0.07$ and $m = 12$, the contribution of the c-inconsistency analysis increases when datasets become smaller and noisier. A more thorough analysis of the results in Table 1, taking into account the complexity of the falsified structures (i.e., the number of effective inputs of $g$), also reveals that the improvement is more significant (up to 40%) as the complexity increases (results not shown). This means that c-inconsistency can play a key role in situations when structures of higher complexity need to be falsified on the basis of few noisy data.

7. CONCLUSIONS

In this paper, we introduced and analyzed geometrical properties of a relevant class of gene network models. Under the assumption that measurements of gene product concentrations and synthesis rates are available, we exploited monotonicity and convexity-like properties in order to falsify a number of model structures that are inconsistent with the data. The performance of the method was evaluated by means of Monte Carlo simulation using an oscillating synthetic network model. Results have shown a nonnegligible improvement with respect to the approach in Porreca et al. (2010), especially when a small, noisy dataset is used. Future directions of this research include the analysis of the hierarchical properties of c-inconsistent model structures and their exploitation for reducing the computational complexity of the model invalidation algorithms.
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