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Abstract

The repeated solution of large scale mathematical optimization problems arises frequently in the operation of process systems. Generalized Benders Decomposition (GBD) can be used to reduce the computational time, however its implementation is nontrivial. In this work we aim at developing a machine learning approach to accelerate the solution of large scale optimization problems by optimally initializing GBD. We train surrogate models to estimate the computational time for different number of cuts for given values of the parameters of the optimization problem. The surrogate models are used to find the optimal number of cuts that should be added in the master problem in the first iteration such that the computational time is minimized. Additionally, we improve the computational performance of the proposed approach using active learning. We apply this approach to a case study on the integration of production scheduling and dynamic optimization for continuous systems and analyze the computational performance.
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Introduction

Generalized Benders Decomposition (GBD) has been widely used to solve large scale optimization problems that arise in the design and operation of process systems (Conejo et al. (2006); Grossmann (2005); Rahmaniani et al. (2017); Chu and You (2013); Nie et al. (2012); Mitrai and Daoutidis (2021)). In this approach, the original problem is decomposed into two problems; a master problem which contains the discrete variables and a subproblem which contains the continuous variables and depends on the values of the variables of the master problem. The coordination between the master problem and the subproblem is done via the addition of Benders optimality/feasibility cuts (Geoffrion (1972)). Since the algorithm alternates between the solution of the master problem and the subproblem, the computational performance depends on the complexity of the master problem and subproblem, the number of infeasible subproblems that must be solved and the quality of cuts (in terms of tightness) that are generated during the solution.

We can argue that two approaches can be followed to handle these issues. The first one is based on the theoretical aspects of the algorithm and the underlying geometry of the problem. Common strategies in this approach are problem reformulation and decomposition (Crainic et al. (2016); Magnanti and Wong (1981)), initialization using valid inequalities (Saharidis et al. (2011)), multicut implementation (You and Grossmann (2013)), cut generation and management (Magnanti and Wong (1981); Su et al. (2015); Saharidis and Ierapetritou (2010); Pacqueau et al. (2012)), and regularization/stabilization of the master problem (Ruszczyski and Świetanowski (1997); Linderoth and Wright (2003)). In the second approach machine learning is used to substitute the heuristic or computationally expensive steps of the algorithm (Bengio et al. (2021)). Typical example is the addition of cuts for the solution of two stage stochastic optimization problems (Jia and Shen (2021); Lee et al. (2020)) and the approximation of the solution of the subproblem (Larsen et al. (2022)).

In this work, we will focus on the initialization of GBD regarding the number of cuts that should be added in the first iteration of the algorithm. We will consider the case where an optimization problem must be solved repeatedly given updated values of the parameters and the task is to decide the optimal number of cuts to add in the first iteration such that the CPU time is minimized. Since the effect of the number of cuts on the solution time is not known a-priori, we propose a supervised learning approach to estimate the effect of cuts on the CPU time for given values of the parameters. Next, we show that the efficiency of the proposed approach can be improved using active learning. We apply the proposed ap-
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problem to a case study on the integration of scheduling and dynamic optimization. The results show that the proposed approach can lead to significant reduction in CPU time (up to 70%).

**Generalized Benders Decomposition**

We will assume that the following problem (denoted as $\mathcal{P}$) must be solved:

$$\mathcal{P}(p) := \minimize_{z,x,y} f_1(z,x;p_1) + f_2(x,y;p_4) \text{ subject to } g_1(z,x;p_2) \leq 0 \quad g_2(x,y;p_3) \leq 0 \quad h_1(z,x;p_3) = 0 \quad h_2(x,y;p_6) = 0$$

(1)

where $p = [p_1 ... p_6]^T$ are the parameters of the problem, and $z \in \mathbb{Z}^n$, $x \in \mathbb{R}^d \times \mathbb{Z}^d$, $y \in \mathbb{R}^m$, the complicating variables, are continuous and $\mathcal{G}$ are continuous, and all the parameters of the problem might be unknown a priory, the complicating variables can be both discrete and continuous, and all the parameters of the problem might change. For simplicity we will assume that the parameters of the subproblem do not change, all the complicating variables are continuous and $n_c$ cuts can be added by discretizing the domain of the complicating variables $z \in [x^b, x^u]$ into $n_c$ uniform points.

Given these assumptions we can compute the cuts once and add them in the master problem every time the problem must be solved with updated values of the parameters. However, the addition of a large number of cuts will increase the complexity of the master problem, which might increase the computational time. Therefore for given values of the parameters $p$ we must determine the optimal number of cuts to be added by solving the following problem:

$$n_c^* \in \arg\min_{n_c} f(n_c, \phi(\mathcal{P}(p))),$$

(4)

where $f$ captures the effect of the number of cuts (for given parameters $p$) on the solution time and $\phi$ represents features of the problem which affect the solution time.

Since function $f$ is not known, we can approximate it with a surrogate model. The steps used to approximate $f$ are presented in Algorithm 2.

**Problem definition and proposed solution approach**

We will assume that problem $\mathcal{P}$ must be solved repeatedly given new values of the parameters $p$. The problem that we will address is the following: Given the new value of the parameters $p$, add the optimal number of cuts in the master problem in the first iteration of the algorithm such that the CPU time is minimized.

The number of cuts added in the first iteration can be considered as a hyper-parameter of GBD. Therefore this is a hyper-parameter tuning problem, which is known in the literature as the algorithm configuration problem (Hutter et al. (2011)). In general the solution of the above problem is challenging. The effect of a cut on the solution time is not known a priori, the complicating variables can be both discrete and continuous, and all the parameters of the problem might change. For simplicity we will assume that the parameters of the subproblem do not change, all the complicating variables are continuous and $n_c$ cuts can be added by discretizing the domain of the complicating variables (e.g., into $n_c$ uniform points).

Given these assumptions we can compute the cuts once and add them in the master problem every time the problem must be solved with updated values of the parameters. However, the addition of a large number of cuts will increase the complexity of the master problem, which might increase the computational time. Therefore for given values of the parameters $p$ we must determine the optimal number of cuts to be added by solving the following problem:

$$n_c^* \in \arg\min_{n_c} f(n_c, \phi(\mathcal{P}(p))),$$

(4)

where $f$ captures the effect of the number of cuts (for given parameters $p$) on the solution time and $\phi$ represents features of the problem which affect the solution time.

Since function $f$ is not known, we can approximate it with a surrogate model. The steps used to approximate $f$ are presented in Algorithm 2.

**Algorithm 1** Generalized Benders Decomposition

Require: Optimization problem

1: Set $UB = \infty$, $LB = -\infty$
2: Set tolerance and optimality gap (tol)
3: Initialize the algorithm
4: while $(UB - LB)/LB \leq tol/100$ do
5: Solve the master problem (Eq. 3) and obtain $LB, x$
6: Solve the subproblem (Eq. 2)
7: Add Benders cut
8: Update upper bound $UB = f_1(x) + f_2(x,y)$
9: end while
10: return Upper, lower bound and variable values

**Algorithm 2** Learning the relation between number of cuts and CPU time for a general optimization problem for continuous complicating variables

Require: Optimization problem, Number of data points $N_{\text{data}}$, number of discretization points $N_{\text{cuts}}$, upper and lower bounds for $x$ variables $(x^{lb}, x^{ub})$, $\bar{p} = [p_4, p_5, p_6]$

1: $i = 1$
2: while $i \leq N_{\text{data}}$ do
3: Generate parameters $p_1, p_2, p_3 \rightarrow \tilde{p} = [p_1, p_2, p_3, \bar{p}]$
4: for $j = 2, N_{\text{cuts}}$ do
5: Solve problem $\mathcal{P}(p_j)$ using $j$ cuts for each $x$
6: Obtain CPU time $y_j$
7: Obtain features of the problem $s_j = (\phi(\mathcal{P}(p_j)), j)$
8: append data $[s_j, y_j]$
9: end for
10: $i = i + 1$
11: end while
12: Using the data $[s_j, y_j]_{i=1}^{N_{\text{data}}N_{\text{cuts}}}$ learn the parameters of a surrogate model $\tilde{f}$
13: return Approximate function $\tilde{f}$
This algorithm returns a surrogate \( \hat{f} \) which estimates the CPU time for given values of the features of the problem and number of cuts. Given this function, we can find the optimal number of cuts by solving the following problem:

\[
    n^*_{\text{cuts}} = \arg \min_{n \in \{2, \ldots, N_{\text{cuts}}\}} \hat{f}(n, \Phi(2p)).
\]  

(5)

The steps that are followed to initialize Generalized Benders decomposition based on the learnt surrogate model are presented in Algorithm 3.

**Algorithm 3** Regression based initialization of Generalized Benders decomposition based on Algorithm 2

**Require**: Surrogate model \( \hat{f} \), optimization problem, values of parameters \( p \)

1: Compute the features of the problem \( \Phi(p) \)
2: Determine the optimal number of cuts \( n_{\text{cuts}} \) per transition to be added \( n^*_{\text{cuts}} = \arg \min_{n \in \{2, \ldots, N_{\text{cuts}}\}} \hat{f}(\Phi(p), n) \)
3: Add \( n^*_{\text{cuts}} \) cuts in master problem
4: Solve problem using Algorithm 1
5: \text{return} Problem solution

**Application to closed loop scheduling and control**

In this section we will consider the problem of integration of scheduling and dynamic optimization. We will use the optimization problem proposed in Mitrai and Daoutidis (2022a). We will assume that the system is an isothermal CSTR where 5 products must be manufactured, and the time horizon is 24 hours discretized into 5 slots. The dynamic behavior of the reactor is described by the following differential equation

\[
dc(r)\frac{dt}{dt} = \frac{F(r)}{V}(c_{in} - c(t)) - kc(c(t))^3,
\]  

(6)

where \( c \) (mol/L) is the concentration in the reactor, \( F \) (L) is the inlet flowrate, \( C_{in} \) (mol/L) is the inlet concentration and \( V = 5000 \text{ L} / 2L^2/(hr \text{ mol}^2) \) is the volume and reaction constant respectively.

At each time point different disturbances, i.e. change in inlet concentration or change in demand, can affect the system. Given a disturbance the integrated problem must be resolved given the updated process information. In this case two types of transitions can be performed; either between products or between an intermediate state and a product. The integrated problem has the following general form:

\[
\max \Phi_1(w) - \sum_{i,j,k} Z_{i,j,k} f_{\text{dyn}}(\omega_{i,j,k}, \theta_{i,j,k}) - \sum_i \hat{Z}_i f_{\text{dyn}}(\hat{\omega}_i, \hat{\theta}_i)
\]

s.t.

\[
sched(w, \theta_{i,j,k}, \hat{\theta}_i) \leq 0
\]

\[
\hat{g}_{\text{dyn}}(\theta_{i,j,k}, \hat{\omega}_i) \leq 0 \forall i,j,k
\]

\[
\bar{g}_{\text{dyn}}(\hat{\theta}_i, \hat{\omega}_{i,j,k}) \leq 0 \forall i
\]

\[
Z_{i,j,k} \in \{0, 1\}, \hat{Z}_i \in \{0, 1\}.
\]

where \( w \) are scheduling variables, \( \omega_{i,j,k} \) are variables associated with the dynamic behavior of the system for a transition from product \( i \) to product \( j \) in slot \( k \), \( \hat{\omega}_i \) are variables associated with the dynamic behavior of the system for a transition from the intermediate state to product \( i \), \( \theta_{i,j,k} \) is the transition time for a transition from product \( i \) to product \( j \) in slot \( k \), and \( \hat{\theta}_i \) is the transition time from the intermediate state to product \( i \). The variable \( Z_{i,j,k} \) is equal to 1 if a transition occurs between product \( i \) and \( j \) in slot \( k \) and zero otherwise and the variable \( \bar{Z}_i \) is equal to 1 if a transition occurs between an intermediate state and product \( i \) and zero otherwise. The objective function has three terms; the first represents the profit, the second the transition cost for a transition between products, and the last term represents the transition cost for a transition from an intermediate state to the products. This problem is a large scale MINLP whose monolithic solution is intractable.

If we fix the scheduling variables and the transition times \( \theta_{i,j,k}, \hat{\theta}_i \) then the dynamic optimization problems for all the transitions can be solved independently. We define as \( \Phi_{i,j,k}, \hat{\theta}_i \) the value function of the dynamic optimization problem for a transition from product \( i \) to product \( j \) in slot \( k \). The dynamic optimization problem for this transition is

\[
\min f_{\text{dyn}}(\omega_{i,j,k}, \hat{\theta}_{i,j,k})
\]

s.t.

\[
\bar{g}_{\text{dyn}}(\hat{\theta}_{i,j,k}, \omega_{i,j,k}) \leq 0
\]

\[
\hat{\theta}_{i,j,k} = \theta_{i,j,k} : \lambda_{i,j,k}
\]

where \( \lambda_{i,j,k} \) is the Lagrange multiplier for the equality constraint. Similarly we define the value function for a transition from the intermediate state to product \( i \), \( \hat{\theta}_i \), and the dynamic optimization problem for this transition is

\[
\min f_{\text{dyn}}(\hat{\omega}_i, \hat{\theta}_i)
\]

s.t.

\[
\hat{g}_{\text{dyn}}(\hat{\theta}_i, \hat{\omega}_i) \leq 0
\]

\[
\hat{\theta}_i = \hat{\theta}_i : \hat{\lambda}_i
\]

The value functions \( \Phi_{i,j,k}, \hat{\theta}_i \) can be approximated with Benders cuts given by the following equations (Geoffrion (1972))

\[
\eta_{i,j,k} \geq \Phi_{i,j,k}(\hat{\theta}_{i,j,k}^\prime) - \lambda_{i,j,k}(\theta_{i,j,k} - \hat{\theta}_{i,j,k}^\prime)
\]

\[
\hat{\eta}_{i} \geq \hat{\theta}_{i}(\hat{\theta}_{i}) - \hat{\lambda}_{i}(\hat{\theta}_{i} - \hat{\bar{\theta}}_{i})
\]

where \( l \in L \) denotes the number of points used to approximate the value functions. The original problem can be reformulated as

\[
\max \Phi_1(w) - \sum_{i,j,k} Z_{i,j,k} \eta_{i,j,k} - \sum_i \hat{Z}_i \hat{\eta}_i
\]

s.t.

\[
sched(w, \theta_{i,j,k}, \hat{\theta}_i) \leq 0
\]

\[
\eta_{i,j,k} \geq \Phi_{i,j,k}(\hat{\theta}_{i,j,k}^\prime) - \lambda_{i,j,k}(\theta_{i,j,k} - \hat{\theta}_{i,j,k}^\prime) \forall i,j,k,l
\]

\[
\hat{\eta}_{i} \geq \hat{\theta}_{i}(\hat{\theta}_{i}) - \hat{\lambda}_{i}(\hat{\theta}_{i} - \hat{\bar{\theta}}_{i}) \forall i,l
\]

To solve the problem we use a hybrid multicut Generalized Benders Decomposition algorithm proposed in Mitrai and Daoutidis (2022b). In this algorithm the solution of the master problem provides the production sequence and the transition times, and Benders cuts are added to approximate the transition cost. In this case, the dynamic optimization problems between the products depend only on the transition time, whereas the transition from the intermediate state depends on the transition time and the concentration of the intermediate state. Therefore, the initialization of the algorithm considers only the optimal number of cuts added to
approximate the transitions between the products, i.e. how many points should be used to approximate $\phi_{ijk}$. We use the same number of cuts for all transitions.

**Training the surrogate models**

We assume that at a random time point $t$ the demand of all the products and the inlet concentration of the reactor change simultaneously. The statistics of the demand are presented in Table 1. We assume that the inlet concentration follows a uniform distribution with low value of 0.8 and high value 1.2. The values of the other parameters can be found in Mitrai and Daoutidis (2022a). Given the updated process information, we solve the problem for different number of cuts and obtain the CPU time. The features of the problem in this case are the time point $t$, the concentration in the reactor $c$, the inlet flowrate $Q$, demand of the products $\{d_i\}_{i=1}^{N_{\text{prod}}}$, state of the system, and number of cuts added. Overall the features $s_i$ for data point $i$ are:

$$s_i = [t, c, Q, \{d_i\}_{i=1}^{N_{\text{prod}}}, \{d_i^{N_{\text{prod}}}\}_{i=1}^{N_{\text{prod}}}, \text{state}, n_{\text{cuts}}]$$

and the label $y_i$ is the CPU time. For the training, we discretize the domain of the transition times using $N_{\text{cuts}} = 50$ and we generate 1000 random disturbances. Overall we obtain 49000 data-points $\{s_i, y_i\}_{i=1}^{49000}$.

<table>
<thead>
<tr>
<th>Product</th>
<th>Nominal value</th>
<th>Distribution (Uniform)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>low</td>
<td>high</td>
</tr>
<tr>
<td>1</td>
<td>600</td>
<td>-100</td>
</tr>
<tr>
<td>2</td>
<td>550</td>
<td>-15</td>
</tr>
<tr>
<td>3</td>
<td>600</td>
<td>-30</td>
</tr>
<tr>
<td>4</td>
<td>1200</td>
<td>-20</td>
</tr>
<tr>
<td>5</td>
<td>2000</td>
<td>-400</td>
</tr>
</tbody>
</table>

We train three surrogate models; a decision tree, a random forest and a neural network using scikit-learn (Pedregosa et al. (2011)). For the decision tree and the random forest we used the default values of the parameters. The neural network had 3 layers with 150 neurons, the activation function was tanh, the learning rate was equal to $10^{-4}$, and the regularization parameter $\alpha$ was set equal to 0.01.

**Initialization of GBD based on the surrogate models**

Once the surrogate models were trained, we generated 100 random disturbances that change simultaneously the demands and the inlet concentration. We solve the problem initializing the hybrid multicut GBD (Mitrai and Daoutidis (2022b)) using Algorithm 3. The total CPU time for the different disturbances is presented in Fig. 1 and the solution time statistics in Table 2. From the results we observe that the average total CPU time without the addition of cuts (No cuts) is 14.7 seconds. The proposed approach leads to 70% reduction in CPU time. From the three surrogate models, the neural network shows the maximum improvement in total CPU time. Furthermore, for this case study, the time to determine the optimal number of cuts is in the order of $10^{-2}$ seconds for the decision tree and the neural network and in the order of $10^{-1}$ seconds for the random forest (see Fig. 2).
Active learning approach

Active learning (AL) is commonly used in supervised machine learning tasks where the features of the data are known but obtaining their label can be costly or time consuming. In the case study considered in this section we can generate a large number of features (pool of features), i.e. random disturbances and number of cuts, but we do not know the labels, i.e. CPU time, for these features. The active learning strategy will determine for which features from the pool we should evaluate the CPU time. This strategy is known as pool based active learning. The surrogate model is a Gaussian Process with Matern kernel (Williams and Rasmussen (2006)) and we will use uncertainty based sampling where we evaluate the CPU time of the data-point whose uncertainty σ is maximum. The main steps for the active learning strategy are presented in Algorithm 4.

For the application of active learning, first we generate random disturbances and obtain the features of the problem \( s_i \). These features form the pool \( C_p = \{ s_i \}_{i=1}^{N_{pool}} \) of data points. Next we generate a small number of data points \( (N_{initial}) \) and evaluate the CPU time. This is the initial training set \( C = \{ x_i, y_i \}_{i=1}^{N_{initial}} \). We also generate \( N_{test} \) data points and evaluate the CPU and these are the testing data \( C_{test} = \{ x_i, y_i \}_{i=1}^{N_{test}} \). Given the initial training set \( C \) and the pool \( C_p \) sets, in each iteration the active learning algorithm will provide the data point that we should evaluate.

The initial size of the training set is \( N_{initial} = 10 \), the size of the testing set is \( N_{test} = 50 \), the size of the pool is \( N_{pool} = 49000 \), and we allow \( N = 100 \) evaluations. The computational time for obtaining the 100 labels is 726 seconds. We compare the proposed active learning approach, denoted as GP-AL, with random sampling of 110 points from the pool using different surrogate models such as Gaussian Process (GP) with Matern kernel, Neural network (NN), Random Forest (RF) and Decision Tree (DT). The normalized mean squared error (NMSE) for the different approaches is presented in Table 3. From these results we observe that the active learning approach leads to a surrogate model with lower NMSE.

Finally we evaluate the active learning approach on optimally initializing GBD. We compare the Gaussian process obtained via active learning with the surrogate models trained via random sampling of 110 data points from the pool. The average solution time for the different surrogate models is presented in Table 4. From these results we observe that the surrogate model obtained via active learning outperforms the other surrogates. Specifically, the active learning approach leads on average to 66.5% reduction in CPU time, whereas the Gaussian process, neural network, random forest and decision tree lead to 53%, 43%, 51% and 33% respectively. Additionally for the 100 random disturbances considered, the solution time obtained from the active learning approach is always lower than the solution time without the addition of cuts. This is not true for the other surrogate models, for example using the random forest as surrogate can lead up to 26% increase in CPU time compared to the solution of the problem without the addition of cuts.

Conclusions

Generalized Benders Decomposition has been widely used to solve large scale optimization problems. However the implementation of the algorithm is nontrivial. In this work we considered the optimal initialization of GBD for the repeated solution of problems where the parameters of the subproblem do not change. First we proposed a supervised learning approach to learn a surrogate model that estimates the CPU for given parameters of the problem and number of cuts. Although this approach can lead to 70% reduction in CPU time, the generation of the dataset to train the surrogate model can be a bottleneck. To overcome this obstacle we proposed the application of active learning. The results show that active learning can be used to efficiently train a surrogate model to estimate the effect of cuts on the solution time.
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Algorithm 4 Active learning

**Require**: Number of evaluations \( N \), initial dataset \( C = \{ x, y \} \), pool of labels \( C_p \), testing set \( C_{test} \), Surrogate model \( \hat{f} \).

1. Train surrogate model on initial dataset \( C \).
2. \( \text{while } i \leq N \) do
3. Select a data point with features \( s \) from pool \( C_p \) based on maximum uncertainty sampling strategy
4. \( s = \arg \max_{s \in C_p} \sigma(s) \).
5. Evaluate the label \( y \) for \( s \).
6. Append data \( \{ s, y \} \) in set \( C = C \cup \{ s, y \} \).
7. Remove data-point \( s \) from pool \( C_p = C_p \setminus \{ s, y \} \).
8. Train surrogate model using set \( C \).
9. \text{end while}
10. return Surrogate model \( \hat{f} \).

---

Table 3: Comparison of normalized mean squared error for the different approaches

<table>
<thead>
<tr>
<th>Method</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian Process - AL</td>
<td>5.94</td>
</tr>
<tr>
<td>Gaussian Process</td>
<td>16.01</td>
</tr>
<tr>
<td>Neural Network</td>
<td>30.84</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>29.46</td>
</tr>
<tr>
<td>Random Forest</td>
<td>21.48</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian Process</td>
<td>16.01</td>
</tr>
<tr>
<td>Neural Network</td>
<td>30.84</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>29.46</td>
</tr>
<tr>
<td>Random Forest</td>
<td>21.48</td>
</tr>
</tbody>
</table>

Table 4: Computational time for the proposed approach for different surrogate models. NC refers to solving the problem without the addition of cuts in the first iteration.

<table>
<thead>
<tr>
<th>Solution statistics</th>
<th>NC</th>
<th>GP-AL</th>
<th>GP</th>
<th>NN</th>
<th>RF</th>
<th>DT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aver. CPU time</td>
<td>13.7</td>
<td>4.31</td>
<td>6.22</td>
<td>7.67</td>
<td>6.34</td>
<td>9.11</td>
</tr>
<tr>
<td>Aver. red. (%)</td>
<td>-</td>
<td>66.5</td>
<td>53.44</td>
<td>43.52</td>
<td>51.61</td>
<td>33.64</td>
</tr>
<tr>
<td>Aver. fold red. (%)</td>
<td>-</td>
<td>3.33</td>
<td>2.49</td>
<td>2.18</td>
<td>2.38</td>
<td>1.75</td>
</tr>
<tr>
<td>Max. red. (%)</td>
<td>-</td>
<td>81.3</td>
<td>81.41</td>
<td>79.57</td>
<td>81.96</td>
<td>77.55</td>
</tr>
<tr>
<td>Min. red. (%)</td>
<td>-</td>
<td>0.99</td>
<td>-2.66</td>
<td>-0.02</td>
<td>-26.47</td>
<td>-18.82</td>
</tr>
<tr>
<td>Max fold red. (%)</td>
<td>-</td>
<td>5.35</td>
<td>5.38</td>
<td>4.48</td>
<td>5.54</td>
<td>4.45</td>
</tr>
<tr>
<td>Min fold red. (%)</td>
<td>-</td>
<td>1.00</td>
<td>0.97</td>
<td>0.99</td>
<td>0.79</td>
<td>0.84</td>
</tr>
</tbody>
</table>
sertation Fellowship (DDF) of University of Minnesota for Ilias Mitrai.
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