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Abstract
After the twentieth century, over a million chemicals were utilized without testing their toxicity. Quantitative Structure–Activity Relationships (QSAR), one of the in silico testing, can reduce time and cost comparing with traditional in vivo testing. In recent years, advances in machine learning have enabled the analysis of a broad variety of molecular descriptors for QSAR studies. However, conventional molecular descriptors based QSAR models are unable to directly exploit the three-dimensional information included in a molecule's structure. Additionally, the machine learning algorithm has a disadvantage of less interpretability. In this context, this study proposes a development of a Structure-to-Toxicity (S2T)-transformer QSAR model based on Simplified Molecular Input Line Entry System (SMILES) to predict toxicity index of PCBs. S2T transformer trained directly SMILES which indicates the molecular structure of PCBs. Moreover, attention mechanism in transformer architecture allows S2T transformer to interpret the correlation between molecular structure and Kow to overcome the disadvantage of machine learning algorithm. The proposed SMILES based S2T-transformer QSAR model indicated the higher predictive performance of 0.83 R² score. Also, S2T-transformer QSAR model interpreted the atom contribution of the molecular structure by attention weights in the transformer architecture.
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Introduction
After the turn of the twentieth century, over a million chemical compounds exhibiting unique physiochemical properties were utilized to suit the demands of consumer goods, food production, and the pharmaceutical industry (Judson et al., 2009). Additionally, more than 190 million chemical compounds have been registered by Chemical Abstract Services (CAS) as of July 1, 2022. It is evident that as the worldwide market for newly produced chemical goods expands, the hazardous risks to human health and ecosystems will rise. Comparatively, the chemical compounds that have been identified, only a tiny fraction have been tested for their toxicity (Judson et al., 2009). This data gap introduces a great concern to human society as consumers are exposed to thousands of chemicals via various routes (Judson et al., 2009). Therefore, European commission has urged to find innovative ways to provide safe and sustainable chemicals for toxic free environment (Tang et al., 2018).
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The National Research Council of the United States (NRC) proposes in silico testing as an alternative to animal testing for toxicity assessment (Tang et al., 2018). In silico testing is predicated on the idea that the toxicity of a chemical substance is determined by its intrinsic property (Rim, 2020). Consequently, in silico testing have become the most prevalent method for providing meaningful and reliable toxicity data (Rim, 2020). In comparison to in vivo procedures, these methods are advantageous since they reduce time and money and give vital insight into the mechanisms that cause toxicity.

Among in silico approaches, Puzyn et al., (2011) proposed Quantitative Structure–Activity Relationships (QSAR) to predict the toxicity properties of chemical compounds (Puzyn et al., 2011). A QSAR model can estimate the toxicity of novel compounds based on their molecular structure and the toxicity of known chemicals with comparable molecular structures (Tang et al., 2018). In recent years, advances in machine learning have enabled the analysis of a broad variety of chemical descriptors for QSAR studies (Tang et al., 2018). These QSAR models may be used for chemical risk assessment, chemical property prediction, drug development, and design of novel chemicals.

Huang et al., (2021) developed the QSAR model for both the octanol/water partition coefficient (Kow) and LC50 using MLR. This research investigated which substructures had a strong relationship with two hazardous characteristics. Heo et al., (2019) developed prediction and classification model for the sex-hormone binding globulin (SHBG) and estrogen receptor (ER) simultaneously using deep neural network (DNN). However, conventional QSAR algorithms are unable to directly exploit the three-dimensional information included in a molecule's structure.

Alternatively, researchers have proposed the utilization of simplified molecular input line entry system (SMILES) string instead of the conventional molecular descriptors. Sabando et al., (2022) predicted several physicochemical properties and compared the model performance of SMILES string based QSAR and the model performance of the conventional molecular descriptor based QSAR using bidirectional long short-term memory (Bi-LSTM). Chen et al., (2020) identified the compound-protein interaction (CPI) and highlighted the import interacting regions of protein sequences and compound atoms.

According to literature review, QSAR studies can be divided into two groups i.e., based on molecular descriptor and SMILES. To summarize, in the first method toxicological information is estimated using molecular descriptors, physicochemical properties, and thermodynamic properties. While on the other side, the SMILES string is employed, which depicts the molecular structure in a single text using alphabet, number, and parenthesis. These studies either predicted the toxicity qualities or assisted in the identification of new compounds via the use of linear or nonlinear algorithms by constructing the QSAR model.

Although the transformer technique, which is a state-of-the-art approach in machine learning, was used in the majority of prior research based on SMILES strings, only one study employed Bi-LSTM. These studies proposed a variation of the original transformer algorithm to compensate for the SMILES string. The highlight of these investigations, however, is the examination of attention mechanisms by which non-linear attention weights establish a clear link between the structure and target property of a chemical molecule. Additionally, the attention mechanism enables us to overcome the disadvantage of AI algorithms that have less interpretability.

In this context, this study proposes a development of a Structure-to-Toxicity (S2T)-transformer QSAR model based on SMILES to predict toxicity index of PCBs. The results will be compared with the transformer-QSAR model based on conventional molecular descriptors.

Materials and methods

Proposed methodology

Figure 1 presents the proposed framework for developing S2T-transformer QSAR model. The development of S2T-transformer QSAR model can be divided into four main stages: 1) the molecular structure information and toxicity indices of the PCBs were collected to predict the toxicity property. 2) the representation of molecular structure was converted into molecular descriptors and SMILES. 3) the S2T-transformer QSAR model was developed to predict the toxicity index. The performances were evaluated. 4) SMILES based S2T-transformer QSAR model can provide the attention contribution which indicates significant part of the molecular structure to toxicity indices. This analysis is a crucial process to predict the toxicity properties of unknown chemicals.
Polychlorinated biphenyl (PCBs)

PCBs are persistent organic pollutants which have high toxicity, environmental persistence, and bioaccumulation. PCBs are comprised by 209 structurally similar compounds varied by location of chlorine atom on the biphenyl ring. In general, the location of chlorine atom relates the toxic activity of the compound (D. Kim et al., 2016). The PCB dataset containing the toxicity index i.e. $K_{OW}$ was collected from Organization for Economic Co-operation and Development (OECD) QSAR Toolbox and related studies (D. Kim et al., 2016).

The partition coefficients $K_{OW}$ indicate the lipophilicity of a PCB, which is defined as the ratio of its concentration in the octanol phase to its concentration in the aqueous phase at equilibrium. While the log $K_{OW}$ shows the likelihood of a substance to MOVE from the aqueous phase to the lipid phase (Zhu et al., 2022). The number of PCBs which have $K_{OW}$ was 139.

Representation of molecular structure

Molecular descriptors

Molecular descriptors are mathematical representation of a chemical that encode significant structural features and physicochemical properties of chemicals (Todeschini & Consonni, 2010). Molecular descriptors of PCBs were employed to predict and to classify the toxicity indices. DRAGON 6 software was utilized to calculate molecular descriptors of the PCBs. The 4,885 molecular descriptors in all 29 different groups were employed to describe the structural diversity of chemicals (Mauri et al., 2006). Then, for pre-processed, the molecular descriptors were normalized. Afterward, not a number and constant molecular descriptors which had standard deviations of less than 0.01 were excluded.

Key molecular descriptors selection

Only the 139 number of $K_{OW}$ of PCBs were collected while the dimension of molecular descriptors was 4,885. The greater number of molecular descriptors than the number of chemicals can cause overfitting problems (J. Huang & Fan, 2013). Previous study demonstrated that key molecular descriptors selection process could handle the overfitting problem and improve the QSAR model performance (Algamal et al., 2015). In this study, two key molecular descriptor selection methods are employed to prevent overfitting problem and to improve the predictive performance of QSAR modeling (Algamal et al., 2015). The variable importance in partial least square projection (VIP) and the elastic-net regularization are applied after the molecular descriptors are pre-processed.

VIP represents the importance of variables according to weights of output variables (Mehmood et al., 2012). The VIP score can be formulated as Eq. (1).

$$VIP_j = \frac{
 \left. \sum_{k=1}^{p} (q_k^T w_k) (w_j / \|w_k\|^2) \right|}{\sum_{k=1}^{p} (q_k^T w_k)}$$

where $p$ is the number of input variables, $w$ is the loading weights, $l$ is the number of selected latent variables. $q_k^T w_k$ represents the variance explained by each component. If VIP scores of input variables is larger than 1, the input variables are selected as the important variable. Previous studies suggested the threshold between 0.83 and 1.21 can yield more relevant variables (Mehmood et al., 2012). Therefore, input variables which have VIP score more than 1.21 were selected as important variables.

The elastic-net regularization optimizes the $\beta$ with a penalized least squares method, as shown in Eq. (2).

$$\hat{\beta} = \arg\min_{\beta} - X^T Y + \frac{1}{2} \sum_{k=1}^{p} \left(\lambda_1 |\beta_k| + \lambda_2 |\beta_k|^2\right)$$

subject to $(1 - \alpha)|\beta_k|_1 + \alpha|\beta_k|^2 \leq s$ for some $s$

where $\alpha$ is equal to $\lambda_2 / (\lambda_1 + \lambda_2)$. The function $(1 - \alpha)|\beta_k|_1 + \alpha|\beta_k|^2$ is the elastic-net penalty, which is convex combination of the lasso and ridge penalty. The lasso penalty regularizes the coefficients of unimportant variables to be zero and the ridge penalty regularizes the coefficients of inter-correlated variables to be zero (Ogutu et al., 2012). In this manner, the molecular descriptors which have the coefficients of less than 0.01 were excluded. The key molecular descriptors were employed as input variables for S2T-transformer QSAR model.

Simplified molecular input line entry system (SMILES)

Simplified molecular input line entry system (SMILES) represents molecules structure as a one-dimensional text (Weininger, 1988). An atom is described by the alphabet of the element symbol, and a bond is represented by a single bond ‘-‘, and double bonds ‘=‘. The branches in molecular structure are specified by parentheses ‘()’. The aromatic rings are represented by numerical order in each ring. The atoms present in the aromatic ring are written in lowercase, while the others are capitalized (H. Kim et al., 2021). The encoding rule of SMILES is graphically shown in Figure 2.

![Figure 2. The graphical diagram of SMILES rule to represent the molecular structure of PCB: 1-chloro-2-phenyl-benzene](image)

SMILES contains the information to describe the 3-D molecular structure of the target chemicals. Also, each
symbol of SMILES has correlation between the molecular descriptors, it improves on model performance by greater speed and better usage of computational costs (Weininger, 1988). It is very useful language for QSAR modeling as a one-SMILES is including one exact molecular structure of a chemical. Comparing to the molecular descriptor, SMILES can avoid overfitting issues due to less number of features. Therefore, SMILES overcomes the drawback of the molecular descriptor which requires feature selection process. Also, SMILES is one-dimensional text, therefore, it can be easily handled by state-of-art machine learning technique for natural language processing such as attention mechanism. The CAS registry number of PCBs was converted into SMILES using ‘CIRpy’ library in python. The SMILES was tokenized and employed as input variables for S2T-transformer QSAR model.

Development transformer based QSAR model

QSAR model is the mathematical formulation of the correlation relationship between the molecular structure and the measured activities of the chemical compounds, as shown in Eq. (3) (D. Kim et al., 2016).

\[
\text{Properties} = f(\text{MolecularStructure}) + E_r
\]  

where, \(f\) represents the function between the molecular structure and the activity of chemicals, \(E_r\) represents an error between the predicted value and the measured value. The activities of a chemical can be calculated by \(f\) and \(E_r\). By selecting the notation of molecular structure the procedure to develop QSAR model can be distinguished. In this study, molecular descriptors and SMILES were employed to represent the molecular structure. Depending on the definition of the function \(f\), various QSAR models can be developed (D. Kim et al., 2016). QSAR model can predict the activities of unknown chemicals utilizing its molecular structure.

Transformer model and attention mechanism

In this study, transformer model was employed as the function of QSAR. The transformer model was proposed by (Vaswani et al., 2017), which was originally developed for natural language processing (NLP) tasks. Transformer is an autoencoder model consisting of only multi-head attention layer not recurrent network or convolutional network to solve NLP tasks. Recently, transformer model indicated high performance in NLP tasks, and many novel models have been established.

The key technique in the transformer framework is multi headed self-attention layer. A multi headed self-attention layer consists of several scaled dot attention layers to extract interaction information between the encoder and the decoder. The scaled dot attention layer takes three inputs, the keys, K, the values, V and the queries, Q, and calculates the attention as Eq. (4) (Vaswani et al., 2017):

\[
\text{attention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)V
\]  

where \(d_k\) is a scaling factor depending on the layer size. A multi headed self-attention can be formulated by parallel of scaled dot attention layers as Eq. (5) (Vaswani et al., 2017).

\[
\text{Multihead}(Q, K, V) = \text{Concat}(\text{head}_1, ..., \text{head}_h)W^Q
\]

\[
\text{head}_i = \text{attention}(QW_i^Q, KW_i^K, VW_i^V)
\]

where \(W^Q, W_i^Q, W_i^K, \text{and} W^V_i\) are the parameter matrices. A multi headed self-attention allows the transformer to focus on some important features from the input variables dynamically, which directly captures the interaction features of the given two sequences (Vaswani et al., 2017). In addition, the original transformer was designed to solve sequence prediction tasks and utilized mask operation to cover the downstream context of each word whereas, this study modified the mask operation of the decoder to ensure that the model is accessible to whole sequence of SMILES, which is one of the most crucial modification to transformer architecture (Chen et al., 2020).

In this study, Transformer-CPI (Compound-protein interaction) model which is proposed by Chen et al., (2020) was employed to develop S2T-transformer QSAR model, as shown in Figure 3. Transformer-CPI model replaced the conventional self-attention layers in the encoder part with a gated convolutional network (GCN). The encoder of transformer-CPI was modified to extract hidden features of chemicals and to provide SMILES of the chemicals as encoder output. As well as binary classification task of transformer-CPI was modified to predict toxicity properties as regression task.

In order to evaluate the predictive performance of S2T-transformer QSAR models, three statistical parameters
were employed, including the coefficient of determination ($R^2$), root mean square error (RMSE), mean absolute error (MAE).

**Results and discussion**

**Key molecular descriptors for PCBs**

VIP in partial least square and elastic-net regularization were utilized sequentially to select the key molecular descriptors. The 92 molecular descriptors in 12 groups were selected by VIP score and elastic-net regularization as shown in Table 1. The relative ratio of groups and the coefficients were indicated in Figure 4. 2D matrix-based descriptors, Functional group descriptors, and 2D Atom Pairs groups had high portion of key molecular descriptors. MPC10 descriptor, which is 2D matrix-based descriptors, had the highest coefficient value as 1.22.

*Table 1. Categories of key molecular descriptors for log $K_{OW}$ of PCBs*

<table>
<thead>
<tr>
<th>Group</th>
<th>Original</th>
<th>Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topological indices</td>
<td>75</td>
<td>2</td>
</tr>
<tr>
<td>2D matrix-based descriptors</td>
<td>550</td>
<td>26</td>
</tr>
<tr>
<td>3D autocorrelations</td>
<td>80</td>
<td>3</td>
</tr>
<tr>
<td>GETAWAY descriptors</td>
<td>273</td>
<td>4</td>
</tr>
<tr>
<td>Functional group counts</td>
<td>154</td>
<td>19</td>
</tr>
<tr>
<td>Atom-type E-state indices</td>
<td>170</td>
<td>2</td>
</tr>
<tr>
<td>2D Atom Pairs</td>
<td>1596</td>
<td>33</td>
</tr>
<tr>
<td>2D autocorrelations</td>
<td>213</td>
<td>1</td>
</tr>
<tr>
<td>WHIM descriptors</td>
<td>114</td>
<td>1</td>
</tr>
<tr>
<td>RDF descriptors</td>
<td>210</td>
<td>1</td>
</tr>
<tr>
<td>Geometrical descriptors</td>
<td>38</td>
<td>0</td>
</tr>
<tr>
<td>3D-MoRES descriptors</td>
<td>224</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>4885</td>
<td>92</td>
</tr>
</tbody>
</table>

**Prediction performance of S2T-transformer model**

Table 2 indicates the predictive performance of key molecular descriptors based and SMILES based S2T-transformer QSAR model on the test dataset. SMILES based S2T-transformer QSAR model had the higher predictive performance of 0.83 in terms of $R^2$. Predictive results of key molecular descriptors based S2T-transformer QSAR model had been biased compared to predictive results of SMILES based S2T-transformer QSAR model, as shown in Figure 5.

*Table 2. The predictive performance of key molecular descriptors based and SMILES based S2T-transformer QSAR model on test dataset*

<table>
<thead>
<tr>
<th>Input variables</th>
<th>$R^2$</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key molecular descriptors</td>
<td>0.76</td>
<td>0.34</td>
<td>0.29</td>
</tr>
<tr>
<td>SMILES</td>
<td>0.83</td>
<td>0.34</td>
<td>0.30</td>
</tr>
</tbody>
</table>

**Attention weight analysis for SMILES of PCBs**

S2T-transformer QSAR model based on SMILES calculated the attention weight between the SMILES and $K_{OW}$ as shown in Figure 6. The number and location of chlorine atom contributes to the toxicity of the PCBs. Several chlorine atoms had positive contributions. 2,2’,3,3’,4,4’,5,5’,6-PCB has higher $K_{OW}$ than 4-PCB due to the number of chlorine atom in the molecule. Thus the overall prediction results made sense, and the S2T-transformer QSAR model based on SMILES found the features of the molecular structure and could be utilized to interpret the correlation between toxicity activity and the molecular structure.
Conclusion

This study developed the S2T-transformer QSAR model based on SMILES. The proposed SMILES based S2T-transformer QSAR model indicated the higher predictive performance of 0.83 R^2 score than conventional key molecular descriptors based S2T-transformer QSAR model. Also, SMILES based S2T-transformer QSAR model interpreted the atom contribution of the molecular structure by attention weights in the transformer architecture.
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